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Quantum Chaos is Quantum
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It is well known that a quantum circuit on N qubits composed of Clifford gates with the ad-
dition of k non Clifford gates can be simulated on a classical computer by an algorithm scaling
as poly(N)exp (k)[1]. We show that, for a quantum circuit to simulate quantum chaotic be-
havior, it is both necessary and sufficient that K = ©(V). This result implies the impossibility
of simulating quantum chaos on a classical computer.

Introduction

Quantum chaos is a certain type of complex quantum behavior that results in the exponential decay of out-
of-time-order correlation functions (OTOC)[2—4] efficient operator spreading[5, 6], small fluctuations of the
purity[7] and information scrambling[8, 9]. All these quantities can be unified in a single framework[10]
which shows that, in order to simulate quantum chaos, one needs at least a unitary 4-design, that is, a set
of unitary operators that reproduces up to the four moments of the Haar distribution over the unitary group
U(d) in an d-dimensional Hilbert space. Here, we define quantum chaos for a quantum evolution in terms
of attaining the Haar value for general multi-point OTOC, that is, the value that would be reached by a
random unitary operator in /(d). We consider a subgroup of the unitary group - the Clifford group - which
only reproduces up to the four-point OTOC[3] and thus it is not sufficient to simulate quantum chaotic
evolutions. In [11], it was shown numerically that a Clifford circuit on a d = 2"V-dimensional system of
N qubits doped by a single 7" gate can bring a typical product state in an entangled state with the same
entanglement spectrum statistics resulting from the random matrix theory for I/(d). This result opens the
question of whether it would be possible to simulate quantum chaos with classical resources. In a seminal
paper[12], the authors show that an e-approximate ¢-design can be obtained by doping a Clifford circuit
with k& = O(t* log? tlog ¢~ 1) non Clifford gates. In particular, one can e-simulate the quantum channel
that realizes a 4-design by classical resources. This result is striking: by injecting a vanishing density
o = k/N of non Clifford gates in a Clifford quantum circuit - as the authors say, homeopathically - one can
obtain any e-approximate ¢-design. Does this mean that one can simulate quantum chaos classically? The
answer is no, because - as we will show - to simulate quantum chaos, the error ¢ must be exponentially small
in N, e = O(d™%), where « only depends on the Haar average over the full unitary group. A corollary
of the result in[12] is that a sufficient condition to simulate quantum chaos requires O(N) non Clifford
resources.

In this paper, we show that ©(N) non Clifford resources are both necessary and sufficient to simulate
quantum chaos. To this end, we explicitly compute the 8-point OTOC and the fluctuations of the purity in a
subsystem and show that a doped Clifford circuit will attain the Haar values for these quantities if and only
if ©(V) non Clifford resources are used. In other words, one needs more than a homeopathic dose of non
Clifford gates to simulate quantum chaos. Can a classical computer simulate quantum chaos? In order to
simulate a Clifford circuit with a © (V) non-Clifford resources, an exponential number of classical resources
are needed [1]. Complexity-theoretic arguments [13, 14] imply that one cannot simulate efficiently on a
classical computer a quantum Clifford circuit doped with ©(N') non-Clifford gates, and therefore, since this
is necessary to simulate quantum chaos, the latter cannot be efficiently simulated on a classical computer:
quantum chaos is quantum.
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1 Doped Random Quantum Clifford Circuits

Consider doped random quantum Clifford circuits U*) on a system H = C2®N of N qubits of dimension
d = 2N The architecture of the circuit is the following: we have layers of random Clifford unitary operators
on the full H interspersed by a single qubit gate K; applied randomly on any qubit 7, see Fig.1. As we shall
see in Sec. C.2, the positioning ¢ of the gates K does not play any role. We denote by & the number of
gates K in the circuit, also called the number of layers of the circuit, ¢ a pure input state for the circuit, and
Yy = UnpUT its output. We call the quantity ¢ = k/N the doping of the circuit U %),

Figure 1: Left: Scheme of the 4-Doped Clifford circuit. Right: Detail of K¢,, a unitary single-qubit non Clifford
gate K evolved adjointly by a Clifford circuit Cs. Note that the set formed by these circuits is equivalent to the
set of doped Clifford circuits, i.e circuits composed by Clifford unitaries C; interspersed with single-qubit non
Clifford gates K;.

We denote by « a set of unitary operators, e.g. = U(d),C(d) the unitary and Clifford group, respec-
tively, on . For k = 0, the circuit is just a Clifford circuit, U(®) € C(d). The Haar average on these sets
will be denoted by (-)7¢,.. We define the (z, t)-fold channel as

¢(0) = (Ov)ye, (1)

where O € B(H®') and Oy = U'OU®!, Averaging over C(d) for a circuit U*) with k layers involves
averaging over k independent Clifford groups; in the following we define this set of circuits as C,. The
(Ck, 4)-fold channel is

(4) _ _ ] ~®4 104 ®4 1704 @4 N TO4 [ TR4 R4 104 104
D, (O)_<OU>UeCk:<Ck K- OF K TG OG0 KGO K Gy >Cl...ckec(d)

(2)
Notice that the above average over C(d) is the same thing - because of the left/right invariance of group
averages - than the average over circuits of the type sketched in Fig.1.
Quantum chaos can be defined as an appropriate form of the butterfly effect[15]: an exponential (in V)
decay of the OTOCs defined as

OTOCs(U) := d~tr (ABUCDUA*D(TJCTBITJ) (3)

so that the OTOCs adhere to the value of the OTOCs obtained by Haar-random U on the unitary group
scaling with d~4, while other ensembles, like the Clifford group, feature a scaling of d~2[3]. It is immediate
to see that, in order to distinguish the two types of scaling, one needs an ¢ = O(d~%). As 2¢t-OTOCs are
probes of ¢-designs, an 8-point OTOC is a probe of a 4-design, and therefore a quantum chaotic channel
needs to have a frame potential exponentially close to that of the Haar measure on U(d).

A related measure of chaos[10] is given by the fluctuations of the purity of the reduced density matrix
to a subsystem

A, Pur(fu) a i= ((Pur(vp)a — (Pur($v) a)ves)?) e, (4)

This quantity is related to the emergent irreversibility in closed quantum systems[16] and to both 4-designs
and OTOCs. In Sec. 4, we show that the purity fluctuations are exponentially small for every doping
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(including no doping, k = 0) of the random Clifford circuits and thus also to distinguish the fluctuations
of the purity one needs an exponentially small error e. We ask the question: what is the necessary and
sufficient number £ of non Clifford gates K for U € Cj, to simulate quantum chaos?

The main goal of this paper is to show that, for Cj to reproduce the Haar-unitary values of the probes
Egs. (3) and (4), ©(NN) non Clifford resources are both necessary and sufficient. We will prove it in the
next sections by explicitly computing these two quantities. Here, we want to make some more general
considerations. Given a probe to quantum chaos defined as P;(U) := tr(TH O, U O,UT®Y), see[7, 10],
we can establish the following

Proposition 1. Let P,(U) a probe of quantum chaos of order t. If the number k of non Clifford
gates in the doped Clifford circuit U € Cy, is k = O((a + t)Nt*log?(t)), then:

5 = | (PWvee, — (POveuw| < O™ (5)
where a is given by the following relation (P(U))yeyqy = O(d™%).

Proof. The proof is straightforward from the result in [12]. In [10], we proved that the generic probe
P,(U) to quantum chaos can be written as P;(U) = tr(TH O, U O,UT®) where Oy, 05, T® €
B(H®'), including the 2¢t-point OTOC which characterize t-designs[3]. Then, the following inequal-
ity holds:

k
58) < ITO 0| | O2ll1 |05 () = @511y (Vo < A TOO1 oo | Ozl ac [ @E () = By (Nlo (6

where we bounded [|Os|; < [|Oalloo|1%F]l1 = d*[|Oslee. Thus if k = O((e + t)Nt*log?(t)) then
58 = 0(d—). O

As we will show in the following sections, the error O(d~%) is required to have OTOCs and fluctuations
of the purity attain the unitary-Haar values. It follows that injecting O(N) non Clifford resources into a
Clifford circuit is sufficient to obtain quantum chaos.

As we stated above, the necessary (together with the sufficient) condition will follow from direct calcu-
lations. It is important at this point to make some remarks about the value of ¢. One wonders if it is enough
to consider 8-OTOC:s to reveal quantum chaos, or if sometimes it should be necessary to use higher order
OTOCs. From the point of view of the above proposition, it is clear that O(N) non Clifford resources are
sufficient to obtain any OTOC with an exponentially good O(d~®) approximation. Once one has proved
the necessary condition for ¢ = 4, it will also hold for any ¢ > 4 design, as an approximate ¢-design is
necessarily a ¢ approximate design, for all ¢’ < ¢. In other words, polynomials of degree four are all that
takes to reveal quantum chaos. To see this, notice that the 4m—OTOCs defined as

OTOCy, (U) := d~'tx[(A1 BY A, BY -+ A,, BU)AT (A, BV A, BY - A, BY)] (7)
reduces, for As, ..., A, Bs, ... By = 1, to the 8—OTOC in Eq. (3); therefore k& = Q(N) are necessary
to obtain any 4m—OTOC with an exponentially good approximation.

2 Main Theorem

From the technical point of view, the main result of this paper is the exact calculation of the fourth moment
of the output of a k-doped random Clifford circuit for a generic operator O € B(H®4):

Theorem 1. Let O € B(H®*) be a bounded operator, U € Ci, a k-doped Clifford circuit; then the
(Ck, 4)-fold channel for the k-doped Clifford circuit reads

2(0)= > [(E")r0@+TE) ex(0) + 82 (O)| T, (8)
m,0€84
where 1
PeP(2VN)
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and P(2N) is the Pauli group on N qubits; Ty are permutation operators corresponding to ™ € Sy,
then ZF is the k-matriz power of the matriz =, whose components read

Zor =y [Whor (TLKHQKT®QT,) - W tn(T, K QKT®'Q Ty )] (10)
TESy
with
k—1 )
I'® = 3 A > (E)ro (11)
TES, =0
Aer = 3 Wo (T K®QKT™Q T,) (12)
o€S,y

and the information about the operator O is all contained in the coefficients

(0) = > WhLt(0QT,) — W tr(0Q*T,)] (13)
oES,

be(0) = Y W, tr(0Q"T,) (14)
oES,

where Wﬁ':o are the generalized Weingarten functions for the Clifford group, introduced and discussed
in App. A.1.

The proof of the theorem can be found in App. B.1.

For many purposes, it is important to know to what @éi)(-) converges in the limit of infinite layers.
Without substantial loss of generality, we consider the case of the non Clifford resources given by phase
gates Py with 6 # /2. We can thus establish the application:

Application 1. For K = Py = |0) (0] + € |1) (1|, where {|0),|1)} is the single qubit computational
basis, and for any 0 # +m/2 the (Cy,4)-fold channel equals the (U(d),4)-fold channel in the limit
k — oo is

. 4 4
lim @()(0) = 2y, (0) (15)

The proof can be found in App. B.2. Note that the above result can be also seen as a consequence of
the results in [17].

In the next sections, we apply these theorems to calculating the 8-point OTOCs and fluctuations of
subsystem purity to find how these quantities approach the Haar-average on U(d) with k.

3 The 8-point OTOC

Consider four non-identity and non-overlapping Pauli operators A, B,C, D € P(d). Then consider the
unitary evolution of Ay = UAUT in the Heisenberg picture and define an 8-point Out of Time Order
Correlator (OTOC) as[3], defined in Eq.(3)

OTOCs(U) := d~"tr(AByC Dy ADyCByy) (16)

We are interested in taking the twirling of the 8-point OTOC for a k-doped Clifford circuit, in order to find a
necessary and sufficient condition for the exponential decay of the OTOC. Thanks to Theorem 1 we obtain

Application 2. Let K =T the single qubit T-gate, then the average of the 8-point OTOC over the
k-doped Clifford circuit reads

5d? o d(d®+4d +6)
(d2 —1)(d? — 4)(d? - 9) - 6(d% —1)(d + 2)(d + 3)

d(d? — 4d + 6) [ 4d?
(@ —1)(d—2)(d—3) ( 2 >3(d2—1)(d2—4)

(OTOG(U)) e,

AL (7

where f* = fﬂi/4 = %73_‘11_)4 =324+ 0(d"), where fgt are defined in Eq.(84).
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Proof. Starting from Eq.(16) we can write the 8-point OTOC for U as
OTOCs(U) = d™ " tr(T(1a32)(A® C® A® C)U*(B® D ® D ® B)U®*") (18)

Taking the average over the k-doped Clifford U € Cy, we have
(OTOCK(U)) e, = d ™t (T<1432) (A9C®A2C)(BeDoDe B)U>Ueck> (19)

from the latter equation, the calculation is a straightforward, but tedious application of Theorem
1. O

The following corollary explicitly shows the difference in the scaling of the 8-point OTOC for a pure
Clifford circuit and a universal circuit. As we shall see there is a marked difference in these scalings. As a
direct consequence of Theorem 1 and Application 1, we obtain the following

Corollary 1. Taking the average for U € U(d) and C € C(d) of the 8-point OTOC, one gets

5d? ) 6
WOTOGWveuw) = (@-n@-—t@—9 a o) (20)
2
(OTOCK(C))cectay = ﬁw = % +6(d") (21)

Proof. The proof of Eq.(20) can be obtained from Eq.(17) in the limit & — oo, in virtue of Theorem
1, while Eq.(21) can be obtained from Eq.(17) setting k = 0. O

With the following statement, we give the necessary and sufficient condition for the number of non
Clifford gates needed to precisely simulate the behavior of the 8-point OTOC, and thus to simulate quantum
chaos.

Corollary 2. Iff k = ©(logd), then
35100 = |[(0TOCS(U)) yee, — (OTOCS(U)) | = ©(d™) (22)

Proof. Taking the difference in absolute value between Eq.(17) and (20) we get

5B (fyE d(d® + 4d + 6) Y d(d? — 4d + 6)
0ToC 6(d2 —1)(d +2)(d + 3) 6(d2 —1)(d — 2)(d — 3)
AT Y Ad?
* ( 2 (& —1)( —4) (23)
Taking the asymptotic limit for d — oo up to O(d~*)
K 1|k=3|/3\" _
58%00 =z 3’ <4> +O(d™) (24)

from here it’s easy to see that one has the following condition
3\ *
(> k=0(d"?) <= k=0(logd) (25)

which leads to the desired result. O

4 Purity and its Fluctuations

In this section, we compute the fluctuations of a subsystem purity Eq.(4) for the output of the k-doped
Clifford circuit U € Cy. To this end, we first apply Theorem 1 to calculate the average of the fourth tensor

power of a pure state 1), namely @éi) (p®4).
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Application 3. The (Cy,4)-fold channel of a pure state v®* € B(H®*) reads

o8 (%) = ap QU + beI1)

& sym sym

(26)

where H(;;Zn is the projector onto the completely symmetric subspace of the permutation group Sy
and Dy, = tr(H(;;gn). The coefficients ay, by, are given by

ar = <tr(w®4Q) B tr(¢®4Qj‘)) (ciQ B %>k

D+ D- D+ D~
_ u@®QY) | cogr =
b = TP ), %0 z 27)
with
cq = tr(K¥QKIQIE), ), coqr = tr(KP'QKT'Q ), ) (28)

The proof can be found in App. B.3. The evaluation of Eq.(26) becomes particularly simple if the gate
K is a Py-gate:

Application 4. If the single qubit gate K is the Py-gate, the coefficients cq,cogr read:

o — (d+2)(4+17d 18(4 + d) cos(46)) (29)
cQor = w sin?(26) (30)

Then for any k we can write the coefficients ag, by as

B 24 d(d +3)
= (d2—1)(d+2)(d+4)< 4

(121Q) - 1) )

b o— L 24
F T Do @ —D(d+2)d1 ) (d(d+3)

- trw@‘*cz)) ) (31)

where (f,) is defined in Eq.(84); note that (f, ) <1 unless = +7/2, i.e unless Py = S the S-gate
€ C(d).
See App. B.4 for the proof.

Corollary 3. For any 0 # +m/2
. 4 4
lim B (1) = o), () (32)

Proof. The proof follows directly from Application 1; here we give an alternative version: setting
fo < 1in Eq.(31) and taking the limit k& — co one gets

lim ap, = 0 (33)
k— o0

. _ p-1
klg& b = Dym (34)

Now, since the fourth tensor power of ¢y averages to - see Eq.(65) in App. A.3.1 for a proof -

(4)
(4) 4y Isym
¢u(d)(¢® ) = Dsj/m (35)
then by Application 3 the proof is complete. O

In what follows, we calculate the purity and its fluctuations in a bipartite Hilbert space for the output
state of a k-doped Clifford circuit, calculated above in Eq.(26). Consider then a bipartition of the N-qubit
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system H = Ha ® Hp with H 4y = C2?®Naw), Ny + Ng = N and dap) = 2Nas) | The purity of a
marginal state ¥4 = trpy € B(H 4) is given by

Pur(ya) := tr(¢3) (36)

The averages over Unitary and Clifford group for the purity of the output i) of a random quantum circuits
are the same, namely

da+dp

Pur() a)yeu = Purlbela)oeew = 7 77

(37)
This is a consequence of C(d) being a 3-design[18, 19] (in fact, being a 2-design is sufficient), see App.
A.3.1 for a proof. Notice that the average purity does not depend on the input state.

The fluctuations of the purity for the set = are defined as

Ay Pur(ypy)a == ((Pur(¢y)a — (Pur(yv)a)ves) ) ves (38)

Since the fluctuations involve the fourth moment of the Haar measure, the fluctuations for U(d), C(d) are
expected to be different. We have indeed, for dy = dp = V/d

12
B Pus(n)s = +1>2((sz +12))(d +3):@<d-2> (39)

4 —

oY), ¢ =10)(0*"
O(d'1°825) o) = ®;1;, 1; random

40)

This result is a consequence of Application 3 and Corollary 3. Notice that while the fluctuations of the
purity for the unitary group again do not depend on the initial state, those for the Clifford group do. For
1 being any other stabilizer state different from |0) (0|®", the formula would not change thanks to the
left/right invariance of the Haar measure over groups. Notably, starting from completely factorized states,
there is a marked difference whether the initial state ¢ is a stabilizer state or a random product state.

Lemma 1. The fluctuations of the purity in the k-doped Clifford circuit, for dy = dg = V/d and
¥ =10) (0", are

(d—1)?

Ac PurlVu)a = e a9y @+ 3)

2+ (d+1)(f5)") (41)

where f, is defined in Eq.(84).

The proof can be found in App. B.5.
Remark 1. For the undoped, k = 0, pure Clifford circuit, one finds
5d+1

2 _
<Pur (¢C)A>C€C(d) - (d+ 1)(d+ 2) (42)
Notice that, in the large d limit,
5 _
<Pur2(¢c)A>C€C(d) = S+6d 2) (43)
4 _
(Pu?(Wv) )y, = 5 +0d7°) (44)

and thus have the same order. However, the next corollary shows that - because of an exact
cancellation - the fluctuations are very different in scaling with d.

Corollary 4. The fluctuations of the purity, for da = dg = V/d and 1) = |0) <0|®N for the Clifford
circuit are

Acq Pur(e) a (djdl);(ld)w — o) (45)
Au(d) Pur(wU)A = 2(d — 1)2 = @(d_2) (46)

(d+1)2(d+2)(d+3)
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Proof. Eq.(45) follows immediately from Lemma 1 by setting k& = 0, while Eq.(46) can be found
in [20]. O

Corollary 5. For any 0 # +n/2, for da = dg = Vd and ¢ = |0) (0|~ , iff k = ©(log d)
S8 = |Ac, Pur(vur)a — Ay Pur(p) 4| = ©(d2) (47)
Proof. From Eq.(41) one has

5(@ _ (d - 1)2
Pur ™ (4 4+ 1)(d 4 2)(d + 3)

(fg )" (48)

for k = 0 this difference is ©(d~1), then in order to get O(d~2) one needs to have
fi=0@d™") « k=0(ogd) (49)

moreover, note that the rate of convergence is dictated by fy, which reaches its minimum value for
0 = /4, that is the T-gate, cfr. Eq.(84). O

Lemma 2. The fluctuations of the purity for a k-doped Clifford circuit, for dy = dg = V/d and ¥
be a random product state read

2(d—1)? I 1)(d®'525)(d — 3) — 4)(fy )"
(d+1)2(d+2)(d+3) (d+1)(d+2)(d+3)

Ack Pur(z/)U)A = (50)

Proof. The proof is straightforward and is left to the interested reader: by plugging (158) into Eqs.
(27) and (26) and using Eq.(120) the calculation follows easily. O

Corollary 6. The fluctuations of the purity for a non-doped Clifford circuit, for da = dg = \/d and

¥ a random product state, are

(d—1)[d(d + 1)d' 10825 — 2]
(d+1)%2(d+2)

Acqay Pur(yy)a = (51)

Proof. This result is obtained from Lemma 2 setting k = 0. O

Remark 2. The hypothesis da = dg = \/d only simplifies the displayed formulas and the related
considerations but does not change the general behavior. For instance, in the case dg > da > 1
one has - after a lengthy calculation,

LA -1) (@ dR)(dh — D)F(d(d + 3)tr (QuE) —4)
Ac, Pur(fu)a = d+ 1)2<df 2)(/2z+ 3 ?d —?>(d+ f)(d +2)(d +3)d; 52

Conclusions and Outlook

In this paper, we showed that in a random Clifford circuit with N qubits, © (') non Clifford gates are both
necessary and sufficient to simulate quantum chaos. As a consequence, quantum chaos cannot be efficiently
simulated on a classical computer, as the cost for simulating such circuits is exponential in the non Clifford
resources.

In perspective, there are several open questions. One could generalize many of these results by proving
that an e-approximate 2¢-OTOC characterizes an e-approximate ¢-design. Although the scaling is fixed to be
©(N), the actual number of non Clifford resources is undetermined and it would be of practical importance
in obtaining approximate ¢t-designs with a noisy, intermediate-scale quantum computer. One could thus
study the optimal arrangement of non Clifford resources. A related question is the onset of irreversibility in
a closed quantum system in the sense of entanglement complexity[16] is driven by the doping of a Clifford
circuit. Similarly, it would be interesting to show how the entanglement spectrum statistics converges with
the doping[11].
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A Haar averages: Unitary vs Clifford group

In this section, we are going to display the explicit formula to average over the full unitary group and the
full Clifford group without going into the group theoretic details. See [21, 22] for the Haar integration and
[23, 24] for the Clifford integration formula.

A.1 Clifford group average

Starting from the result about the 4-th moment of the Haar average over the Clifford group in[23] we are
going to prove a useful lemma.

Lemma 3. Let O € B(H®4), the integration formula for the Clifford group reads
(Oc)oecia) = / dCCT®*oC® = >~ W tr(0QT,)QT, + W, tr(OQ T )Q* T,  (53)

C(d) T,0ESy

where QQ = d% ZPGP(d) P® gnd Q+ = 19 — Q, while WE are the generalized Weingarten func-
tions, defined as

d3 X wo)
Wt = § A 54
o = (4[)2 D,% ( )
DE#0

here X labels the irreducible representations of the symmetric group Sy, x*(wo) are the characters
of Sa, dy is the dimension of the irreducible representation A, DY = tr(QPy) and Dy = tr(Q*Py)
where Py, are the projectors onto the irreducible representations of Sy and finally T, are permutation
operators corresponding to the permutation o € Sy.

Proof. The projectors onto the irreducible representations of Sy read

(@ _ da A

=7 2 x0T (55)
T TES,

Starting from the integration formula (32) in [23] we have

M41(A\)<d 0ESa

Oclocew = L, B X (}mocm)m Diu(@@ln)@L) T ()T,
1

_ ! YooY tr(OQTO_)QJrltr(OQiTU)QL) XN T, -1,

N2 ¥
(4) Ndi<d  roess VPA D,

—aE X & Y (§001e + 5-n(0Q Q" ) en)T (56)
A A

(41)?
AR4,1(N) <d T,0€8,

At this point, we just define

43 x*(mo)
wWEhE= > =& (57)
o 12 +
A4 (42 Dy
DE#0
and the derivation is complete. O
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An important property that will be used throughout the paper is the following:
QT:]=0, Vres (58)

another important property is that () is a projector, namely Q% = Q. Another useful result, related to the
generalized Weingarten functions is

i
Z 71'0'684 D):/I: (59)

T,0€8,

the proof comes from Eq. (54) and from Hg;% =) es, Tn

A.2  Unitary group average
Let O € B(H®') be a bounded operator on t-copies of H, then the Haar average reads[21, 22]
(O veuw = dUUTTOUS" = Y Waptr(OT,) Ty (60)
U(d) T,0ESt

where T is the permutation operator corresponding to the permutation 7 € S;, the t-dimensional symmet-
ric group and W, are the Weingarten functions defined as

Wiy = Z{d%\XA(TFO') (61)

12
£ (112 Dy
where D) = tr(HE\4)).

A.3 A couple of Haar averages over U(d)
A.3.1 The average purity

Let us calculate the average purity for the output state 1y, for U € U(d) or U € C(d); indeed the result of
the average for the two groups is the same because the Clifford group forms a unitary 3-design and being a
t-design means being a t-design for any £ < t. Then, the average purity

A
(Pur($v) A) ey = /M " AUt (T3 US2p@20te?) ZS W (mo)tr (W21, )t (T Tr) - (62)
T,0E€S2
Since T,1®? = )®2 as long as 1 is a pure state, we have

A 1 A
(Pur(e) areuy = Y. Walmo)tr(T(5)T) = 5—tr(T(H TG (63)
sym

T,0€Ss

where Hgy% = 2 ves, To and Dy = tr(ng)n) =d(d+ 1)/2. Then, since T,, = TéA) ® T(SB), see Sec.
C.2 for a more rigorous treatment, we have

1 A) (A B A
(Pur(Pv)a)yeu@ = m( (T(( ))T((lg)))tY(T((m;)+tr(T((m))ll(A)®2)tr(]l(B)®2))

2 da+dp
= 7d2d dad? _—
( B +dady) = dadp + 1

d(d + 1) (64)

where we have used d = dadp.

Accepted in {Yuantum 2021-05-01, click title to verify. Published under CC-BY 4.0. 11



©4
A.3.2 The average state <¢U >U€M(d)
Let ¢y be the output state of a quantum circuit U. Let us average the fourth tensor power of this output
state for U € U(d). Using formula (60) we have

s
e = 3 Waots LT = 3 Wi, T, = o )
T,0ES, T,0ES, sym
where we used the fact that T{,1/1®4 w®4 for any permutation operator T, and that > Weoly =

11 / Doy, where Dy = tr(IT5m).

T,0ESy

B Proofs

B.1 Proof of Theorem 1
Let O € B(H®*) and let the @é?(@) be its output through the (Cy, 4)-fold channel. Then

4
0 (0) == (Ov)yee, = (CFKSY .. CPKPICH OO KI® CPt . KI®'CI®Y ¢, opecia)

(66)
then since the averages over C; for i = 1, ..., k are independent from each other, we can also write
®4 4 ®4 ®4 74 ®4 T®4 T®4 ~T®4 T®4 @4 ,®4
(Ov)vec, = <C K2 K <01 K <co oc} >CO€C(d) Kl#tcf >C B KEG >
1€C(d) Crec(d)
(67)
The first Clifford average before inserting any single qubit K -gate reads
OV pee, = Y. WH(0QT,) = W tr(OQ T,)QT- + Y W tr(OQ T,)T,  (68)
m,0€8, T,0€8y
where we have used Eq.(53). We can recast it as
<OU>UeCO = Z (e (0)Q + b7 (0)) T (69)
TESy
where
ex(0) = D Wi u(0QT,) - W, tr(0Q*T,)] (70)
o€Sy
br(0) = > W tx(0Q"T,) (71)
o€Sy
Now we need to apply the first K;, -gate on the i-th qubit; noting that [T}, K 5?4] = 0 forall m € Sy, we
have
4 4
(O)yec, = KIP OO0 yee, K5 = Y (ex(O)KF' QK + b2 (0)) T (72)
TES,
and then average over another Clifford layer, knowing that the Clifford operator only acts non trivially only
on the operator K ®4QK T®4T because [C®4, T,] =0, Vo
®4 7-®4 @4 ~1®4 _ T®4 7-®4 T®4 T®4
(Ov)vee, = (CFKE Ovhyee, KIPOI) | = ; er(0) (CfP KRQKIFT,CI) | +0n(O)T,
TES,
(73)
Then, from Eq.(53)
Ci®t el KT®4T7,CT®4> - 20 Q + Ay )Ty 74
(ol KeriF o) 3 (Ero@ + o) (74)
0ESy
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where =, and A, read

Eor = Y [WEtr(T,K®*QKT®'QT,) — W tr(T,K** QKT Q*T,)] (75)
TESY

Aow = Y Wotr(T,K®QK®QT,) (76)
TES,

we have defined the matrix = omitting the subscript K;, because, as shown in Lemma 6, it does not play

any role. Thus, we have <0U>U€C1 => . veS,s (Eor@Q + Apr ) (O)Ty + b (O)Ty; at the next iteration

O)pee, = Y. (EreQ+Aro)Zonca(O)Tr + > [Aoncn(O) + brobr (O)T,  (77)
T,0TESY 7,068

we can recast it as

<OU>UEC2 = Z [((EQ)WUQ + A7r<7 + Z ATI'TET(T> CTK'(O) + 57rab7r(0) Ta (78)
T,0€8, TESy

The latter relationship can be easily generalized to k layers as

Ovdpce, = 3 [(ENreQ+TE) ex(O) +85sb4(0)] T, (79)

T,0ES8y

where we have defined ') = Y res, Mar Zf;ol (£%),0. This concludes the proof. O
B.2 Proof of Application 1
From theorem 1, the (Cy, 4)-fold channel reads

220)= Y [(EM50Q +TH) ex(0) +b:0b2(0)| T, (80)

T,0€Sy

First of all let us write this equation in matrix form for the coefficients; define T a vector with compo-
nents the permutation operators 7, ¢ the vector with components ¢, (Q) and similarly for b, then Eq.(80)
becomes

o (0) = ("¢, T)Q + ('™ . c+b,T) (81)

where the - stands for the row by column product and (-, -) for the usual scalar product between lists. Recall
that for the Unitary group the ({/(d), 4)-fold channel reads

(4)
Py

(0)=(W-t,T) (82)
where W is the matrix with components the Unitary group Weingarten functions, cfr Eq.(61). In the
following we prove that the first piece in Eq.(81) vanishes in the limit & — oo, while the second returns the

matrix W.

Lemma 4. For K = Py = |0) (0| + € |1) (1], the matriz =, defined in Eq.(10) has the following
properties

(1]

. 18 symmetric;

(1]

has rank 6;
e the eigenvalues read
AB = s =1

fo +fy
2 )
where () stands for the algebraic multiplicity of the eigenvalue A and

AT pA") =4 (83)

7d? £ 3d + d(d F 3) cos(46) — 8 T
fE o= 8((5121)) ( <L VO#Eg (84)
E -4
fi =1, 97:|:2
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e the maximum eigenvalue is f9+,

The proof comes from direct calculation of the 24 x 24 matrix = with K = Pp. O
Since all the eigenvalues of = are less than 1,

lim (E%),y =0, forallm,o (85)

k—o0

and

i E=01-2)" (86)

=0

thus T(>) = A(1 — Z)~!. Defining the vector q having components tr(OQT,) and the vector t having
components tr(OT, ), from Eq.(13) and Eq.(14) we note that

c = WHr+w7).q-W~
= W -t-W" .q (87)

where W are the matrices with components the generalized Weingarten functions for the Clifford group,
cfr. (54). Therefore taking the limit ¥ — oo in Eq.(81)

lim @(7(0) = (AL -E) ' (WH+ W) = W-q,T) + (W~ —AL-2)7'W]-t,T) (88)

It is straightforward to check that
W™ —A1-3)'W =W (89)

Then, the vector q is in kernel of the matrix ( = A(1 — Z)~Y(W* + W =) — W, namely ker((); indeed
ker(¢) = span (e(o‘) la=1,..., 6) (90)

where the non null components of these six vectors read

oM ) (1) (1)

“lo T CaEs T ey T Caaes)
L2 @ e o2
(13) €(24) = €(1432) = €(1234)
B B3 e e
(14) €(23) = €(1342) = €(1243)
P A € I W
(12) =  €(34) = €(1324) = €(1423)
(5) _ B _ 6 e
€32) = €a24) = €(143) = €(239)
(6) — (6 _ 6
€(123) = €(142) = €(134) = €(243) (91)
because of Lemma 5 it is clear that g € ker(¢), which proves the theorem. O
B.3 Proof of Application 3
We will make use of Theorem 1
(I)(Ct) (1/)®4) = Z [((Ek)mf@ + Fgrkc;?) Cﬂ(¢®4) + 57r0b7r(1/’®4) T, (92)

7,068y

Let us first compute the term Y s, c» (V%) (EF) 20 QT ; note that [Ty, Q] = 0. This is a fact that will
be repeatedly exploited in this proof. First we prove that ¢, = ¢ independent from the specific permutation
o; from Eq.(13) we have

@®h) = Z[WLtr(WQTﬂ)—W;atr(w@QLT = W tr(Qu®h) — W (@)

7r€S4 TES,

= 7 D+ r(QU®*) — 5= tr(QM Y = ¢ (93)

4'D
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where we used T;y)®* = ¢4 for all  and > = (4!D*)~!. Then the sum can be written as

7r€$4
Z Cﬂ'(w®4)(5k)7raQTa = cC Z (Ek)WJQTO':C Z EWT(Ekil)TJQTa
T,0ES, T,0€S8, 7,0,TES,
=c >y (Z:ﬂ7> (=Y, T,Q (94)
0,TES, ™

let us prove that ) 5, Znr does not depend on 7; from Eq.(10) it is easy to see that

K®4QKT®4QL) CQ _ CQQl (95)

— 1
Epr = ——tr(II¢ DF e

1
S LK S QK Q) — ——tr(II

sym sym

where we have used Y s WE = (4'D*)~! and Hgf,)nTT = Hg;?n for any 7 € S,. The coefficients cq
and cpg are to be computed in a straightforward way; for the case K = Py they are explicitly calculated
in App. B.4. Since ) s Zr does not depend on 7, the decomposition introduced in the last equality of
Eq. (94) can be reiterated k times to obtain

Y ) E)Qr, = o2 ) g

D+
T,0€S, oESy
o (t(QuFY)  w®W®'QY) @ et \F
- ( D+ D >(D+ ) e o)

Now we compute the term €S, Fgr’f,) cr (YT, where F&’f) is defined in Theorem 1; since ¢, (1)®%) is
independent from the permutation m we can write

k—1
Z rBe (YT, = ¢ Z rer —¢ Z Ar <Z(Ei)w> T, (97)
7,068, 7,068y T,0,TES, =0

It is easy to see Zﬂe Sa Ar = cQQL /D~ does not depend on 7; from this fact, we can use the same

technique used above to compute ) | s (Zf 01 (EH, U) and finally obtain

k—1

tr(¢®4QL) CQQL tr(Qz/)®4) tr(Qlw®4) CQ CQQL i @
S s (0O
(98)

The last term we need to evaluate is Y b, (¢®*)Ty; as before, let us prove that bﬂ(z/J®4) does not depend
onm

b)) = 3" Witr (WQIT,) = Y Wit (9¥1Q4) = ———tr(Q1y®Y)  (99)

0€S,y 0€S,y 4'D
then
S bW, = St (@07 1 3 T = Sotr(Q U, (100)
TESy TESy
Putting together Egs. (96), (98) and (100) we obtain the final result in Eq.(26). O

B.4 Proof of Application 4

In this section we evaluate cg = tr(K®4QKT®4QHgym) for K = Py = |0) (0] + €% |1) (1. As pointed
out in Lemma 6, the position of the operator K does not affect the calculations, so in the following we
analyze the case in which the operator K; acts on the first qubit ¢1. The term c¢ can be rewritten as

tr(KPQK] QU = tr(R'REKP*RT RQR RK[®* R™' RQR™' RII{%) ) (101)

sym
where R € S, is a permutation operator whose action on a tensor product basis element is

Rliy...in)®* = i) |ig. . .in)®* (102)
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The adjoint action of the permutation R allows us to rewrite the operator () as

RQR™ = 1(Qr +Qx + Qv +Q2) (103)

where XY, Z, I are single qubit Pauli matrices and for example ) x reads

1

@x = (a2

S X e P = X% e Qu, (104)
PeP(d/2)

and Q2 = (d/2) 7 3 pepajey P2 Similarly the adjoint action of R on K®*
REX*R'"=K*®(1,® @ 1y)® (105)

acting on the first qubit element of each copy of H it acts on the first four elements of RQR ™. It is simple

to see that the adjoint action of R on the symmetric projector Hg;i)n give us again the symmetric projector

on the new permuted space and we denote it with ﬁS;?n The term cg can be rewritten as

tY(K§4QKT®4QH§%) = Tlﬁtr(RK§4R_l(Q1 +Qx +Qy + QZ)RK31®4R_1(QI +Qx + Qv + QZ)HS%)

= %6”[(@1 +Q2)(Qr + Qx + Qy + Q)]

+ wKTQx + QKT Qr + Qx + Qy + Q)] (106)
where we used the fact that [K, I| = [K, Z] = 0; then the first term of Eq.(106) reads

6r[(Qr +Q2)(Qr + Qx + Qy + Q)G = 8tr(QIIG)) = 8D*. (107)
We focus now on the second term of Eq.(106)
[K§4(QX + QY)KJI®4(QI +Qx +Qy + QZ)Hg;Lm} = t[(Qrxkt + Qryrt)(Qr+Qx +Qy + QZ)Hg;lm}
= 2tr[(Qrxkt + Qrxkix + Qrxriy + QKYKT)Hger]

= (@) = 3 (QT) (108)

gESy

where denoted Ta = RT,R~! and defined

Q= (Qrxxt + Qrxrix + Qrxxty + Qryxt) (109)
and
Qrxkix = (KXKTX)®4 ® Qay2, (110)
Qrxxiy = (KXK'YV)®'g Qa2
Qrxxt = (KXKN*'® Qa/2
Qry it (KYK"N®* ® Qa2
Therefore <
Q= tr(K®4QKT®4QHSym) — %+ + w (111)

In a similar fashion to what we have done in Sec. C.2 it is possible to see that To =T ;2) ® T, (Sd/ 2 where
2 € B((C2)®4) and TS? € B((C2@N=1))®4): thus, the following equality holds

tr[(Qrxxt + Qrxrix T Qrxrry + Qryrt ) Iin] = (112)
1
o > TP (KXKN)® 4+ (KYKH® — (KXKTX)® — (KXY KTY)®)]tr(Qay2 TS?)
oES,
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It is easy to see that

_ion ®4 o ©4
(Kxrhet= (0 ¢ ' (Kykhet— (O~ ' (113)
620 0 ) iez& 0 )
—i0 ®4 . 0 ®4
tovea _ [€7° O @4 e 0'
(KXK X) - ( 0 ezG) ’ (KXK Y) - ( 0 _iezﬁ )

With all the previous consideration we are now ready to compute the coefficients

1xtr(Q) = 16(cosf 4 sin* O)tr(Qas2) = 4(cos* @ + sin* 9)d>
6 x tr(T(:;) Q) = 80052(20)tr(T(ij)Qd/2) = 4d cos?(26)
8 x tr(Tjijn@) = 4cos(46) (114)
6 x tr(TijmQ) = 80052(29)tr(T(ijkl)Qd/2) = 4d cos?(26)
3x tr(Tajn@) = 4(3+ cos(40))tr(Tiij) (ktyQay2) = d°(3 + cos(46))

AT 4(d+2)(3d+(d+4) cos(460
Thus 5 S pes, 1(QT,) = (d+2)( +(12+ )cos(48)) 4n4

d>+3d+2  (d+2)(3d+ (d+ 4) cos(46))

co = w(KJQKITQUR) = ——7—"+ = (115)
(d+2)((d+4)cos(40) + 7d + 4)
- 48
conr = B(ESQKIQUI) = Q) — o = TN D Gueag) (11
Therefore
B 24(f,)F d(d+3)
W= ED@ ) ( ;) - 1) (117)
1 24 e 4

be = DT @A+ nar ) (d(d 13) “"(”’QMQ)) (118)

where f," is, cfr. (84)
= 7d® — 3d + d(d + 3) cos(40) —8 7+ cos(40) Lo (119)

8(d2 — 1) B 8

It is possible to calculate the extreme points of fy. the maximum is fy = 1 for § = /2, while the minimum
is fo ~ 2 for 6 = /4.

B.5 Proof of Lemma 1

The average square purity for the k-doped Clifford circuit can be written as[20]

2 (4)
<Pur (wU)A>U€ck (T (12)(34) <1/’ >U€C,€> (120)
Then, substituting Eq.(26)
2 (4) (4)
(Pur (Yv) a)yee, = antr(QUENTSS) 50)) + betr(TIEA TS (50)) (121)

where aj, and by, are defined in Eq.(27). Recalling that Q Q4 ® Qp up to a rearrangement of the tensor

product (cfr. App. C.2), then T, = =T o TP and Hgym =1/24%" T,, we write

oc€Sy
A 1 A
EQUET ) = 57 Str(QAT“)Tém%(M))tr(QBT;B>> (122)
oeSy
(4) _ 1 A)rp(A) B
(HsymT(12)(34)) Y 2 (T} )T(12)(34))tr(T<£ )) (123)
oedy
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after some long but trivial algebra one gets, for the case d4 = dp = v/d and ¢y = |0) (0\®N

2(2d? +9d + 1) + (d*> —2d + 1)(f, )k

(Pw?(Pu)a) e, = A+ 1)([d+2)(d+3) (124)
, 4d? +18d + 2
(Pur W) yeuw = (d+1)(d +2)(d +3) 1)

and thus, by computing <Pur2 (¢U)A>Ueck - <Pur(wU)A>?]eu(d) one finds Eq.(41). O

C Other Proofs

C.1 Notes on Pauli operators

The Pauli operators on C2®¥ are formed by all Pauli strings
P=p1®@p®@---®pn (126)

where p; € {I, X,Y, Z} are usual Pauli matrices on C2. They are unitary and hermitian operators. More-
over, the Pauli group forms a 1-design, i.e the (P(d), 1)-fold channel of the Pauli group equals the (¢/(d), 1)-
fold channel ) ©)
(1) B _tr
P (0) = = > popr= y (127)
PeP(d)

Since Pauli operators commute or anticommute, we define for Py, P, € P(2%)
1
P2P1P2 ZK(Pl,PQ)Pl K(Phpg) = gtI‘(PJPlpgpl) (128)

where K (Py, P») is either 1 or —1; a useful rule for combining them

1 1
K(Py,P)K(Py, Ps) = gK(Pl,Png) = ﬁtr((Png)TPngPgPl) (129)

where Py, Py, P; € P(?N ). The above facts are sufficient to prove the following lemma

Lemma 5. Let O € B(H®*) and let Q = d—2 > Pep(@n) P®% then the following relations hold

tr(0Q) = tr(0QT(12)(34)) = tr(OQT{(13)(24)) = tr(OQT(14)(23)) (130)
0(0QTiay) = t(OQT(1as9)) = tr(OQT(3)) = tr(OQT(1930)) (131)
tr(0QT1) = tr(OQT(23)) = tr(OQT(1342)) = tr(OQT(1243)) (132)
tr(OQT(12)) = tr(0OQT(3s)) = tr(OQT (1324)) = tr(QT(1423)) (133)
tr(OQT(132)) = tr(OQT(234)) = tr(OQT(124)) = tr(OQT(143)) (134)
tr(OQT(123y) = tr(OQT(142)) = tr(OQT(243)) = tr(OQT(134)) (135)

Proof. In order to prove the above relationship we need the expansion of O in Pauli operators

0= Z =tr(OPLQ@Po@P3s@Py)PL@ P P3® Py (136)
Py, PeP(2V)
P3,PieP(2V)

At this point we can prove the above relations for O = P, ® P, ® P3® P, without loss of generality.
We won’t perform all the calculations, rather just some instructive examples. Let us prove Eq.(130)

1
tI‘[(P1®P2®P3®P4)Q] = 2 Z tr(P1P)tr(PgP)tr(P3P)tr(P4P) =d? Z 0pp,0pp,0pp,0pp, = d25p1p2p3p4
PEP(2N) PeP(2VN)
(137)
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the second one

tI‘[(Pl ® Pg ® P3 ® P4)QT(12)(34)] = d_2 Z tI‘(Plppgp)tI‘(P3PP4P) (138)
PeP(2N)

1
= ﬁ Z d25P1P25P3P4K(Pa P4)K(P7 P2)
PeP(2N)

1
= dpmimp, Y Str(PaP) P(P3sP)P) = 0p,p,0p, p,tx(Pa Py)?
PeP(2N)

2
= d 6P1 Py, P3Py

the same procedure follows for T(13)(24)y and T{14)(23). Let us prove Eq.(133)

1
tI‘[(Pl X P2 (9 P3 ® P4)QT(12)] = ﬁ Z tr(PlPPQP)tr(PgP)tr(P4P) = (5p3p4tI‘(P1P3P2P3)
PeP(2N)
= dK(P27 P3)5P3P45P1P2 (139)
the 4-cycle
1 1
(P ® P ® Py ® P)QTazsy) = > tr(PLPPsPP,PP,P) = = > K(P,Py)K(P, Py)tr(PLPsPyPy)
PeP(2N) PeP(2N)
1
== E Z K(P,P4P3)t1‘(P1P3P2P4> :d(5P3P45p1p2tI‘(P1P3P2P4)
PEP(2N)
= dK(P,, P5)0p,p,0p,p, (140)
the same calculations follow for T(34) and T{1324)- O

C.2 () decomposition and traces
It is interesting to prove a useful property of the operator (), that we recall is defined as

1 1
Q=5 > PV=5 > (oo, (141)

PeP(2N) iy seesTipyg

where ¢;, € P(2). It is possible to introduce a permutation S € S, whose action on a tensor product
state is defined as

S(liy .. i)Y = [i)®* - |in)® (142)

The adjoint action of a permutation S on () reads

1
SQsT = & Y S0 ® - ®ai)®sT (143)
Tiqsees O'iN
N\
- (1) ¥ areea-op o

OiyseesTipy

where Q2 = ) cP(2) o®4. Then, let us show the adjoint action of S on a permutation operator between the

4-copies of H. Let T, € B(H®*) a permutation operator between 4 copies of H = C?®¥ corresponding
to o € Sy; written in terms of bras and kets it reads

TU: Z Z ‘O’(’L])U(ZN)O'(.]l)U(]N)O'(kl)O'(kN>O'<l1)O'(ZN)><ZlZleijlkNlllNl
i1...iN K1...kN
g1 dN iy

(145)
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The adjoint action of .S reads

ST, = ) Z Jo(k)a(lh)) (ivjikih|@- @l (in)o(in)o(kn)o(In)) (ininkniy]
Ny
(146)
It is clear that we can write
ST,S~1 = TD®N (147)

where we are denoting TP = Yigralo@a(i)o(k)o(l)) (ijkl| € B(C?) which is a permutation operator
between 4 copies of a single qubit Hilbert space C2.
Lemma 6. Let K; and K; two identical single qubit gates with support on a different qubit, i and

j respectively. Let T, be a permutation operator between the 4-copies of H; the following equality
holds

tr(T,QKPQK ™) = tr(T,QK QK [®?) (148)
Proof. First of all
Kf=1® 0L 10 K@@ o1y (149)
Acting adjointly with the permutation operator S € Sy, defined in Eq.(142) on K ?4 we have
SEP'S ' =12 012 o K15, @ @ 1% (150)
Then from the above equality and from Eq.(144) and Eq.(147) we have
w(TQKMQK!™Y) = w(TPNQEN(SKPS )QFN (SK[®s) (151)

tf(T§2)QQKQQKT)tr(Tf)@(N—l)Qg@(N_l))

where we used the fact that (Q¥Y 12 = Q¥V~!. From the above relation it’s clear that the
position of the qubit on which K applies does not play any particular role. O

Application 5. Let ¢ = ®;1; a completely factorized random product state on C*®N . Then

tr(®1Q) = d—1-(log25-2) (152)
Proof. Let us calculate tr(Qy®*) in the case ¢ = |0) (0|*". As proven in Sec. C.2
SQS™H = (@)%Y (153)
where S is a permutation operator defined in Eq.(142). Here Q> reads
ngi(I—FX—FY—FZ) (154)
therefore
QU = (0/Qaf0) = o = d~! (155)

®1 he

loc

Now let us average tr(¢®4Q) with the local-qubit Haar average. Let 1
®4

el _ /HdU <®U¢ZU*> (156)

where supp(U;) = C? for any i. Using the Haar average formulas displayed in Sec. A the adjoint
action of S on wloc, defined in Eq.(142), reads

(4) \ &V
— Hsym
S¥jeeS ™ = (157)
oc Dsym
where SUPP(HgyLG)—(C and Ds(yln—(z 3-4-5)/24. Therefore tr(122Q) is
i, \ " o\ N
tr(y®'Q) = tr (D:,m> SN | =57V (tr(I1{, Q)N = (5> = ¢ 1-(os25-2)  (158)
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