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Efficiently solving stochastic Helmholtz equations remains an open challenging problem, especially when the corre-
sponding problems are close to resonant frequencies. For widely used stochastic Galerkin methods based on spectral
stochastic finite element approximations, two main computational difficulties exist when solving this kind of problem:
slow convergence rates of spectral approximation methods and efficiency degeneration of preconditioned iterative linear
solvers. To address this issue, we focus on the multi-element generalized polynomial chaos (ME-gPC) for stochastic ap-
proximation and finite element methods for physical approximation. A novel localized stochastic Galerkin scheme based
on the combination of ME-gPC finite element approximation and mean-based preconditioning is proposed and ana-
lyzed in this work. Theoretical analysis shows that the mean-based preconditioner can be efficient in this setting, and
numerical studies demonstrate the overall efficiency of the localized stochastic Galerkin scheme to solve the stochastic
Helmholtz equations close to resonance.

KEY WORDS: Helmholtz equations, uncertainty quantification, multi-element generalized polynomial
chaos, iterative solvers

1. INTRODUCTION

During the last decade there has been a rapid development in numerical methods for stochastic Helmholtz equations.
This explosion in interest has been driven by the need of conducting uncertainty quantification for ocean acoustic,
optic, and electromagnetic problems [1-3]. The uncertainty sources for these problems typically come from lack
of knowledge or measurement of wave numbers, source parameters, and boundary data. In the work of Elman et
al. [4], random forcing functions and boundary conditions are studied, and multigrid solvers for the corresponding
stochastic finite element approximation are developed. Uncertain scattering boundary shapes are studied by [5,6].
For random diffusion parameters and wave numbers, efficient domain decomposition solvers are developed in [7]. In
these sources of uncertainty, uncertainty quantification for random wave numbers is very challenging, especially for
these parameters close to resonant frequencies [8]. They rather lead to loss of coercivity of the Helmholtz operator,
which in turn leads to linear systems with singular matrices to solve. This paper is devoted to stochastic Helmholtz
problems close to resonance.

Among uncertainty quantification approaches, this work focuses on stochastic spectral methods, which have been
shown to be effective in many disciplines [9,10]. Stochastic Galerkin [9,11] and stochastic collocation [10,12-17] are
two kinds of widely used spectral approaches. The stochastic collocation method is studied for Helmholtz equations in
[5,6] and related scalar hyperbolic equations in [16], while the results in [6] show that it remains an open challenging
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problem to develop an effective stochastic collocation procedure for high-frequency acoustic scattering problems. To
efficiently solve stochastic Helmholtz problems close to resonance, it is essential to conduct adaptive refinements for
stochastic approximations. Adaptive strategies have been actively developed for stochastic Galerkin methods, which
include the multi-element generalized polynomial chaos (ME-gPC) method [18] and adaptive refinement processes
based on a posteriori error estimators [19]. As these works have shown great potential in conducting adaptivity
using stochastic Galerkin methods, we focus on ME-gPC [18] and the spectral stochastic finite element methods
[20], which are based on stochastic Galerkin. In addition, we note that the well-posedness and a priori bounds for
the solution of the Helmholtz equation with random coefficients are established in [21], and a stochastic Helmholtz
preconditioning problem is analyzed in [22]. It is known that the overall efficiency of a stochastic Galerkin method
relies on the following two aspects: choosing proper approximation spaces and designing suitable iterative solvers
for the corresponding linear systems. The resonant frequencies cause difficulties for both aspects. First, when the
wave numbers are close to resonant frequencies, variances of solutions become very large, and stochastic spectral
approximation methods can have low convergence rates. Second, again due to large solution variances, the linear
systems arising from spectral stochastic finite element methods can be ill-conditioned, and the efficiency of standard
preconditioned iterative linear solvers can deteriorate.

To result in an overall efficient strategy for solving these Helmholtz problems, a novel localized stochastic
Galerkin framework is proposed and analyzed in this work. We focus on the ME-gPC for stochastic approximation
[18] and finite elements for physical approximation. We show that by dividing a stochastic domain into subdomains,
ME-gPC provides efficient localized stochastic approximations for stochastic Helmholtz problems. At the same time,
we propose and analyze a mean-based preconditioning scheme for the linear systems arising from the ME-gPC finite
element approximations. Since the solution variance on each stochastic element is much smaller than that of the over-
all solution, the mean-based preconditioning is shown to be efficient in this setting. The main novelty of this work
lies on the new combination of ME-gPC finite elements and the mean-based preconditioning scheme. To simplify the
presentation, this paper is restricted to the situation where random inputs have uniform distributions. In Section 2, the
detailed setting of stochastic Helmholtz equations is introduced, and the frameworks of stochastic Galerkin methods
and ME-gPC are discussed. In Section 3, detailed formulations of the linear systems associated with the ME-gPC
finite element approximation are presented, and the corresponding mean-based preconditioning scheme is proposed
and analyzed. Numerical results are discussed in Sections 4 and 5 concludes the paper.

2. THE STOCHASTIC HELMHOLTZ EQUATION AND ITS DISCRETIZATION

Let D C R? (d = 2,3) denote a physical domain that is bounded, connected, with a polygonal boundary &D, and
where € R? denote a physical variable. Let & be a vector that collects a finite number of real-valued random
variables, and the dimension of &, is denoted by N. We next write & = [&1, ..., &N]T and assume that the random
variables &, ..., &N are independently distributed on the bounded intervals I'y, ..., I'y, respectively. The image of
& is then denoted by I := T"; x - -+ x 'y and the probability density function of &, is denoted by p(&). In this paper,
we consider the following stochastic Helmholtz problem: find the unknown function u(x, &) satisfying

—Vu(z, &) — (@, E)u(z, &) = f(x,&) Y(z,E) € DxT, (1)
u(x, &) =0 V(x,&) €D xT. )

In Eq. (1), x(x, &) is the wave number and f(x, &) is the forcing term, which are assumed to have the following
forms:

N N
K@, E) = Y K (@)Em, f(T,E) =D fon(T)Em, 3)
m=0

m=0

where {k,(x)}N_, and {f,.(x)}2_, are real-valued deterministic functions, and we set & = 1 for convenience.
Note that only the homogeneous Dirichlet boundary condition [Eq. (2)] is considered in this work for simplicity,
while our approach can be applied in the case of other boundary conditions, like Neumann or transparent boundary

conditions.
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To ensure the well-posedness of the problem, we assume that there exists a constant € > 0, such that all the
eigenvalues associated with deterministic versions of Egs. (1) and (2) have a modulus greater than €. That is, for each
realization of &, considering the following deterministic Helmholtz eigenvalue problem (see [23-25])

_vzu(:c7 Ev) - Kz(w7 E,)u(m, E) = }\(E)u(m’ E') 4)

with boundary condition [Eq. (2)], we collect all its eigenvalues [i.e., all values of A(&,) in Eq. (4)] into a set denoted by
A¢, and assume that |A| > e forall A € UgcrAg. Note that k(x, &) is called a resonant frequency if the corresponding
eigenvalue problem [Eq. (4)] has a zero eigenvalue.

2.1 Variational Formulation

To introduce the variational form of Egs. (1) and (2), some notations are required. Letting g(&) be a function of the
random vector &, which maps I' into R, its expectation (mean value) is defined by

where p(&) is the probability density function of €. Next, the Hilbert spaces L?(D) and L2 (T) are defined as

L*(D) := { D—>R‘/ dsc<oo}
Lf,(l“)::{ F—>]R‘/ d£<oo}

which are equipped with the inner products

(v(x), b(@)) 2 = /D o(a)(x) da, 5)

(9(8. 908D, = [ olE)alE)i(e)d. ©)

Following [26], we define the tensor space of L*(D) and L3 (T') as

IX(D) @ LA(1) :={ (=, a‘ Zvl (@) € I*(D), gi(x) eLé(D,neW},
which is equipped with the tensor inner product

(w(@, &), (@, 8)) o = D (vil@), 05(2)) 12 (9:(8), 55(8)) 1o

2,9

where it is clear that (w(z, &), W(x, §)) 124 = E[f,w (z, &) dzz]. Denoting the trace operator for functions

in L?(D) by v, we next define the solution and test functlon space
W :=Hy(D)® Ly (I) = {w(:c, £) e L*(D)® Lf,(r)‘m(sc, £)|lw < oo and wloppxr = 0},
where

HI(D) = {v e LZ(D)‘y(v) =0, 9v/dx; € L*(D),i=1,... ,d},
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and the norm || - ||y is defined by

lw(z, &)|Fy == /F o(&) /D Y . Vde dE.

Following [10,20,27], the variational formulation of Eqgs. (1) and (2) with respect to the inner product ( -, - )2 I%)
can be written as:

find u(x, &) € W such that

E[/ (Vu -Vuw — Kzuw) daz] =F / fw dw], YVw(x, &) € W. @)
D D

2.2 Discretization with Generalized Polynomial Chaos Approximations

To obtain the discrete version of Eq. (7), we need to introduce a finite dimensional subspace of L*(D) ® L3 (I')
and find an approximation located inside. First, the finite element approximation [28] is considered for physical
approximation in this work. The finite element approximation space is denoted by V}, := span{vs (w)}i\zl C H)N(D),
where {v,(x) iV:hl are the standard trial (test) functions, h denotes the mesh size, and N}, is the finite element degrees
of freedom. For stochastic approximation, we consider the generalized polynomial chaos (gPC) approximation [29]
(and see [9,30] for polynomial chaos methods). The gPC space is denoted by S, := span{q)i(ﬁ)}f\ipl c L3(T),

where {@l(i)}f\i”l includes orthonormal polynomials with respect to the inner product ( -, -) 12 thatis

(©:(8). B5(E)1; = [ p(E)B(£)8, () de = by,

r

where d,; is the Kronecker’s delta. As usual, {®;(&) 1]\2’1 consists of orthonormal polynomials with total degrees up
to p, and p is referred to as the gPC order. The finite dimensional subspaces of W are then defined as

Whyp = Vi ® Sp = span{vs(x)®;(§)|s =1,...,Np,i=1,...,N, }.

To obtain the discrete version of Egs. (1) and (2), we write the overall (gPC finite element) approximation
of u(z, &) in Wy, as
Ny Np Ny
wip(@,8) = Y uy) (@) Pi(E) = DD wisvs (@) Bi(E). ®)
i=1 i=1 s=I
In Eq. (8), the unknown coefficients u;s fori = 1,..., N, and s = 1, ..., Nj, are determined by solving the discrete
version of the stochastic Helmholtz problem Egs. (1) and (2), which is formulated through substituting Eq. (8) into
Eq. (7) and restricting the test functions to the subspace W},,. Details of the corresponding linear system are given in
Section 3.1.

2.3 Multi-Element Generalized Polynomial Chaos Methods

To achieve high stochastic accuracy for the gPC finite element approximation [Eq. (8)], there are two standard strate-
gies. The first is to take a high gPC order p in Eq. (8); the second is to decompose the parameter space I' into
subspaces, and construct gPC approximations locally in each subspace with relatively low orders. As discussed in
[18], the second strategy is especially efficient when the exact solution to approximate has discontinuity or singu-
larity with respect to the random inputs. For this purpose, the studies [26,31] develop the stochastic Galerkin finite
element method, and the works [18,32,33] develop the ME-gPC method. Since the stochastic Helmholtz problem
considered in this paper is close to a resonant frequency (that is singularity), we consider the second strategy and
especially focus on the ME-gPC method. We review the ME-gPC method following the presentation in [18,32,33].
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Let { By} ,Q/[:l be a partition of T, where M is the number of elements of the partition; that is, I' = UQ/III By, and
for ki, ky € {1,..., M}, By, () By, = 0if k; # k;. Following [18], each element By, is assumed to be in the form

of By = [agk),bgk)) X [aék),bgk) )X oo X [ag\]f),bg\]f) ], where a,gk) < bgk) fori=1,...,Nandk=1,...,M.
With the partition { By} |, u(z, &) can be represented as

M
u(wf.,) = Z (:E E |E.€Bk Zlkr
k=1
where
)1, £€ By;
Tu(8) = {o, £ ¢ By. ©

For convenience, we next define ¢, := & for & € By, and u(k)(a;, ) = u(x, O) = u(z, &)|eep, . Itis clear
that the range of (, is By, and it can be viewed as a new random variable subject to the probability density function
p®) (L)) == p(Cr)/[ B, P(E)dE. With this probability density function, the restriction of the solution u(z, &) to

By, that is, u®) (z, ¢;,) = u(x, &)|zep, . can be approximated through the standard gPC method. In the following,
u(k) (x, i) is also referred to as a local solution on By. Similar to Eq. (8), the gPC approximation of u®) (x, Cr) is

written as
(k)
N™ Ny,

(k)
u® (@, 0p) ~ uf) (. ) - Zu(’“ D)o (@) = 3 ult vy ()0 (¢1), (10)

i=1 s=1

where p is the highest total degree of the gPC basis, Np (k) — = (N + p)!/(N'p!) is the number of basis functions on

the random element By, {v,(x)}Y", is a basis of the physical approximation space V},, and {<I>§’“>(Ck)}7;°il is an
orthonormal basis of the following Hilbert space:

L) = {s: 5+ R | [ 0@t at <o,
k
equipped with the inner product

(@ (&), 2" (@), = / ®)(g)2 () 8" (¢)de. (1)
3 B,

(k)

The multi-element gPC approximation of u(x, &) can be given by

M
Unrnp(T, E) : ka Jupe) (a2, &) = > Iu(&)ufl) (., &), (12)
k=1

where (&) and uh (ac (1) are defined in Egs. (9) and (10), respectively.

As discussed in [18,32], the partition of the parameter domain I' is adaptively constructed; the procedure can
be summarized as follows. The first step is to initialize a partition of I'. The second step is to select the important
elements (subdomains of the parameter domain) that need to be split. Third, for each selected element, we find the
sensitive dimensions, and split the element by equally dividing these dimensions in the parameter domain. The second
and the third steps are repeated until no important element can be found for splitting.

To select the important elements, we follow the adaptive criterion developed in [18], which is to assess the local
decay rate of relative errors of gPC approximations in each element k£ = 1,..., M. While the presentation in [18]
focuses on the case that the gPC coefficients are independent of the physical variable &, we modify the criterion as
follows. Let 'u,(k) = [u Ef), e ,ugf\,)h] € RMr denote the vector collecting coefficients to represent ui ’ )( ) [see
Eq. (10)]. We deﬁne the local decay rate of relative error of gPC approximation on each element k = 1,..., M as
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Ny (k) oy (R)
H i= N(’“>1+1 Ui ot
Nk =
(k)
H N 8 g g9
where o denotes the Hadamard product and || - || denotes the standard Euclidean norm. The element By, is labeled for

splitting if
PI‘(E, S Bk)ﬂ]? > 91, (13)

where 0 < o < 1 and 0 is a given threshold and « is a prescribed constant [18].
To select the sensitive dimensions, we compute the sensitivity of each random dimension. Let

k) ._ [ (k) (k) }T c RN

(J:p) 1’ > 2(J,p)Nn

=Jp "
denote the vector collecting coefficients to represent ug nIP )( ), where ul h ks )( ) denotes the function ug”) (x) in
Eq. (10) associated with the random dimension ; with polynomial order p. The sensitivity of each random dimension
r;forj =1,..., N is defined as

(k) & o F)
u; u
jp O Yjp (14)
N ) g )
Ze N(M +1—
The sensitive dimensions are then defined by the dimensions j € {1,..., N} satisfying
rj > 02 - maxe—y,... n(7s), (15)

where 0, € (0, 1) is another threshold parameter. For Eq. (15), it is clear that there exists at least one sensitive
dimension for each selected element. After that, we split the element by equally dividing these sensitive dimensions.

3. IMPLEMENTATION AND PRECONDITIONED ITERATIVE SOLVERS

In this section, we first give detailed formulations of the linear systems associated with the ME-gPC finite element
approximation. After that, we propose and analyze the corresponding mean-based preconditioning scheme.

3.1 Linear Systems Associated with GPC and ME-GPC Methods

For the standard gPC finite element approximation as studied in detail in [34], we substitute Eq. (8) to the variational
formulation Eq. (7), let the test function be w(x, &) = vs(x)®;(§) € Wy, and obtain the discretized Helmholtz
equation, that is, the linear system

Au=b, (16)
where
N N
A=Gp@ K= Y Gin@ My, a7
=0 m=0
N
b=> h,of . (18)

In Egs. (17) and (18), ® denotes the Kronecker tensor product and

K(s,t) = / Vg - Vo, de, (19)
D
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im(t) :/ fmvr dae, My, (s,t) :/ K1 Ky Vst dee, (20)
D D

h,, (i) = B[Em®i(&)], Gim (i, j) = E[&:EmPi(E)P;(E)], @2n

where [,m = 0,1,...,N; 5,k =1,...,Np,, and s,t = 1,..., N;. For a uniformly distributed & € [—1, 1N, h,,
and G, in Eq. (21) are given analytically in [34].

To obtain the ME-gPC finite element approximation uasp,(, &) in Eq. (12) [note that & is involved in the
problem through Eq. (3)], approximations of the local solutions u¥) (, £;,) for k = 1, ..., M need to be computed.
The framework for computing each local approximation, ug;) (z, ¢;) in Eq. (10), is almost the same as that for
computing the standard gPC finite element approximation Eq. (8), except for the following modifications. We denote

the linear system for computing ug;) (zx, Cx) by

Ay, = by, (22)
where
N N
A =GR oK -3 Y G\ o M, (23)
=0 m=0
N
by=> hVaf . 24)
m=0

lm

In Eqgs. (23) and (24), K, M;,,,, and im are defined in Egs. (19) and (20), but @ﬁf) and G'*) are modified as
WD) =E[cBel (g, 6. = B[P el gel )],

T
where we note that {;, = [cﬁ’“), R c%ﬂ , and for an arbitrary random function g(Cy), E[g(C)] := ka o™ (L)
9(Cr)dy,.

When considering independent uniform random inputs &, we can take the advantage of the Legendre-chaos on
every random element By, to result in efficient implementation, which is discussed in the following. To simplify the

presentation, in this section we set I' = [—1, 1]V, p(&) = (1/2)V, By, = [agk), bgk)) X [agk), bgk)) X+ X {a%), bg\l,c)} ,

T T
ap = {aik), - .,ag\l,c)} , b = {bgk), . .,bg\];)} , and recall that the inner products ( -, - )sz and (-, - )2 ) Are
defined in Eqgs. (6) and (11), respectively. In this setting, we have the following theorem. ’
o0
Theorem 1. Assume that & is uniformly distributed in T' = [—1,1]N. Given an orthonormal basis {@gk) (Ck)} of
j=1

(oo}

the Hilbert space sz(k) (By), {¢§k) (gk(a))} forms an orthonormal basis of L% (T'), where gy is a bijection from
j=1

I" to the closure of By, and is defined as

1 1
9k(&) := S diag(by — ar)& + 5 (b + ax), VE € I

. o0
Proof. Our proof proceeds through the following two steps: the first is to show that {@;k) (g (E,))} is an orthonor-
j=1

mal system, and the second is to show that {@g»k) (gk(E))} ~is complete.

is an orthonormal basis with

We first prove the orthogonality of {<I>§-k)(gk(£))} L As given, {(I);k) (Ck)} 4
j=

respect to the inner product ( -, - ) -
0

Jj=1

x) "

/B 0 (2)0 () @M (¢4)de, = 835 (25)
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Substituting the coordinate transformation ¢ = g (&) into Eq. (25), we have
5= [ eMe e @i
By

= [ o aneno o ue) der G ) de.

Since det(9¢y /&) = [Tr_, [(bx — ax)/2] and p®™)(¢s) = [Tr, [1/(bx — ax.)], we have

/F 0(£)M (4(£))0 (g4 (£)) dE = 5,5,

oo

which means that {@gk) (gk(E))} - is an orthonormal system in L3 (T").
=

We next prove the completeness of {<I>§-k) (9(&)) }OO - The Fourier coefficients of f(&) € L3 (I") are defined as
]:
clG) = (f(&) o) (E)))p2 j=1,2,--
pj) (f( Ll (gkl )L%)j » <y .

If the Parseval’s identity holds for any f(&) € L3 (T),
(F(&). (&) = D_ICLGP, (26)
j=1

then {@;k) (9%(&))}32, is complete [35]. By changing variables, & = gr ' (Cx), we have

(&), 1), = [ o(0)(E)de

T

&

= /B p(gkl(ék))fz(gkl(ck))det<ack) dey,.

As det(0&/0¢;,) = ]_[,ICVZI[Z/(ZJ;€ —ay)] and p(&) = Hszl[l/Z], we then have

(1) = [ pP(@ (e @) do
Bk (27)

= (fg:" (@), flor " (@) 12

o (k)

On the other hand, each Fourier coefficient C{: (y) can be rewritten as

oG

/
-/ p(g,:l(cw)f(g;‘<ck>><1>§-’“><ck>det(6“") az,
By,
/B o®(2) flg (1)) (21) g
(1

(97" (@), 2" (@) |
o (k)

International Journal for Uncertainty Quantification



Localized Stochastic Galerkin Methods for Helmholtz Problems Close to Resonance 9

This means CJ(j) for j = 1,..., are the Fourier coefficients of flg (@) € Lf)(m(Bk). It is obvious that

{(I)§k> (Cx) 5= is complete, since it is an orthonormal basis. By the Parseval’s identity, we have

(£l @) Floc (@) 2, = 2 1CFGI (28)

Combining Egs. (27) and (28) establishes the Parseval’s identity [Eq. (26)], which means that {@gk)(gk(i)) 22, is
complete. 0

For uniformly distributed random inputs &, using Theorem 1, @5,’? and Gz(ff can be constructed as

@g’“) — hy; (29)
B — b ;aﬁff)hm L b ;aﬁfi)% £ 0 0
G(()Ig) = Goo; (D
&) =ty = ;a’(ﬁ) Gro+ ;“’(ﬁ) Goo, m #0; (32)
ot = W =0l e O - vl

L+ a%’f))‘t(bl(k) —a?) - (b + aﬂf))‘t(bl(k) +af") Guo. Lo 20, .

where h,, and G, are defined in Eq. (21), and their analytic expressions are given in [34].

To summarize the above procedure, when the random inputs § are independently and uniformly distributed in
r=[-1, l]N , we can first compute the matrices and vectors defined in Egs. (20) and (21) for the standard gPC finite
element approximation, and then for each linear system [Eq. (22)] associated with each local random element B, for
ke {l1,..., M} in the ME-gPC setting, we can cheaply assemble it using Eqgs. (23) and (24) and Egs. (29)—(33).

3.2 Mean-Based Preconditioning

To obtain the ME-gPC finite element approximation [Eq. (12)], linear systems A,u;, = b, fork = 1,..., M need
to be solved. Since these linear systems are large but sparse, we consider iterative methods to solve them, and we in
particular use the induced dimension reduction (IDR(s)) method [36,37]. To result in a small number of iterations,
preconditioners are typically required in iterative methods. That is, instead of solving the original linear system
[Eq. (22)], we solve the following right preconditioned linear system:

ApP '@y, = by, with w, =P 'a, (34)

where the nonsingular matrix P}, is called a preconditioner.

Following the mean-based preconditioning scheme originally proposed for polynomial chaos methods [20,38,
39], we design a mean-based preconditioner for these linear systems arising from the ME-gPC finite element ap-
proximation for stochastic Helmholtz problems. The mean-based preconditioner is constructed through the dis-

crete version of Egs. (1) and (2) corresponding to the mean of the input. We denote the expectation of (; by C,(CO),
C,(CO) =E[¢]) = [ By p*) (&) s dCj;. Then the mean-based preconditioner is given by

Pk - GOO 2y (K - Mpre)7
where G, K are defined in Egs. (19) and (21), and M. is computed through

My (s,t) = /

K2 (a:, C,go))vsvt dx, s,t=1,..., Ny.
D
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Note that K — M. is the coefficient matrix associated with the discrete version of Eqs. (1) and (2) with § = C(O).
In addition, Py is the same as Ay, if the variances of the random inputs ;, are zeros; detailed analysis of how Py
approximates Ay, is discussed in Section 3.3. In particular, when the random inputs & are independently and uniformly
distributed in [—1, 1]%V, the mean-based preconditioner can be constructed as

N N (k) (k) (p () (k)
(b, +a b’ + am
MPre - MOO + Z b(k + am MOm + Z Z L )( )Mlm-

m=1 =1 m=1

In addition, to start the iterative solving procedure, we set an initial guess gg)) =P, ! b,.
At each iteration step, for the purpose of preconditioning, we solve a linear system of the form

Pz =1y, 35)
where . .
T Y1
X T A U o N ‘
T = , Y= , where &;,9; € R™ for i =1,...,N,.
TN, YN,

Instead of forming Py explicitly and solving the linear system [Eq. (35)] directly, we can take advantages of the
structure of Kronecker tensor product. Since G is symmetric, solving Eq. (35) is equivalent to solving the following
problem: . .

(K — M) XGyp =Y, (36)

where

X = [#1,...,2n,] and Y = [g1,...,9n, ]
To compute the solution of Eq. (36), we only need to solve NN, linear systems with size Nj x Nj, which is much
cheaper than solving Eq. (22) (whose size is N, N, X Nj V). See [20,34] for more details.

3.3 Improved Efficiency of the lterative Linear Solvers for ME-GPC Systems

As studied in [34], the mean-based preconditioner for the linear system of the gPC discretization [i.e., Eq. (16)]
can become inefficient when the underlying stochastic Helmholtz problem is close to a resonant frequency. This is
because the coefficient matrix of such a linear system, either unpreconditioned or preconditioned, have some rather
small eigenvalues, such that Krylov subspace methods converge slowly. To tackle this difficulty, we show that the
linear systems arising from the ME-gPC discretization are much easier to solve by a Krylov subspace method with
mean-based preconditioning than their counterpart from the standard gPC discretization.

To analyze such a difference, consider the linear system Aju; = b, obtained from the ME-gPC discretization.
Let A, = P, + Qg,, where P; is the “mean” part of Aj, used as the mean-based preconditioner, and Q, is the
“stochastic” part of A, which vanishes if all random variables ;, take their mean values with probability 1.

Note that the moduli of eigenvalues A(&) in Eq. (4) for all & € T are assumed to be greater than €, where € > 0
is a constant, and recall that

P, = GOO oy (K - Mpre)y 37

where K — M, is the coefficient matrix associated with the discrete version of Egs. (1) and (2) with § = C,(CO). For
the eigenvalue problem [Eq. (4)] associated with & = Ci:o), it can be discretized into

(K — Miy.)u = ABu, (38)

where B(s,t) = f pUsvedx, s,t = 1,..., Ny. Since the eigenvalues of Eq. (38) are approximations of Eq. (4)

associated with & = C,(CO), we assume Opmin (B*I(K — Mpre)) > €. With this assumption, our main insight in this
section is stated in the lemma and the theorem in the following.
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Lemma 1. Assume that the eigenvalue problem [Eq. (4)] associated with & = C,(CO) is discretized into Eq. (38),
and suppose that 0, (B _1(K — Mp,e)) > €, where O, refers to the smallest singular value of the matrix under
discussion. Let P and Py be the mean-based preconditioners for the original system Au = b based on standard
gPC and the system Apu;, = by, based on ME-gPC, suppose that both of them are nonsingular. Then, there exists a
constant C' = 0pin(P) /(O min(Goo) Omin(B)€), such that

Omin(P) < COpin(Py).
Proof. Since Py, is nonsingular and note Eq. (37), the matrix K — M, is invertible. Thus, we have
[(K — M)~ [|2 = (K — Mpye) ' BB™'|l2 < [|(K — Mye) ™' B2 B™[|2,
where || - ||2 is the spectral norm. That is
Omin(K — M) > Oin (B~ (K — Miye)) Opin(B) > Oin(B)e.

Thus
0—min(F,k-) = O‘min(CYYOO)O‘min(I{ - Mpre) > crmin(CTYOO)O‘min(B)ea

and then there exists a constant C' > 0 such that
0_min(lj) S OGmin(Pk)a

where
Omin (P)

C= .
O'min (GOO) Omin (B) € O

Theorem 2. Under the assumption of Lemma 1, we further assume that each random variable &; obeys a uniform
distribution on T'; = [—1,1] for 1 <1 < N and consequently (. obeys a uniform distribution on each [al(k), bl(k)} for
1 <k < M. For a given k, suppose that the stochastic element By, is sufficiently small; that is, max;" | (bl(k) — al(k))

is sufficiently small. Then, || AP, " — I|y < ||AP~" — I||5 where || - || is the spectral norm.

Proof. For the uniform distribution, from Egs. (23) and (31)—(33), we have

N N
AL =Gy K — Gy @ My, — Z (bss) + aﬁf))Goo & M0 — Z (bfﬁ) _ agf))Gmo ® M0

m=1 m=1
o Sl e afv’f>)4(b§’“> ) oy () )
=1 m=1 =1 m=1
(k) (k) (k) _ (k) (k) (k) (k) (k)
) lﬁ;i (% + ol )4(bl a”) oo : mli 1 (v5% + ol )4(bl +af?) .
=P, +Qq,,
where
k) _ B\ (k) _ (K)

Q. =— mzj\i:l(bgf) — aﬁ,’f))Gmo ® M0 — émz]\i:l (bm o )4(bl “ ) G, @ M,

- i i (b%ﬂ) - a%))fbl(k) . al(k)) G @ My, — i i (bgf) agf)) <bl(k) _ al(k)) Gy @ Mip,.

=1 m=1 =1 m=1
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For a given k, let us denote 9, = maxm | (b(k) agf)), and 9, = max®’ b(k) + a(k)‘ Note that 3, < Zmax%=l

m= 1‘

max{\agf) |, [b$k) |} < 2max¥_ max{|&,,| : &, € [';,} is uniformly bounded for all k.
It follows that

1Qz,[l2 < Z |G mo ® Mimoll2 + Z Z o |Gt @ Mipl|2

=1 m=1

=1

LY ALY
| |Gmo®M1m||2+ZZ 2\|G10®Mzm\|2

=1 m=1

N N N
99
||Gm0®Mm0H2 Z Z HGml®MlmH2 TZ Z:l ||Gm0®Mlm||27
=1 = =1 m=

_|_

92
71

[]= iMz'

:191

3

Since Var(CW) = (b — am)?/12, we have |Q¢, |2 = O®1) = O<(mava—1Var<C£rIf)))l/2>, thanks to the
(uniform) boundedness of 9,.Therefore, lim| g, |0 [|Q¢, |2 = limvyar(¢,)—0 [|Qc, |l2 = 0. This pattern also holds for
the linear system Awu = b arising from the standard gPC discretization (a special case by setting By = I'), where
A = P + Qg. Since § € I' = UM, By, we have Var(g;,) < Var(§) if | Bi| < |T| and if & and g;, obey the same
type of distribution. Here, we assume that | By, | is sufficiently small, and the smallest singular value of Q¢ is bounded
away from zero. Since lim|g, |0 [|Q¢, || = O, for a sufficiently small | By, there is a sufficiently small ¢ > 0, such
that HQck Il = O—max(Q(k) < Omin(Qg), Where Omax and oy, are the largest and the smallest singular values of the
relevant matrices, respectively.
The preconditioned coefficient matrices associated with the standard and the ME-gPC discretization are

AP ' = (P+ Q)P '=1+Q:P !,

and
AP = (P, + Qg )P ' =T+ Q¢ P,

respectively. By Lemma 1, we have oyin(P) < Cowin(Py), that is, | P |l < C||P~"||2, where C' = Opin(P)
/(Omin(Goo) Omin(B)€). Thus, we have

1Qc. P ' ll2 < Qe 212 < ClIQe P72 < cCOomin(Qe) P72 < cClIQe P2

Here, since | By| is assumed to be sufficiently small, c is also sufficiently small, such that ¢cC' < 1. The theorem is
thus established. O

The above theorem states that, under reasonable assumptions, the preconditioned coefficient matrix AP, !
associated with ME-gPC is closer to the identity matrix than AP~! arising from standard gPC, such that Krylov
subspace iterative linear solvers are likely to converge more rapidly for solving AkP_ ftk = b,; see, for example,
[40, Lecture 40]. In the next section, we provide numerical evidence to show that A, P, ! is indeed much closer to
identity if | B[ is sufficiently small.

4. NUMERICAL STUDY

In this section, two test problems are studied. For both test problems, the physical domain considered is [—1, 1]?,
and we discretize in physical space using a bilinear rectangular finite element approximation [28,41] with a uniform
33 x 33 grid. The results of the ME-gPC finite element approximation [Eq. (12)] are presented in this section, while
results of the standard gPC finite element approximation [Eq. (8)] are also presented for comparison. In the following,
the gPC orders for standard gPC and ME-gPC finite element approximations are referred to as the global gPC order
and the local gPC order, respectively.
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Linear systems resulting from both gPC and ME-gPC are solved by the IDR(1) iterative method with the mean-
based preconditioning scheme. The stopping criterion for the iterative methods is based on the relative residual
HAkgg) — by ||/|1b ||, where the superscript ¢ denotes the iteration number. The iteration terminates when the relative
residual is smaller than 1078,

4.1 One-Dimensional Random Input

In this test problem, the wave number and forcing term are given by

K(g(;7 6) = Ko(m) + K](.’B)E,, f(m’ E') = COS(%) cos

T

(%)
where ko(x) = 7/v/2 + 0.401, k; = 0.4, and & is uniformly distributed on T' = [—1, 1].

As discussed in Section 2, the stochastic Helmholtz problem Egs. (1) and (2) is well posed if all eigenvalues of
Eq. (4) are bounded away from zero, while the zero eigenvalue causes resonance. This paper focuses on the cases that
have eigenvalues close to zero. For this test problem, the minimum absolute value of the eigenvalues is very small—
that is, ming ¢ 17|A(E)] = 4.4 x 1073, As discussed in our earlier work [34], directly applying the standard gPC
with the mean-based preconditioning scheme is not efficient for this test problem, and in the following we present the
results of ME-gPC combined with the mean-based preconditioning scheme.

To assess the accuracy of the ME-gPC finite element approximation, we define the following quantities to mea-
sure the relative errors in mean and variance function estimates,

Emean 1= HE[UMhp] - E[uref}HLZ/”E[ureleLZ’ (39)
Evariance = Hvar(uMhp) - Var(uref)”[}/uvar(uref)Hle (40)

where the reference solution us is obtained through the global gPC method with total degree p = 700. Moreover,
we also investigate the relative L? error, which is defined as

o= ([ f <uMhp—ureffp(a)dmda)l/z/ (L] (uref)zp(a)dwda>l/2. @)

The parameter « in Eq. (13) is set to 0.5 for all numerical studies in this paper (note that since the input parameter
is one-dimensional, the threshold 0, for selecting dimensions is not involved in this test problem). In the same way,
we assess the errors of the standard gPC through Eqgs. (39)—(41) with uasp, replaced by up, [see Eq. (8)].

The errors in mean and variance function estimates and the relative L? errors of the ME-gPC finite element
approximation are shown in Fig. 1. It is clear that, for a given local gPC order p, the errors decrease quickly as the
number of stochastic elements M increases (the increasing in M is achieved through decreasing the threshold 0,). In
addition, for the same number of stochastic elements, it is not surprising that higher local gPC orders result in smaller
erTors.

To look more closely at the errors of ME-gPC, we show the mean, the variance, and the relative L? errors in
Table 1, where different values of the threshold are considered. As shown in Table 1, for a given local gPC order, as
the value of the threshold 0; decreases, the number of stochastic elements increases, which leads to the decrease of
errors in mean and variance function estimates and the relative L? errors.

In Fig. 2, lengths of the stochastic elements generated in ME-gPC are shown by the heights of the rectangles.

Since for & = —1, the minimum absolute value of the eigenvalues of Eq. (4) is about 4.4 x 1073; this small value
leads to the Helmholtz problem close to resonance. It is clear that, there are a large number of stochastic elements
close to & = —1, and the elements become smaller as & goes to —1, which are expected for resolving problems close

to resonance. Figure 2 also shows the number of iterations to solve each linear system [Eq. (22)] of ME-gPC using
IDR(1) with mean-based preconditioning. Note that the dark colors near the corner [—1,0]7 in Figs. 2(c)-2(e) are
caused by the dense rectangular boundaries to show the stochastic element sizes. In addition, it is not surprising that
the smaller the threshold 04, the finer the partition of the stochastic domain in these pictures.
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FIG. 1: Errors of ME-gPC, one-dimensional random input. (a) Mean errors, (b) variance errors, and (c) relative L? errors.

TABLE 1: Errors of ME-gPC in mean and variance function estimates and the relative L? errors, o« = 0.5, one-
dimensional random input

0, =107 0, =10 0, =107 0, =107
M Error M Error M Error M Error

Mean p=3 7 1.66x 107! 16 217 x 1072 36 7.71 x 1073 77 372 x 1078
errors p=6 5 135x107! 8 1.22x1072 10 276 x 10~ 15 1.71 x 1077
p=9 4 137 x107! 7 126 x 1072 9 287x107* 11 147 x 1077

Variance | p=3 7 847 x 107! 16 3.00 x 10! 36 2.84 x 1073 77 272 x 1076
errors p=6 5 7.96x 107! 8 203 x107! 10 922 x 1073 15 1.15x 1073
p=9 4 8.00x 10! 7 208 x 107! 9 9.63x1073 11 1.04 x 1073

Relative | p=3 7 1.01 x 107! 16 2.00 x 1072 36 4.68 x 1074 77  9.68 x 1076
L?errors | p=6 5 159 x 107! 8 212x1072 10 1.60 x 1073 15 224 x1073
p=9 4 231x107! 7 3.04 x 1072 9 227 x1073 11 2.80x 1073

Figure 3 shows the results of standard gPC for this test problem. From Fig. 3(a), to achieve an accuracy with
small mean and variance errors, the standard gPC requires a high global gPC order p. For example, to obtain an
approximation with variance error smaller than 10~7, the standard gPC needs a global gPC order more than 400,
while ME-gPC can also achieve the same accuracy with a local gPC order less than 10 as shown in Fig. 1(b) (although
partitioning of the stochastic domain is required). From Fig. 3(b), the number of iterations for IDR(1) with mean-based
preconditioning typically increases as the global gPC order increases, and for p > 400, more than 400 iterations are
required. On the contrary, the local gPC order in ME-gPC is typically small (we only take at most p = 9 in this test
problem), and the numbers of iterations are much smaller (at most 10 iterations for IDR(1) iterative method). We
have also tested the IDR(1) method without preconditioning, which is referred to as plain IDR. We found that the
relative residual of plain IDR can not research the tolerance 10~8 for 2000 iterations for gPC. For ME-gPC, plain IDR
typically requires hundreds of iterations to reach the stopping criterion. As these numbers of iterations are much larger
than IDR(1) with mean-based preconditioning, we report the results of only the preconditioned method in detail.

Figure 4 shows the six smallest magnitude eigenvalues of the coefficient matrix and the preconditioned coefficient
matrix arising from gPC. It can be seen that the six smallest magnitude eigenvalues of the coefficient matrix become
larger after preconditioning, which is expected for a preconditioned system. However, after preconditioning, the
smallest magnitudes of the eigenvalues are still very small—around 10~* to 10~2, which implies that the mean-based
preconditioner is not very efficient for the gPC system.
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FIG. 2: Stochastic element sizes for different p and 6;, where [ is the length of the stochastic element and the numbers in the
legend represent the number of iteration steps, one-dimensional random input. The dark colors near the color [—1, O]T in (c), (d),
and (e) are caused by the dense rectangle boundaries. (a) p = 3,0, = 1072, (b)p = 3,0, = 1073, (¢) p = 3,08; = 107%, (d)
p=3,0=107,(e)p=06,0, =10, and Hp=9,0, = 107>
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FIG. 3: Results of the standard gPC finite element approximation, one-dimensional random input. (a) Errors of standard gPC and
(b) preconditioned IDR(1).

For comparison, we consider the eigenvalues of the coefficient matrix arising from ME-gPC. For each random
element £ = 1,..., M, the six smallest magnitude eigenvalues are denoted by 7\516), e ,Aék) with |7\§k)| <...<
|7\ék) |. Next, the suspicion element is defined to be

Volume 11, Issue 4, 2021



16 Wang, Xue, & Liao

-4 | O p=100 q 21| © p=100 o 1
10 p=200 o 10 p=200
o p=300 o p=300 Q
% p=400 @ #  p=400
% p=500 % p=500 ¢
* p=600 o * p=600
q
=< o P = ? ¥
_ _— b'g
105 | b 17 107°¢ o I 1
o * o * % *
(m] hie s * e i *
I SR S i
5 ¥ g
2
106 ‘ ‘ ‘ ‘ 104 ‘ ‘ ‘ ‘

1 2 3 4 5 6 1 2 3 4 5 6

FIG. 4: The six smallest magnitude eigenvalues of the coefficient matrix (left) and the preconditioned coefficient matrix (right)
arising from gPC, one-dimensional random input

6
k* = arg miny, Z |?\1(-k)|.
i=1

Figure 5 shows the six smallest magnitude eigenvalues for this suspicion element k£*. As we have shown in Section 3.3,
the preconditioned coefficient matrix arising from ME-gPC is closer to identity than that arising from standard gPC.
As a result, the six smallest magnitude eigenvalues of the preconditioned coefficient matrix arising form ME-gPC are
much farther from zero than those associated with standard gPC. This implies the mean-based preconditioned IDR(1)
method can converge in much fewer iterations with ME-gPC (at most 10 iterations) than it does with standard gPC.

To compare overall performances of the standard gPC and the ME-gPC, we consider the CPU times of the imple-
mentations, and our results are obtained in MATLAB on a workstation with 2.10 GHz Intel(R) Xeon(R) Gold 6130
CPU. Figure 6 shows the times of generating the standard gPC and the ME-gPC finite element approximations, with
respect to mean, variance, and relative L? errors. For the standard gPC, the CPU times considered in this paper refer
to the time of solving the linear system Au = b [i.e., Eq. (16)] using IDR(1) with the mean-based preconditioner;
for ME-gPC, the CPU times are the sum of the times for solving the linear systems A,u; = b, [i.e., Eq. (22)] for
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FIG. 5: The six smallest magnitude eigenvalues of the coefficient matrix arising from ME-gPC associated with the suspicion
element (left) and the corresponding preconditioned coefficient matrix (right), one-dimensional random input
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FIG. 6: Comparison of CPU times for gPC and ME-gPC, one-dimensional random input. (a) CPU times w.r.t. mean errors, (b)
CPU times w.r.t. variance errors, and (c) CPU times w.r.t. relative L? errors.

k=1,..., M (also using IDR(1) with the mean-based preconditioner). It is clear that, to achieve the same accuracy
in mean and variance estimates, the CPU times required by ME-gPC are less than those of the standard gPC.

4.2 Two-Dimensional Random Input

In this test problem, the wave number is given by
K(x, &) = ko(x) + ki (x) &1 + ko) &2,
where kg = 0.41 and
Ki(x) =0.24 x (1.1 + 0.1 cos(zy)), ka(x) =0.08 x (1.1 + 0.1sin(zy)).

The forcing term is given by

f(x, &) = fo(x) + fi(z)&1 + fa(x)Ea, (42)

where fo(z) =2(0.5 — 23 — 23), and fi(z) = 0.5- V3 fo(z),i = 1,2. The parameter o in Eq. (13) is set to 0.5 and
the threshold 6, in Eq. (15) is set to 0.2 in this test problem. The reference solution is obtained through the global
gPC method with p = 40.

Errors in mean and variance function estimates and the relative L? error of the ME-gPC finite element approx-
imation are shown in Fig. 7. Similarly to the test problem with one-dimensional random input, for a given local
gPC order, the errors decrease quickly as the number of stochastic elements M increases (the increase in M is also
achieved through decreasing the threshold 0;). Again, for the same number of stochastic elements, higher local gPC
orders result in smaller errors. To look more closely at the errors of ME-gPC, we show the mean, the variance, and
the relative L2 errors in Table 2, where different values of the threshold 0, are considered. As shown in Table 2, for a
given local gPC order, as the value of the threshold 0, decreases, the number of stochastic elements increases, which
leads to the decrease of the errors. Compared with the test problem with one-dimensional random input, the number
of random elements for this test problem increases more rapidly as the value of the threshold 0, decreases.

Figure 8 shows partitions of the stochastic domain by the ME-gPC method. As expected, as the threshold 6,
decreases, ME-gPC generates more stochastic elements. It is clear that the sizes of stochastic elements become smaller
as & goes to the corner (—1, —1)7, which reveals the fact that the solution u(x, &) changes rapidly as & gets close to
(—1,—1)7". In addition, from Fig. 8, there are more partitions in the &; direction, which implies that the solution is
more sensitive with respect to &;. Figure 8 also shows the numbers of iterations to solve each linear system [Eq. (22)]
of ME-gPC using IDR(1) with mean-based preconditioning. It can be seen that, the numbers of iterations are again
all very small—they are at most eight for different values of the local gPC order p and the threshold 6.
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FIG. 7: Errors of ME-gPC with & = 0.5, 8, = 0.2, two-dimensional random input. (a) Mean errors, (b) variance errors, and (c)

relative L, errors.

TABLE 2: Errors of ME-gPC in mean and variance function estimates and the relative L? errors, « = 0.5,
0, = 0.2, two-dimensional random input

0, =107 0, =107 0,=10" 0, =107
M Error M Error M Error M Error

Mean |p=3 11 1.54 x 1073 35 3.32x 1077 107 326 x 10~° 335 3.85x 10710
errors | p=6 3 1.64 x 107 6 234 x1077 13 6.80 x 10710 25 1.23 x 10710
p=9 2 332x10°° 3 293x1077 6 373x10710 9 4.05x1071°

Variance | p=3 11 9.00 x 1074 35 244 x 1073 107 2.78 x 1077 335 237 x107°
errors | p=6 3 113 x 1073 6 231x107° 13 1.17 x 1077 25 2.52x 10710
p=9 2 274x107*4 3 296 x 1073 6 128 x1077 9 229x 10710

Relative | p=3 11 2.13 x 1073 35 241 x 1074 107 2.14 x 1073 335 2.08 x 107
L?errors | p=6 3 3.62x 1073 6 242x107* 13 1.12x107° 25  7.79 x 1077
p=9 2 227x1073 3 485x 107 6 143 x107° 9 378 x1077

Figure 9 shows the results of standard gPC for this test problem. From Fig. 9(a), to achieve an accuracy with
small mean and variance errors, the standard gPC requires a high global gPC order. For example, to obtain an approx-
imation with variance error smaller than 10~°, the standard gPC needs a global gPC order around 20, while ME-gPC
can also achieve the same accuracy with a local gPC order less than five as shown in Figs. 7(b) and 8 (although
partitioning of the stochastic domain is required). From Fig. 9(b), the number of iterations for IDR(1) with mean-
based preconditioning typically increases as the global gPC order increases, and for p ~ 20, around 25 iterations are
required, while the iteration numbers required by ME-gPC are at most 8 as shown in Fig. 8.

In Fig. 10, the six smallest magnitude eigenvalues of the coefficient matrix and the preconditioned coefficient
matrix arising from gPC are shown. From the figure we can see that the six smallest magnitude eigenvalues of the
coefficient matrix become larger after preconditioning.

For comparison, we plot the six smallest magnitude eigenvalues of the coefficient matrix arising from ME-gPC
in Fig. 11. Again, the eigenvalues of the preconditioned coefficient matrix arising from ME-gPC are much farther
from zero than those associated with standard gPC. As a result, the mean-based preconditioned IDR(1) method can
converge in fewer iterations with ME-gPC (according to Fig. 8, at most eight iterations) than it does with standard
gPC.

Finally, we compare the CPU times of the standard gPC and the ME-gPC for this test problem. Again, the CPU
times of the standard gPC refer to the time of solving the linear system [Eq. (16)] using IDR(1) with the mean-based
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FIG. 8: Preconditioned IDR(1) iterations on each stochastic element generated by ME-gPC, two-dimensional random input. The
numbers in the legend represent the number of iteration steps. (a) p = 3,0, = 1072, (b)p=3,0; = 107>, (c) p = 3,0, = 1074,
p=3,0=10">()p=6,0, =10, and () p =9,0, = 107°.
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FIG. 9: Results of the standard gPC finite element approximation, two-dimensional random input. (a) Errors of standard gPC and
(b) preconditioned IDR(1) iterations.

Volume 11, Issue 4, 2021



20 Wang, Xue, & Liao

1072 100
O p=6 O p=6
p=12 p=12
o p=18 o p=18 q
# p=24 * p=24 Ny
% p=30 o & p=30 o 0
* p=36 o o * p=36
= ? =
—_— —_— o 0
& i o a e St
* f
1031 ! o x ¥ 107) 5 H % ¥ T
[u] % x ; % gi
1 2 3 4 5 6 1 2 3 4 5 6
1 2

FIG. 10: The six smallest magnitude eigenvalues of the coefficient matrix (left) and the preconditioned coefficient matrix (right)
arising from gPC, two-dimensional random input.
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FIG. 11: The six smallest magnitude eigenvalues of the coefficient matrix arising from ME-gPC associated to the suspicion
element (left) and the corresponding preconditioned coefficient matrix (right), two-dimensional random input.

preconditioner; for ME-gPC, the CPU times are the sum of the times for solving [Eq. (22)] for k = 1,..., M (also
using IDR(1) with the mean-based preconditioner). Figure 12 shows the times of generating the standard gPC and
the ME-gPC finite element approximations, with respect to mean, variance, and relative L? errors. It is clear that to
achieve the same accuracy in mean and variance estimates, the CPU times required by ME-gPC are typically less
than those of the standard gPC.

To summarize, by using the ME-gPC method, we turn a problem (typically hard to solve) to subproblems that can
be solved easily. The sizes of the linear systems arising from the subproblems are smaller than those of the original
problem. Besides, the mean-based preconditioner is more efficient for the subproblems than the original problem.
Moreover, the subproblems can be solved simultaneously on different processors.

5. CONCLUSIONS

Conducting adaptive localized procedures is a fundamental concept for solving P] stems that are close to singu-
lar. For the open problem of stochastic Helmholtz equations close to resonance, in vork we propose and analyze
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FIG. 12: Comparison of CPU times for gPC and ME-gPC, two-dimensional random input. (a) CPU times w.r.t. mean errors, (b)
CPU times w.r.t. variance errors, and (c) CPU times w.r.t. relative L? errors.

a novel localized stochastic Galerkin framework based on the combination of ME-gPC finite element approximation
and mean-based preconditioning. Through this localized approach, a global solution with large variances is decom-
posed into a union of local solutions with small variances. This reduction in variance results in not only an efficient
stochastic spectral approximation, but also an efficient mean-based preconditioning scheme that is newly proposed
and analyzed in this work for the linear systems arising from the ME-gPC finite element approximation. Our analysis
and numerical results demonstrate that this new combination of ME-gPC and the mean-based preconditioner can
provide an efficient strategy for solving the stochastic Helmholtz equations close to resonance. However, as a limi-
tation of ME-gPC, this new strategy can only be applied to problems with low-dimensional random parameters. For
stochastic Helmholtz problems with high-dimensional parameterization, current efforts are focused on decomposing
high-dimensional random inputs into a combination of low-dimensional inputs, which include the analysis of vari-
ance decomposition [42-47] and dimension reduction based on active subspaces [48]. Implementing such strategies
will be the focus of our future work.
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