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#### Abstract

We consider Anderson acceleration (AA) applied to two nonlinear solvers for the stationary Gross-Pitaevskii equation: a Picard type nonlinear iterative solver and a normalized gradient flow method. We formulate the solvers as fixed point problems and show that they both fit into the recently developed AA analysis framework. This allows us to prove that both methods' linear convergence rates are improved by a factor (less than one) from the gain of the AA optimization problem at each step. Numerical tests for finding ground state solutions in 1D and 2D show that AA significantly improves convergence behavior in both solvers, and additionally some comparisons between the solvers are drawn. A local convergence analysis for both methods are also provided.
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## 1 Introduction

We consider numerical solvers for the following nonlinear eigenvalue problem,

$$
\begin{array}{ll}
\mu \phi(x)=-\frac{1}{2} \Delta \phi(x)+V(x) \phi(x)+\beta|\phi(x)|^{2} \phi(x), & x \in \Omega \\
\phi(x)=0, & x \in \partial \Omega \\
\int_{\Omega}|\phi(x)|^{2} d x=1, & \tag{1.1c}
\end{array}
$$

where $V$ is a given trapping potential of the form

$$
V(x)=\frac{1}{2}\left(\gamma_{1}^{2} x_{1}^{2}+\cdots+\gamma_{d}^{2} x_{d}^{2}\right)
$$

[^0]with $\gamma_{i}>0, \forall i$, real parameter $\beta$, with $\phi$ being the unknown and the eigenvalue $\mu$ can be calculated as
\[

$$
\begin{equation*}
\mu=\int_{\Omega}\left(\frac{1}{2}|\nabla \phi|^{2}+V|\phi|^{2}+\beta|\phi|^{4}\right) d x \tag{1.2}
\end{equation*}
$$

\]

This system describes stationary solutions of the nonlinear Schrödinger (NLS) equation, which is also known as the the non-rotational Gross-Pitaevskii equation (GPE) in the context of Bose-Einstein condensates (BEC) [7,25,27]; in the GPE setting $\phi$ represents the macroscopic wave function of the condensate. The parameter $\beta$ being positive/negative represents defocusing/focusing in NLS, and attraction/repulsion of the condensate atoms in GPE. Following [7,9], we will assume $\beta \geq 0$ for simplicity, although a more technical analysis would allow for our results to hold with $\beta$ taking small negative values. Herein we assume a solution $\phi \in H_{0}^{1}(\Omega)$ exists to (1.1a)-(1.1c) that is locally unique; see [9] for more on this assumption and conditions for its validity.

Solutions of (1.1a)-(1.1c) represent local minima of the Gross-Pitaevskii energy

$$
E_{\beta}(\phi)=\int_{\Omega}\left(\frac{1}{2}|\nabla \phi|^{2}+V|\phi|^{2}+\frac{\beta}{2}|\phi|^{4}\right) d x
$$

and are used to numerically create initial conditions for real time dynamics of BEC, and to consider experimentally observed physical features through direct investigation [36]. Solutions to (1.1a)-(1.1c) that globally minimize energy are called ground state solutions, and it is stated in 2004 in [7] that "One of the fundamental problems in numerical simulation of BEC lies in computing the ground state solution". Existing methods include the normalized gradient flow (or gradient flow with discrete normalization) [3, 6, 7], which is most well-known, optimization methods such as steepest descent (without preconditioning) [36], preconditioned steepest descent (PSD, which is also effective in related problems [11, 14-16, 23]) and conjugate gradient (PCG) [4], and regularized Newton's method [33], as well as specialized non-optimization methods such as nonlinear inverse iterations [20], self-consistent field iteration [5], and implicit algorithms based on inexact Newton's method [21]. While normalized gradient flow methods have been widely used in the literature to find solutions of (1.1a)-(1.1c), improving the convergence and robustness of these methods remains an important problem and is the purpose of this paper.

We consider herein Anderson acceleration (AA) applied to two nonlinear solvers for (1.1a)-(1.1c). AA was originally developed in 1965 by D.G Anderson [2] as an extrapolation technique which forms the next iterate in a nonlinear fixed point iteration from an (in a sense) optimal linear combination of previous iterates. AA has increased in popularity since the work of [37], which showed how to implement it efficiently as a post-processor for a fixed point iteration and that it could be used successfully on a variety of application problems. Theoretical justification for how AA works was proved in [12], building on the theory from $[13,24,34]$, and then sharpened and generalized to the case of noncontractive operators in [30]. AA has been used in a wide variety of applications including e.g., computing nearest correlation matrices in [19], geometry optimization [26], electronic
structure computations [13], radiation diffusion and nuclear physics [ 1,35 ], molecular interaction [32], and fluid mechanics [28,29]. This paper extends the AA methodology to improve solvers for the ground state solution of GPE.

The first solver we consider, which we call the Picard-projection iteration, takes the form Picard-projection

Step 1 Find $\hat{\phi}_{k+1}$ satisfying

$$
\begin{aligned}
& -\frac{1}{2} \Delta \hat{\phi}_{k+1}+V \hat{\phi}_{k+1}+\beta\left|\phi_{k}\right|^{2} \hat{\phi}_{k+1}=\phi_{k}, \\
& \left.\hat{\phi}_{k+1}\right|_{\partial \Omega}=0 .
\end{aligned}
$$

Step 2 Calculate $\phi_{k+1}$ by

$$
\phi_{k+1}=\frac{\hat{\phi}_{k+1}}{\left\|\hat{\phi}_{k+1}\right\|_{L^{2}}} .
$$

We note that $\mu$ is scaled out of the iteration, but can be recovered after convergence via (1.2). This iteration is considered a Picard-projection scheme since Step 1 consists of a linearization created by lagging part of the nonlinear term in the iteration, followed by Step 2 which projects the solution from Step 1 back to the unit sphere.

The second solver is a type of normalized gradient flow (NGF) studied in [7], where pseudo-timestepping is employed to find the steady solution of the time dependent system

$$
\begin{aligned}
& \phi_{t}=\frac{1}{2} \Delta \phi-V \phi-\beta|\phi|^{2} \phi, \\
& \phi_{\partial \Omega}=0, \\
& \int_{\Omega}|\phi|^{2} d x=1 .
\end{aligned}
$$

We use the two-step backward Euler (BE) based method proposed in [7], which leads to the "time-stepping" iteration below.

BENGF Step 1 Find $\hat{\phi}_{k+1}$ satisfying

$$
\begin{align*}
& \frac{\hat{\phi}_{k+1}-\phi_{k}}{\Delta t}=\frac{1}{2} \Delta \hat{\phi}_{k+1}-V \hat{\phi}_{k+1}-\beta\left|\phi_{k}\right|^{2} \hat{\phi}_{k+1},  \tag{1.3a}\\
& \left.\hat{\phi}_{k+1}\right|_{\partial \Omega}=0 . \tag{1.3b}
\end{align*}
$$

BENGF Step 2 Calculate $\phi_{k+1}$ by

$$
\phi_{k+1}=\frac{\hat{\phi}_{k+1}}{\left\|\hat{\phi}_{k+1}\right\|_{L^{2}}} .
$$

In Step 1, the time step size $\Delta t$ is a user defined parameter, often taken large e.g., $\mathcal{O}(0.1)$ or larger [7]. Note that as $\Delta t \rightarrow \infty$, BENGF becomes formally equivalent to Picard-projection, making the methods strongly related. Note that BENGF Step 1 can be rearranged as

$$
-\frac{1}{2} \Delta\left(\Delta t \hat{\phi}_{k+1}\right)+\left(V+\frac{1}{\Delta t}\right)\left(\Delta t \hat{\phi}_{k+1}\right)+\beta\left|\phi_{k}\right|^{2}\left(\Delta t \hat{\phi}_{k+1}\right)=\phi_{k}
$$

which reveals that as $\Delta t \rightarrow \infty, V+\frac{1}{\Delta t} \rightarrow V$, and therefore $\Delta t \hat{\phi}_{k+1}$ obtained from BENGF Step 1 would finally be identical in direction to $\hat{\phi}_{k+1}$ computed from Picard-projection Step 1.

We analyze and test AA applied to both the Picard-projection and BENGF solvers. For each, we formulate them as fixed point iterations together with a finite element spatial discretization. We then prove that both methods fit in the AA analysis framework recently developed in [30], and thus that their linear convergence rate will be improved at each iteration by a scaling factor (less than 1 ) associated with the gain of the AA optimization problem. Numerical experiments are then presented that show a significant improvement in the convergence of both methods, often cutting the number of iterations required for convergence by more than half. Comparisons between the methods are also given, and in fact we show that given a small $\beta>0$, for smaller time step sizes, the BENGF method tends to be slower than Picard-projection method but for larger time step sizes has similar convergence behavior. While we consider just these two particular solvers herein, based on our results we expect that AA will also provide improvement to other solvers for (1.1a)-(1.1c).

We remark that this PDE takes a form similar to the Allen-Cahn and Cahn-Hilliard equations, and energy stable numerical schemes have been developed for these systems, e.g., $[10,17,18,22,31,38,39]$ and references therein. Extending those methods to work for this system and using AA, or applying AA to those systems are interesting ideas the authors will explore in future work.

This paper is arranged as follows. In Section 2, mathematical preliminaries are given as well as some notation and definitions. Section 3 analyzes AA applied to the two solvers, and Section 4 gives results of the associated numerical tests. Section 5 provides local convergence analysis of the methods, and finally conclusions are drawn in Section 6.

## 2 Background and preliminaries

We consider a domain $\Omega \subset \mathbb{R}^{d}, d=1,2,3$. The $L^{2}(\Omega)$ norm and inner product will be denoted by $\|\cdot\|$ and $(\cdot, \cdot)$ respectively. All other norms will be labeled with subscripts.

Define the space $X=H_{0}^{1}(\Omega)$, and recall the Poincare inequality, which guarantees that for all $\phi \in X$ there exists a constant $C_{P}$ depending only on $\Omega$ such that

$$
\|\phi\| \leq C_{P}\|\nabla \phi\| .
$$

Hence for functions in $X$, the $H^{1}$ and $\|\nabla \cdot\|$ norms are equivalent.

### 2.1 Discretization details

Let $\tau_{h}(\Omega)$ be a regular conforming mesh of $\Omega$, with maximum element width $h$. Define $X_{h}=X \cap P_{k}\left(\tau_{h}\right)$, where $P_{k}\left(\tau_{h}\right)$ denotes degree $k$ polynomials over each element of the mesh $\tau_{h}$. We assume the mesh is sufficiently regular for the following inverse inequalities to hold [8]: there exists a constant $C_{I}$ that is independent of $h$ such that for every $v \in X_{h}$,

$$
\|\nabla v\|_{L^{p}} \leq C_{I} h^{\frac{d}{2}-p}{ }^{\frac{2-p}{p}}\|\nabla v\|, \quad\|\nabla v\|_{L^{p}} \leq C_{I} h^{-1}\|v\|_{L^{p}} .
$$

Lastly, we define $Y_{h}=\left\{v \in X_{h},\|v\|=1\right\}$ to be the subset of $X_{h}$ on the unit sphere.

### 2.2 Anderson acceleration

Anderson acceleration is an extrapolation technique which is used to improve the convergence of fixed-point iterations. It may be stated as follows [34,37], for a given fixed-point operator $g: Y \rightarrow Y$, where $Y$ is any normed vector space:

Algorithm 2.1. Anderson acceleration with depth $m \geq 0$ and damping factors $0<\eta_{k} \leq 1$.
Step 0 Choose $x_{0} \in Y$.
Step 1 Calculate $w_{1}=g\left(x_{0}\right)-x_{0}$. Set $x_{1}=x_{0}+w_{1}$.
Step $k$ For $k=2,3, \cdots$. Set $m_{k}=\min \{k-1, m\}$.
a. Calculate $w_{k}=g\left(x_{k-1}\right)-x_{k-1}$.
b. Solve the minimization problem for parameters $\left\{\alpha_{j}^{k}\right\}_{k-m_{k}}^{k-1}$

$$
\begin{equation*}
\min \left\|\left(1-\sum_{j=k-m_{k}}^{k-1} \alpha_{j}^{k}\right) w_{k}+\sum_{j=k-m_{k}}^{k-1} w_{j}\right\|_{Y} \tag{2.1}
\end{equation*}
$$

c. For damping factor $0<\eta_{k} \leq 1$, set

$$
\begin{align*}
x_{k}=(1 & \left.-\sum_{j=k-m_{k}}^{k-1} \alpha_{j}^{k}\right) x_{k-1}+\sum_{j=k-m_{k}}^{k-1} \alpha_{j}^{k} x_{j-1} \\
& +\eta_{k}\left(\left(1-\sum_{j=k-m_{k}}^{k-1} \alpha_{j}^{k}\right) w_{k}+\sum_{j=k-m_{k}}^{k-1} \alpha_{j}^{k} w_{j}\right), \tag{2.2}
\end{align*}
$$

In the AA algorithm, $w_{j}=g\left(x_{j-1}\right)-x_{j-1}$ is referred to as the nonlinear residual. The goal of AA is to accelerate convergence compared to the original fixed point iteration $x_{k+1}=g\left(x_{k}\right)$, and we note that $m=0$ returns exactly this original fixed point iteration.

For implementation with depth $m>0$, it is helpful to write the algorithm in terms of an unconstrained optimization problem $[13,30,37]$. Define the matrices $E_{k}$ and $F_{k}$, whose columns are the consecutive differences between iterates and residuals, respectively:

$$
\begin{align*}
& E_{k-1}:=\left(\begin{array}{llll}
e_{k-1} & e_{k-2} & \cdots & e_{k-m_{k}}
\end{array}\right), \quad e_{j}=x_{j}-x_{j-1},  \tag{2.3a}\\
& F_{k}:=\left(\begin{array}{llll}
\left(w_{k}-w_{k-1}\right) & \left(w_{k-1}-w_{k-2}\right) & \cdots & \left(w_{k-m_{k}+1}-w_{k-m_{k}}\right)
\end{array}\right) . \tag{2.3b}
\end{align*}
$$

Then defining

$$
\gamma^{k}=\operatorname{argmin}_{\gamma \in \mathbb{R}^{m}}\left\|w_{k}-F_{k} \gamma\right\|_{\gamma},
$$

we can write the update step (2.2) as

$$
\begin{equation*}
x_{k}=x_{k-1}+\eta_{k} w_{k}-\left(E_{k-1}+\eta_{k} F_{k}\right) \gamma^{k}=x_{k-1}^{\alpha}+\eta_{k} w_{k}^{\alpha} \tag{2.4}
\end{equation*}
$$

where $w_{k}^{\alpha}=w_{k}-F_{k} \gamma^{k}$ and $x_{k-1}^{\alpha}=x_{k-1}-E_{k-1} \gamma^{k}$. The optimization gain factor $\xi_{k}$ is defined by

$$
\begin{equation*}
\left\|w_{k}^{\alpha}\right\|_{Y}=\xi_{k}\left\|w_{k}\right\|_{Y}, \tag{2.5}
\end{equation*}
$$

and this gain factor $\xi_{k}$ plays a critical role in the convergence theory to follow. Specifically, AA reduces the contribution from the first-order residual term by a factor of $\xi_{k}$, but introduces higher-order terms into the residual expansion.

The next two assumptions are sufficient conditions on the fixed point operator $g$ for the AA convergence results developed in $[12,30]$ to hold.

Assumption 2.1. Assume $g \in C^{1}(Y)$ has a fixed point $x^{*}$ in $Y$, and there are positive constants $c_{0}$ and $c_{1}$ with

1. $\left\|g^{\prime}(x)\right\| \leq c_{0}$ for all $x \in Y$, and
2. $\left\|g^{\prime}(x)-g^{\prime}(y)\right\| \leq c_{1}\|x-y\|$ for all $x, y \in Y$.

Note that for the AA theory below, it is not required that $c_{0}<1$, or even that $\left\|g^{\prime}\left(x^{*}\right)\right\|<$ 1.

Assumption 2.2. Assume there is a constant $\sigma>0$ for which the differences between consecutive residuals and iterates satisfy

$$
\left\|w_{k+1}-w_{k}\right\|_{Y} \geq \sigma\left\|x_{k}-x_{k-1}\right\|_{Y}, \quad k \geq 1 .
$$

For contractive $g$, such a $\sigma$ can be automatically found [30]; if $g$ is non-contractive, existence of such $\sigma^{\prime}$ s is related to the Jacobian of the function $f(x)=x-g(x)$ being nonsingular [30].

Under Assumptions 2.1 and 2.2, the following result summarized from [30] produces a one-step bound on the residual $\left\|w_{k+1}\right\|$ in terms of the previous residual $\left\|w_{k}\right\|$.

Theorem 2.1 (Pollock, Rebholz, 2020). Consider Algorithm 2.1 with depth $m_{k}$. Suppose Assumptions 2.1 and 2.2 hold, and the direction sines between columns of $F_{j}$ defined by (2.3b) are bounded below by a constant $c_{s}>0$, for $j=k-m_{k}, \cdots, k-1$. Then the residual $w_{k+1}=g\left(x_{k}\right)-x_{k}$ satisfies the following bound:

$$
\begin{align*}
\left\|w_{k+1}\right\| \leq\left\|w_{k}\right\| & \left(\xi_{k}\left(\left(1-\eta_{k}\right)+c_{0} \eta_{k}\right)+\frac{C c_{1} \sqrt{1-\theta_{k}^{2}}}{2}\left(\left\|w_{k}\right\| h\left(\xi_{k}\right)\right.\right. \\
& \left.\left.+2 \sum_{n=k-m_{k}+1}^{k-1}(k-n)\left\|w_{n}\right\| h\left(\xi_{n}\right)+m_{k}\left\|w_{k-m_{k}}\right\| h\left(\xi_{k-m_{k}}\right)\right)\right) \tag{2.6}
\end{align*}
$$

where $h\left(\xi_{j}\right) \leq C \sqrt{1-\xi_{j}^{2}}+\eta_{j} \xi_{j}$, and $C$ depends on $c_{s}$ and the implied upper bound on the direction cosines.

Remark 2.1. As discussed in [30], the assumption that $c_{s}>0$ enforces that the columns of $F_{j}$ are linearly independent. This is necessary for solving the minimization problem, and moreover the constant $C$ in (2.6) blows up as $c_{s} \rightarrow 0$. This criteria can be easily enforced in practice and on the fly, by calculating $c_{s}$ and reducing $m_{k}$ accordingly so that $c_{s}$ is always bounded above a certain tolerance (in tests in [30], a tolerance of 0.1 worked well).

The one-step estimate (2.6) shows how the gain factor $\xi_{k}$ from the optimization problem scales the linear convergence rate, and also the summation shows how increasing the depth $m_{k}$ adds higher order terms to the residual expansion. Hence the improvement in the linear convergence rate comes at a cost if recent residuals are not small. If there is no gain from the optimization problem, then since the higher order terms are scaled by $\sqrt{1-\xi_{k}^{2}}$ the usual fixed point residual estimate is recovered. The theorem suggests that greater depths in the early iterations may slow or prevent convergence in many cases, while alternating between small $m_{k}$ for early iterations and increasing it in later iterations when the residual is small may be more effective; indeed, in [29] this is shown to be an effective strategy for choosing the depth.

## 3 Anderson accelerated iterations for solving GPE

In this section we prove that the Anderson accelerated Picard-projection and BENGF iterations, once discretized with the finite element method (FEM), fit the AA analysis framework developed in [30]. This allows us to prove that AA improves the linear convergence rate for both iterations.

### 3.1 Anderson acceleration Picard-projection iteration

We consider here AA applied to a FEM discretization of the Picard-projection iteration, which we call $\mathrm{PP}_{h}$. It is defined as follows:
$\mathbf{P P}_{h}$ Step 1 Given $\phi_{k} \in Y_{h}$, find $\hat{\phi}_{k+1} \in X_{h}$ satisfying

$$
\frac{1}{2}\left(\nabla \hat{\phi}_{k+1}, \nabla \chi\right)+\left(V \hat{\phi}_{k+1}, \chi\right)+\beta\left(\left|\phi_{k}\right|^{2} \hat{\phi}_{k+1}, \chi\right)=\left(\phi_{k}, \chi\right)
$$

$\mathbf{P P}_{h}$ Step 2 Calculate

$$
\phi_{k+1}=\frac{\hat{\phi}_{k+1}}{\left\|\hat{\phi}_{k+1}\right\|} .
$$

We establish next the well-posedness of $\mathrm{PP}_{h}$, which allows us to define the solution operator $g: Y_{h} \rightarrow Y_{h}$ for each $\mathrm{PP}_{h}$ iteration so that it can be written as

$$
\phi_{k+1}=g\left(\phi_{k}\right)=(p \circ f)\left(\phi_{k}\right),
$$

where $f$ represents the Step 1 solution operator, and $p$ represents the Step 2 projection.
Lemma 3.1. For any given mesh sufficiently regular for the inverse inequality to hold, the $P P_{h}$ iteration is well-posed.

Proof. Given $u \in V_{h}$, define the bilinear form $a_{u}(\cdot, \cdot): X_{h} \times X_{h} \rightarrow \mathbb{R}$ by

$$
a_{u}(v, \chi)=\frac{1}{2}(\nabla v, \nabla \chi)+(V v, \chi)+\beta\left(|u|^{2} v, \chi\right) .
$$

Since $\beta \geq 0$ and $V(x) \geq 0$ for all $x, a_{u}$ is observed to be continuous and coercive: choosing $\chi=v$ gives

$$
a_{u}(v, v)=\frac{1}{2}\|\nabla v\|^{2}+\left\|V^{1 / 2} v\right\|^{2}+\beta \int_{\Omega}|u|^{2}|v|^{2} d x \geq \frac{1}{2}\|\nabla v\|^{2}
$$

and Cauchy-Schwarz, Hölder, and Sobolev inequalities provide

$$
\begin{aligned}
\left|a_{u}(v, \chi)\right| & \leq \frac{1}{2}\|\nabla v\|\|\nabla \chi\|+\|V\|_{L^{\infty}}\|v\|\|\chi\|+\beta\left\|\left.u\right|^{2}\right\|_{L^{3 / 2}}\|v\|_{L^{6}}\|\chi\|_{L^{6}} \\
& \leq \frac{1}{2}\|\nabla v\|\|\nabla \chi\|+\|V\|_{L^{\infty}} C_{P}^{2}\|\nabla v\|\|\nabla \chi\|+C \beta\|u\|_{L^{3}}^{2}\|\nabla v\|\|\nabla \chi\| \\
& \leq\left(\frac{1}{2}+\|V\|_{L^{\infty}} C_{P}^{2}+C \beta\|u\|_{L^{3}}^{2}\right)\|\nabla v\|\|\nabla \chi\| \\
& \leq\left(\frac{1}{2}+\|V\|_{L^{\infty}} C_{P}^{2}+C \beta C_{I} h^{-d / 3}\right)\|\nabla v\|\|\nabla \chi\|,
\end{aligned}
$$

with the last step thanks to the inverse inequality and $\|u\|=1$. We note that in 1D, an improved Agmon inequality will allow for the dependence on $h$ to be removed using

$$
\beta\left(|u|^{2} v, \chi\right) \leq \beta\|u\|_{L^{2}}^{2}\|v\|_{L^{\infty}}\|\chi\|_{L^{\infty}} \leq C \beta\|\nabla v\|\|\nabla \chi\| .
$$

Define $F_{u}: X_{h} \rightarrow \mathbb{R}$ by

$$
F_{u}(\chi)=(u, \chi)
$$

and $F$ is easily seen to be continuous using Cauchy-Schwarz and Poincare via

$$
\left|F_{u}(\chi)\right| \leq\|u\|\|\chi\| \leq C_{P}\|\nabla \chi\|
$$

Now by Lax-Milgram, the problem:

$$
\text { Given } u \in V_{h} \text {, find } v \in X_{h} \text { satisfying } a_{u}(v, \chi)=F_{u}(\chi) \text { for all } \chi \in X_{h}
$$

is well-posed. Since $\phi_{k} \in V_{h} \subset X_{h}$, this well-posedness implies that $\mathrm{PP}_{h}$ Step 1 is well posed, and that the continuity and coercivity constants are independent of $k$.

Next, since $\phi_{k} \in Y_{h}$ in $\mathrm{PP}_{h}$ Step 1, we have that $\phi_{k} \neq 0$ and thus from the coercivity of $a_{\phi_{k}}$, we obtain $\hat{\phi}_{k+1} \neq 0$. This makes the Step 2 projection well-defined, and thus we have established that the $\mathrm{PP}_{h}$ iteration is well-posed.

The well-posedness result above (in particular the use of the Lax-Milgram theorem) is sufficient to also establish Lipschitz continuity of $g$ : for all $u, v \in Y_{h}$, there exists $C_{g}<\infty$ satisfying

$$
\|\nabla(g(u)-g(v))\| \leq C_{g}\|\nabla(u-v)\| .
$$

Despite the potential inverse dependence of $C_{g}$ on the mesh width in the above theory, we argue that near the solution $C_{g}$ may not, at least for a small $\beta>0$. Notice that each iteration of $\mathrm{PP}_{h}$ can be considered as one step of an inverse power method using the finite element coefficient matrix $A_{k}$ arising from the $\mathrm{PP}_{h}$ Step 1. This is an important point when discussing convergence of $\mathrm{PP}_{h}$ and comparing it to BENGF below. Denoting this matrix by

$$
A_{k}=\left(-\frac{1}{2} \Delta+V+\beta\left|\phi_{k}\right|^{2}\right)_{h}
$$

and $A=\left(-\frac{1}{2} \Delta+V+\beta|\phi|^{2}\right)_{h}$ (where $\phi$ solves (1.1a)-(1.1c) as the unique minimum eigenvalue) then for a good enough initial guess it is reasonable to expect that $\mathrm{PP}_{h}$ defines a contractive iteration that will converge to the minimum eigenvalue of $A$ and its associated eigenvector, for a sufficiently small $\beta>0$. A more detailed discussion of the local convergence is given in section 5 , but for now this suggests that $C_{g}$ should be at most $O(1)$ if near a root with a small $\beta$, since in any vector norm the associated Lipschitz constant would be bounded above by 1 .

While the $\mathrm{PP}_{h}$ scheme is simple, converges locally with a small $\beta$ (see Section 5), and has no parameters to choose, it can suffer from slow convergence if the smallest and second smallest eigenvalues of $A$ are close. We consider now $\mathrm{PP}_{h}$ enhanced with AA, with
depth $m_{k}$ and relaxation parameters $\eta_{k}$ : this is defined simply by the AA algorithm of Section 2 with the fixed point function $g$ above. We will refer to it as Anderson accelerated $\mathrm{PP}_{h}\left(\mathrm{AAPP}_{h}\right)$. As discussed in Section 2, a theoretical framework was recently developed in $[12,30]$ that proves an increase in the linear convergence rate of a fixed point iteration by AA in the vicinity of a root, provided several assumptions on the underlying fixed point function. This subsection is dedicated to showing that the $\mathrm{PP}_{h}$ fixed point operator $g$ satisfies the AA theory assumptions from [30], which yields the following result.
Theorem 3.1. For $A A P P_{h}$ under the assumption that the direction sines between columns of $F_{j}$ defined by (2.3b) are bounded below by a constant $c_{s}>0$, for $j=k-m_{k}, \cdots, k-1$, and Assumption 2.3 holds for $g$ and the previous $m_{k}$ iterates, then $w_{k+1}=g\left(\phi_{k}\right)-\phi_{k}$ satisfies

$$
\begin{equation*}
\left\|w_{k+1}\right\| \leq\left\|w_{k}\right\|\left(\xi_{k}\left(\left(1-\eta_{k}\right)+C_{g} \eta_{k}\right)+C \sqrt{1-\theta_{k}^{2}}\left(\sum_{n=k-m_{k}}^{k-1}\left\|w_{n}\right\| h\left(\xi_{n}\right)\right)\right) . \tag{3.1}
\end{equation*}
$$

Remark 3.1. The theorem reveals an improvement in the linear convergence rate from the use of AA since the gain factor $\xi_{k} \in[0,1]$ of the AA optimization problem is reduced as $m_{k}$ is increased. However, the theorem also shows that as $m_{k}$ is increased, more higher order terms are introduced into the upper bound. The additional higher order terms that are added can be enough to prevent convergence especially early in an iteration when the residual is large. This phenomena of $m_{k}$ being too large is illustrated for $\mathrm{AAPP}_{h}$ in the first numerical test in Section 4.1. As discussed in [29,30], a good strategy for choosing $m_{k}$ is to choose it small when the residual is large, and choose it large when the residual is small.

Remark 3.2. Regarding the assumptions of the theorem: Remark 2.1 above discusses how $c_{s}>t o l>0$ can be satisfied in practice by reducing $m_{k}$ if necessary. Assumption 2.3 holds for $g$ and the previous $m_{k}$ iterates, for example, when $g$ is contractive in a neighborhood of the root (which can be checked by running $\mathrm{PP}_{h}$ and monitoring convergence, given an initial guess in the neighborhood) and the previous $m_{k}$ iterates all lie in the contractive region. It is discussed in [30] how Assumption 2.3 can be satisfied if $g$ is not contractive at the root. While the analysis below guarantees an upper bound on $C_{g}$, it is not sufficiently refined to produce usable criteria for where $g$ is contractive near a root.

This theorem will be proved in the following series of lemmas, which show that $g$ satisfies Assumptions 2.1-2.2. Once this is established, we are able to invoke Theorem 2.1, which provides the above result for 1 iteration of $\mathrm{AAPP}_{h}$.

To begin our analysis, consider the FEM problem representing
Step 1 Given $u \in X_{h}$ and $\beta>0$, find $v \in X_{h}$ satisfying

$$
\begin{equation*}
\frac{1}{2}(\nabla v, \nabla \chi)+(V v, \chi)+\beta\left(|u|^{2} v, \chi\right)=(u, \chi), \quad \forall \chi \in X_{h} . \tag{3.2}
\end{equation*}
$$

It is shown above that the solution operator $f: X_{h} \rightarrow X_{h}$ given by $v=f(u)$ associated with (3.2) is well-defined.

Next, define the set $S=\left\{u \in X_{h},\|u\| \leq K_{0}\right\}$, where $K_{0}$ can be any constant larger than 1 , and note that $Y_{h} \subset S$. We now prove an a priori solution bound for $v=f(u)$ with $u \in S$.
Lemma 3.2. For any $\beta>0$ and $u \in S$, the solution $v=f(u) \in X_{h}$ satisfies

$$
\|\nabla v\| \leq C \min \left\{2 C_{P} K_{0}, \beta^{-1 / 2}(\operatorname{vol}(\Omega))^{1 / 2}\right\}=: C_{1}
$$

where $C$ is a constant dependent only on $\Omega$.
Proof. Taking $\chi=v$ in (3.2) yields

$$
\frac{1}{2}\|\nabla v\|^{2}+\left\|V^{1 / 2} v\right\|^{2}+\beta\||u| v\|^{2}=(u, v)
$$

Thanks to Cauchy-Schwarz and Poincare inequalities and $u \in S$, we have that the right hand side term is bounded by

$$
(u, v) \leq\|u\|\|v\| \leq C_{P}\|u\|\|\nabla v\| \leq C_{P} K_{0}\|\nabla v\|,
$$

and so

$$
\frac{1}{2}\|\nabla v\|^{2} \leq C_{P} K_{0}\|\nabla v\| \Longrightarrow\|\nabla v\| \leq 2 C_{P} K_{0}
$$

One could alternatively majorize the right hand side using Cauchy-Schwarz and Young's inequalities via

$$
(u, v)=\int_{\Omega}(u v) \cdot 1 d x \leq\||u| v\|\| \| 1\left\|\leq \frac{\beta}{2}\right\||u| v\left\|^{2}+\frac{1}{2 \beta}\right\| 1 \|^{2},
$$

which gives

$$
\|\nabla v\|^{2}+\beta\||u| v\|^{2} \leq \beta^{-1} \operatorname{vol}(\Omega)
$$

and finishes the proof.
Lemma 3.3. Suppose $u_{1}, u_{2} \in S$. Then there exists a constant $C_{f}=\left(8\left(C_{P}^{4}+8 C \beta^{2} K_{0}^{2} C_{1}^{2}\right)\right)^{1 / 2}$ such that

$$
\left\|\nabla\left(f\left(u_{1}\right)-f\left(u_{2}\right)\right)\right\|=\left\|\nabla\left(v_{1}-v_{2}\right)\right\| \leq C_{f}\left\|\nabla\left(u_{1}-u_{2}\right)\right\|
$$

Proof. Let $v_{1}=f\left(u_{1}\right)$ and $v_{2}=f\left(u_{2}\right)$. Then from the definition of $f$, we have that

$$
\begin{array}{ll}
\frac{1}{2}\left(\nabla v_{1}, \nabla \chi\right)+\left(V v_{1}, \chi\right)+\beta\left(\left|u_{1}\right|^{2} v_{1}, \chi\right)=\left(u_{1}, \chi\right), & \forall \chi \in X_{h}, \\
\frac{1}{2}\left(\nabla v_{2}, \nabla \chi\right)+\left(V v_{2}, \chi\right)+\beta\left(\left|u_{2}\right|^{2} v_{2}, \chi\right)=\left(u_{2}, \chi\right), & \forall \chi \in X_{h} .
\end{array}
$$

Subtracting then yields

$$
\frac{1}{2}\left(\nabla\left(v_{1}-v_{2}\right), \nabla \chi\right)+\left(V\left(v_{1}-v_{2}\right), \chi\right)+\beta\left(\left|u_{1}\right|^{2} v_{1}-\left|u_{2}\right|^{2} u_{2}, \chi\right)=\left(u_{1}-u_{2}, \chi\right), \quad \forall \chi \in X_{h}
$$

and choosing $\chi=v_{1}-v_{2}$ implies that

$$
\begin{align*}
& \frac{1}{2}\left\|\nabla\left(v_{1}-v_{2}\right)\right\|^{2}+\left\|V^{1 / 2}\left(v_{1}-v_{2}\right)\right\|^{2} \\
& \quad+\beta \int_{\Omega}\left(\left|u_{1}\right|^{2} v_{1}-\left|u_{2}\right|^{2} v_{2}\right)\left(v_{1}-v_{2}\right) d x \\
& =\left(u_{1}-u_{2}, v_{1}-v_{2}\right) . \tag{3.3}
\end{align*}
$$

The right hand side term can be majorized with Cauchy-Schwarz and Young inequalities as

$$
\left(u_{1}-u_{2}, v_{1}-v_{2}\right) \leq\left\|u_{1}-u_{2}\right\|_{H^{-1}}\left\|\nabla\left(v_{1}-v_{2}\right)\right\| \leq\left\|u_{1}-u_{2}\right\|_{H^{-1}}^{2}+\frac{1}{4}\left\|\nabla\left(v_{1}-v_{2}\right)\right\|^{2}
$$

and using the expansion

$$
\begin{aligned}
\left|u_{1}\right|^{2} v_{1}-\left|u_{2}\right|^{2} v_{2} & =\left(\left|u_{1}\right|^{2}-\left|u_{2}\right|^{2}\right) v_{2}+\left|u_{1}\right|^{2}\left(v_{1}-v_{2}\right) \\
& =\left(\left|u_{1}\right|+\left|u_{2}\right|\right)\left(\left|u_{1}\right|-\left|u_{2}\right|\right) v_{2}+\left|u_{1}\right|^{2}\left(v_{1}-v_{2}\right),
\end{aligned}
$$

we have from (3.3) that

$$
\begin{align*}
& \frac{1}{4}\left\|\nabla\left(v_{1}-v_{2}\right)\right\|^{2}+\left\|V^{1 / 2}\left(v_{1}-v_{2}\right)\right\|^{2}+\beta \int_{\Omega}\left|u_{1}\right|^{2}\left|v_{1}-v_{2}\right|^{2} d x \\
\leq & \left\|u_{1}-u_{2}\right\|_{H^{-1}}^{2}+\beta\left|\int_{\Omega}\left(\left|u_{1}\right|+\left|u_{2}\right|\right)\left(\left|u_{1}\right|-\left|u_{2}\right|\right) v_{2}\left(v_{1}-v_{2}\right) d x\right| . \tag{3.4}
\end{align*}
$$

Using Hölder's inequality $\left(L^{2}-L^{6}-L^{6}-L^{6}\right)$ on the right hand side, the embedding of $L^{6}$ into $H^{1}$, the triangle inequality, and Lemma 3.2, we obtain the bound

$$
\begin{aligned}
&\left|\int_{\Omega}\left(\left|u_{1}\right|+\left|u_{2}\right|\right)\left(\left|u_{1}\right|-\left|u_{2}\right|\right) v_{2}\left(v_{1}-v_{2}\right) d x\right| \\
& \leq\left\|u_{1}+u_{2}\right\|\left\|\nabla\left(u_{1}-u_{2}\right)\right\|\left\|\nabla \nabla v_{2}\right\|\left\|\nabla\left(v_{1}-v_{2}\right)\right\| \\
& \leq 2 C K_{0} C_{1}\left\|\nabla\left(u_{1}-u_{2}\right)\right\|\left\|\nabla\left(v_{1}-v_{2}\right)\right\| .
\end{aligned}
$$

Combining with the bound (3.4), we now have

$$
\begin{equation*}
\frac{1}{4}\left\|\nabla\left(v_{1}-v_{2}\right)\right\|^{2} \leq\left\|u_{1}-u_{2}\right\|_{H^{-1}}^{2}+2 C \beta K_{0} C_{1}\left\|\nabla\left(u_{1}-u_{2}\right)\right\|\left\|\nabla\left(v_{1}-v_{2}\right)\right\| . \tag{3.5}
\end{equation*}
$$

Young's inequality and Poincare now provide

$$
\begin{equation*}
\left\|\nabla\left(v_{1}-v_{2}\right)\right\|^{2} \leq 8\left(C_{P}^{4}+8 C \beta^{2} K_{0}^{2} C_{1}^{2}\right)\left\|\nabla\left(u_{1}-u_{2}\right)\right\|^{2} \tag{3.6}
\end{equation*}
$$

which finishes the proof.

Lemma 3.4. The solution operator $f$ is Frechet differentiable on $S$, and its Frechet derivative is Lipschitz continuous.
Proof. From the definition of $f$, we have for $u \in S, \delta \in S$, and $u+\delta \in S$,

$$
\begin{aligned}
& \frac{1}{2}(\nabla(f(u+\delta)), \nabla \chi)+(V f(u+\delta), \chi)+\beta\left(|u+\delta|^{2} f(u+\delta), \chi\right)=(u+\delta, \chi), \\
& \frac{1}{2}(\nabla(f(u)), \nabla \chi)+(V f(u), \chi)+\beta\left(|u|^{2} f(u), \chi\right)=(u, \chi) .
\end{aligned}
$$

Subtracting gives

$$
\begin{align*}
& \frac{1}{2}(\nabla(f(u+\delta)-f(u)), \nabla \chi)+(V(f(u+\delta)-f(u)), \chi) \\
& \left.\quad+\beta\left(\left(|u+\delta|^{2}-|u|^{2}\right) f(u)\right), \chi\right)+\beta\left(|u+\delta|^{2}(f(u+\delta)-f(u)), \chi\right) \\
= & (\delta, \chi) . \tag{3.7}
\end{align*}
$$

Define the operator $A_{u}=A_{u}(\delta)$ by: find $A_{u} \in X_{h}$ satisfying

$$
\begin{equation*}
\frac{1}{2}\left(\nabla A_{u}, \nabla \chi\right)+\left(V A_{u}, \chi\right)+\beta\left(|u|^{2} A_{u}, \chi\right)+2 \beta(u \delta f(u), \chi)=(\delta, \chi), \quad \forall \chi \in X_{h} \tag{3.8}
\end{equation*}
$$

Since $u, \delta \in S$, and with the a priori bounds established in Lemma 3.2, $A_{u}$ is well-defined thanks to the Lax-Milgram theorem. Further, choosing $\chi=A_{u}$, dropping positive left hand side terms, and using Sobolev inequalities yields the bound

$$
\begin{aligned}
\frac{1}{2}\left\|\nabla A_{u}\right\|^{2} & \leq 2 \beta\|f(u)\|_{L^{6}}\left\|A_{u}\right\|_{L^{6}}\|u\|_{L^{2}}\|\delta\|_{L^{6}}+\|\delta\|\left\|A_{u}\right\| \\
& \leq C \beta C_{1} K_{0}\left\|\nabla A_{u}\right\|\|\nabla \delta\|+C_{P}^{2}\|\nabla \delta\|\left\|\nabla A_{u}\right\|,
\end{aligned}
$$

and thus

$$
\begin{equation*}
\left\|\nabla A_{u}\right\| \leq\left(C \beta C_{1} K_{0}+C_{P}^{2}\right)\|\nabla \delta\| . \tag{3.9}
\end{equation*}
$$

Writing $e=f(u+\delta)-f(u)-A_{u}$ after subtracting (3.8) from (3.7) provides

$$
\begin{align*}
& \frac{1}{2}(\nabla e, \nabla \chi)+(V e, \chi)+\beta\left(|u|^{2} e, \chi\right) \\
= & -\beta\left(|\delta|^{2} f(u), \chi\right)-\beta\left(\left(2 u \delta+\delta^{2}\right)(f(u+\delta)-f(u)), \chi\right) . \tag{3.10}
\end{align*}
$$

Choosing $\chi=e$, we obtain using Hölder $\left(L^{2}-L^{6}-L^{6}-L^{6}\right)$, Sobolev and Poincare inequalities along with Lemma 3.2 that

$$
\begin{align*}
& \frac{1}{2}\|\nabla e\|^{2}+\left\|V^{1 / 2} e\right\|^{2}+\beta\||u| e\|^{2} \\
= & -\beta\left(|\delta|^{2} f(u), e\right)-\beta\left(\left(2 u \delta+\delta^{2}\right)(f(u+\delta)-f(u)), e\right) \\
\leq & C C_{P} \beta\|\nabla \delta\|^{2}\|\nabla f(u)\|\|\nabla e\|+C \beta\|\nabla e\|\|\nabla(f(u+\delta)-f(u))\|\|\nabla \delta \delta\|(\|\delta\|+\|u\|) \\
\leq & C C_{P} C_{1} \beta\|\nabla \delta\|^{2}\| \| \nabla e\left\|+C C_{P} K_{0} \beta\right\| \nabla e\| \| \nabla(f(u+\delta)-f(u))\| \| \nabla \delta \| . \tag{3.11}
\end{align*}
$$

Using Lemma 3.3 and reducing gives

$$
\begin{equation*}
\|\nabla e\| \leq C C_{P} \beta\left(C_{1}+K_{0} C_{f}\right)\|\nabla \delta\|^{2} . \tag{3.12}
\end{equation*}
$$

This proves that $A_{u}$ is the Frechet derivative of $f$ at $u$.
The bound (3.9) with the assumption that $u \in S$ implies continuity of $A_{u}$, and Lipschitz continuity of the Frechet derivative of $f$ on $S$ since the bound depends only on global constants.

We have now established that $f$ is Lipshitz continuously Frechet differentiable on $S$, and that

$$
\|\nabla(f(u)-f(v))\| \leq C_{f}\|\nabla(u-v)\| \text { for } u, v \in S .
$$

Next, we show that the function $p(\psi)=\psi /\|\psi\|$ is Lipschitz continuously Frechet differentiable on bounded sets that are bounded away from 0 .

Define the space $Y_{h}=\left\{v \in X_{h},\|v\|=1\right\}$, and consider now the function $p: f\left(X_{h} \backslash\{0\}\right) \rightarrow$ $Y_{h}$ defined by

$$
p(\psi)=\frac{\psi}{\|\psi\|}
$$

In fact, for any given $\psi \in X_{h} \backslash\{0\}$ and a $\delta \psi \in X_{h} \backslash\{0\}$ sufficiently small in norm,

$$
\begin{align*}
& p(\psi+\delta \psi)-p(\psi)=\frac{\psi+\delta \psi}{\|\psi+\delta \psi\|}-\frac{\psi}{\|\psi\|} \\
= & \frac{\psi+\delta \psi}{((\psi, \psi)+(\psi, \delta \psi)+(\delta \psi, \psi)+(\delta \psi, \delta \psi))^{\frac{1}{2}}}-\frac{\psi}{\|\psi\|} \\
= & \frac{\psi+\delta \psi}{\|\psi\|\left(1+(\psi, \psi)^{-1}((\psi, \delta \psi)+(\delta \psi, \psi)+(\delta \psi, \delta \psi))\right)^{\frac{1}{2}}}-\frac{\psi}{\|\psi\|} \\
= & \frac{\psi+\delta \psi}{\|\psi\|}\left(1-\frac{1}{2}(\psi, \psi)^{-1}((\psi, \delta \psi)+(\delta \psi, \psi)+(\delta \psi, \delta \psi))\right)-\frac{\psi}{\|\psi\|}+\mathcal{O}\left(\delta \psi^{2}\right) \\
= & \frac{1}{\|\psi\|}\left(\delta \psi-\frac{1}{2}(\psi, \psi)^{-1}((\psi, \delta \psi)+(\delta \psi, \psi)) \psi\right)+\mathcal{O}\left(\delta \psi^{2}\right) \\
= & \frac{1}{\|\psi\|}\left(\delta \psi-\frac{(p(\psi), \delta \psi)+(\delta \psi, p(\psi))}{2} p(\psi)\right)+\mathcal{O}\left(\delta \psi^{2}\right) . \tag{3.13}
\end{align*}
$$

In other words, the Frechet derivative of $p: \psi \rightarrow \frac{\psi}{\|\psi\|}$ is given by the linear mapping

$$
\begin{equation*}
D p(\psi): \delta \psi \rightarrow \frac{1}{\|\psi\|}\left(\delta \psi-\frac{(p(\psi), \delta \psi)+(\delta \psi, p(\psi))}{2} p(\psi)\right) \tag{3.14}
\end{equation*}
$$

which is obviously continuous with respect to $\psi$ bounded away from 0 . Also, it follows that

$$
\begin{align*}
\|D p(\psi)\| & =\sup _{\|\delta \delta\| \neq 0} \frac{1}{\|\psi\|}\left\|\delta \psi-\frac{(p(\psi), \delta \psi)+(\delta \psi, p(\psi))}{2} p(\psi)\right\| /\|\delta \psi\| \\
& \leq \frac{1}{\|\psi\|} \sup _{\delta \psi \neq 0}\left(1+\|p(\psi)\|^{2}\right)\|\delta \psi\| /\|\delta \psi\|=\frac{2}{\|\psi\|} . \tag{3.15}
\end{align*}
$$

The analysis above can be summarized into the following conclusion:
Lemma 3.5. The function $g: Y_{h} \rightarrow Y_{h}$ defined by $g=p \circ f$ is Lipschitz continuously Frechet differentiable, which completes the proof of Theorem 3.1.

Proof. Taking $K_{0}=2$, we have that $Y_{h} \subset S$. This is sufficient for Lemmas 3.2-3.4 to hold, making $f$ Lipschitz continuously Frechet differentiable on $Y_{h}$. The function $f: u \rightarrow v$ maps $u \in Y_{h}$ to $v \in X_{h} \backslash\{0\}$ bounded away from 0 . The coercivity of the symmetric bilinear form representing the left side of (3.2), which is established in Lemma 3.1, together with the domain of $f$ being $Y_{h}$ (all elements lie on unit sphere in $L^{2}$ norm) is sufficient to guarantee a positive lower bound on $\|\nabla f(u)\|$. Hence $p$ operates only on $f\left(Y_{h}\right)$, which is bounded away from 0 , and so $p$ is Lipschitz continuously Frechet differentiable on $f\left(Y_{h}\right)$ and maps into $Y_{h}$. Since $g=p \circ f, g$ must then also be Lipschitz continuously Frechet differentiable on $Y_{h}$.

### 3.2 Anderson accelerated BENGF iteration

We consider now AA applied to a FEM discretization of BENGF iteration (1.3a)-(1.3b). While [7] considers BENGF as a pseudo time-stepping method looking for a steady state, we consider it as a fixed point iteration to which we can apply AA.

We now define $\mathrm{BENGF}_{h}$, which is the BENGF iteration equipped with a finite element discretization.

BENGF $_{h}$ Step 1 Given $\phi_{k} \in Y_{h}$, find $\hat{\phi}_{k+1} \in X_{h}$ satisfying

$$
\frac{\Delta t}{2}\left(\nabla \hat{\phi}_{k+1}, \nabla \chi\right)+\left((1+V \Delta t) \hat{\phi}_{k+1}, \chi\right)+\beta \Delta t\left(\left|\phi_{k}\right|^{2} \hat{\phi}_{k+1}, \chi\right)=\left(\phi_{k}, \chi\right) .
$$

BENGF $_{h}$ Step 2 Calculate

$$
\phi_{k+1}=\frac{\hat{\phi}_{k+1}}{\left\|\hat{\phi}_{k+1}\right\|}
$$

Just as for $\mathrm{PP}_{h}$, we will consider improvements offered by AA to $\mathrm{BENGF}_{h}$.

Define the solution operator for the $\mathrm{BENGF}_{h}$ iteration to be $\tilde{g}: Y_{h} \rightarrow Y_{h}$, so that $\mathrm{BENGF}_{h}$ can be written as: $\phi_{k+1}=\tilde{g}\left(\phi_{k}\right)$. Since $\mathrm{BENGF}_{h}$ takes the exact same form as $\mathrm{PP}_{h}$, except has different left hand side coefficients in Step 1 that are still the same sign as in $\mathrm{PP}_{h}$, the theory that proves $\mathrm{PP}_{h}$ is well-posed and that its solution operator $g$ is well defined also applies here, and thus $\mathrm{BENGF}_{h}$ is well posed and $\tilde{g}$ is well defined. The Anderson accelerated $\mathrm{BENGF}_{h}$ is then defined by using the AA algorithm with the fixed point function $\tilde{g}$, and we call the resulting method $\mathrm{AABENGF}_{h}$. By the same reasoning as above for $\mathrm{BENGF}_{h}$ well-posedness, we can also invoke the $\mathrm{PP}_{h}$ theory to prove that $\tilde{g}$ satisfies Assumptions 2.1-2.2. Thus, calling $C_{\tilde{g}}$ the $\mathrm{BENGF}_{h}$ Lipschitz constant, repeating the $\mathrm{PP}_{h}$ theory establishes the following theorem for AABENGF ${ }_{h}$. Remark 3.2 applies in the same way to Theorem 3.2 as it does to Theorem 3.1 with regard to the theorem assumptions. Also similar to Theorem 3.1, the theorem below reveals an improvement in the linear convergence rate from AA through reducing $\xi_{k}$ by increasing $m_{k}$, but with the tradeoff of more higher order terms being introduced into the upper bound.

Theorem 3.2. For $A A B E N G F_{h}$ under the assumption that the direction sines between columns of $F_{j}$ defined by (2.3b) are bounded below by a constant $c_{s}>0$, for $j=k-m_{k}, \cdots, k-1$, and Assumption 2.3 holds for $g$ and the previous $m_{k}$ iterates, the residual $w_{k+1}=\tilde{g}\left(\phi_{k}\right)-\phi_{k}$ satisfies the following bound.

$$
\begin{equation*}
\left\|w_{k+1}\right\| \leq\left\|w_{k}\right\|\left(\xi_{k}\left(\left(1-\eta_{k}\right)+C_{\tilde{\delta}} \eta_{k}\right)+C \sqrt{1-\theta_{k}^{2}}\left(\sum_{n=k-m_{k}}^{k-1}\left\|w_{n}\right\| h\left(\xi_{n}\right)\right)\right) . \tag{3.16}
\end{equation*}
$$

## 4 Numerical tests

We now test the impact of AA on the $\mathrm{PP}_{h}$ and $\mathrm{BENGF}_{h}$ iterations for computing the ground state solution of several GPE problems in 1D and 2D. Overall we find for both iterations that AA significantly reduces the number of iterations needed for convergence. No relaxation is used, since the methods appeared to be contractive (or at least not growing) in all tests.

### 4.1 1D tests

We first compare $\mathrm{PP}_{h}, \mathrm{BENGF}_{h}$, and their AA accelerated variants on an example problem from [7] in 1D with a harmonic oscillator potential. Specifically, this problem has

$$
V(x)=\frac{x^{2}}{2}, \quad \phi_{0}(x)=\frac{1}{\pi^{1 / 4}} e^{-\frac{x^{2}}{2}}, \quad \Omega=[-20,20] .
$$

We discretize using $N=2^{14}$ equispaced elements (subintervals), and piecewise linear elements. Mass lumping is used, and so this FEM discretization is equivalent to a second order finite difference discretization in space. The stopping criterion of each method is that $\left\|\phi_{k+1}-\phi_{k}\right\|<10^{-8}$.


Figure 1: Solution to the 1D GPE with different values of $\beta$.
Solutions are computed by $\mathrm{PP}_{h}, \mathrm{BENGF}_{h}$, with and without AA, and with varying $\beta$. Table 1 shows the energy and chemical potential of the solutions corresponding to different values of $\beta$, and Fig. 1 plots the ground state solutions $\phi$.

The performance of $\mathrm{PP}_{h}$ and $\mathrm{AAPP}_{h}$ is summarized and illustrated in Fig. 2 and Table 2. For example, Table 2 shows that $\mathrm{PP}_{h}(m=0)$ takes 16 iterations to converge for the GPE with $\beta=3.1371$, and $\mathrm{AAPP}_{h}$ with depth $m=1$ needs 37 iterations to converge for $\beta=31.371$. The best performance (lowest iteration counts) is shown in bold numbers in the table. Note that $m=3$ is the best depth of AA for the two smaller values of $\beta$, but for the two larger $\beta, m=2$ is the best whereas $m=3$ leads to failure of convergence. The fail-

Table 1: The energy and chemical potential (lowest eigenvalue) found for the 1D GPE test problem. The same values were found with $\mathrm{PP}_{h}$ and $\mathrm{BENGF}_{h}$, with and without AA . These values obtained with $N=2^{13}$ and $N=2^{14}$ subintervals agreed to at least 5 digits.

| $\beta$ | $E_{\beta}(\phi)$ | $\mu_{g}=\mu_{\beta}(\phi)$ |
| :---: | :---: | :---: |
| 3.1371 | 1.0441 | 1.5266 |
| 31.371 | 3.9810 | 6.5527 |
| 313.71 | 18.171 | 30.259 |
| 3137.1 | 84.249 | 140.41 |



Figure 2: Convergence of Picard-projection and Anderson accelerated Picard-projection for the 1D GPE with different values of $\beta$.
ure for larger $m$ is consistent with the convergence analysis, as increasing $m$ introduces extra higher order terms into the right hand side of the residual bound; see Theorem 3.1 and Remark 3.1. We shall see a similar pattern for the 2D test later.

The performance of $\mathrm{BENGF}_{h}$ with different time step size $\Delta t$ is shown in Table 3. For instance, $\mathrm{BENGF}_{h}$ with $\Delta t=0.01$ takes 588 iterations to converge for $\beta=3.1371$. We note in particular that for $\beta=3.1371$, the performance of $\mathrm{BENGF}_{h}$ improves monotonically with increasing $\Delta t$, and $\mathrm{PP}_{h}$ outperforms $\mathrm{BENGF}_{h}$ with any $\Delta t \leq 10$. This is consistent with the local convergence analysis of the methods from section 5 on the potential advantage of Picard-projection for small $\beta$. For larger $\beta$, it is interesting to note that the (near-)optimal

Table 2: Iteration counts of Picard-projection ( $m=0$ ) and AA accelerated Picard-projection with different depth $m \geq 1$ for the GPE 1D test problem.

| $\beta$ | $m=0$ | $m=1$ | $m=2$ | $m=3$ |
| :---: | :---: | :---: | :---: | :---: |
| 3.1371 | 16 | 11 | 11 | $\mathbf{9}$ |
| 31.371 | 44 | 37 | 25 | $\mathbf{2 2}$ |
| 313.71 | 230 | 111 | $\mathbf{7 2}$ | $\infty$ |
| 3137.1 | 1118 | 285 | $\mathbf{2 1 2}$ | $\infty$ |



Figure 3: Convergence of $\mathrm{BENGF}_{h}$ and $A A B E N G F$ with time step $\Delta t=1$ for the 1D GPE with different values of $\beta$.
$\Delta t$ (with which fewest iterations are needed) seems to be inversely proportional to $\beta$; with the optimal $\Delta t, \mathrm{BENGF}_{h}$ converges more rapidly than $\mathrm{PP}_{h}$. However, it is not clear how to find the optimal $\Delta t$ without repeated experiments.

Finally, the performance of $\mathrm{BENGF}_{h}$ and $\mathrm{AABENGF}_{h}$ is shown in Fig. 3 and Table 4. For example, Table 4 shows that $\mathrm{BENGF}_{h}(m=0)$ and $\mathrm{AABENGF}_{h}$ with depth $m=1$ need 16 and 11 iterations, respectively, to find the solution for $\beta=3.1371$ and $\Delta t=100$. Again, the lowest iteration counts are shown in bold numbers. As in the $\mathrm{AAPP}_{h}$ test above, for larger $\beta$ the larger choices of $m$ do not allow convergence, which is consistent with the convergence analysis; see Theorem 3.2 and Remark 3.1.

Table 3: Iteration counts of $\mathrm{BENGF}_{h}$ with different time step size $\Delta t$ for the GPE 1D test problem. The (near-)optimal time step $\Delta t$ for $\mathrm{BENGF}_{h}$ seems to be inversely proportional to $\beta$.

| $\beta$ | $\Delta t=0.01$ | $\Delta t=0.1$ | $\Delta t=1$ | $\Delta t=10$ | $\Delta t=100$ | $\Delta t=\infty\left(\mathrm{PP}_{h}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3.1371 | 588 | 82 | 23 | 17 | $\mathbf{1 6}$ | 16 |
| 31.371 | 492 | 88 | 44 | $\mathbf{4 2}$ | 44 | 44 |
| 313.71 | 434 | 142 | $\mathbf{1 2 6}$ | 213 | 228 | 230 |
| 3137.1 | 550 | 338 | 594 | 1027 | 1109 | 1118 |

Table 4: Iteration counts of $\mathrm{BENGF}_{h}(m=0)$ and AA accelerated $\mathrm{BENGF}_{h}$ with depth $m \geq 1$ for the GPE 1D test problem. The (near-)optimal time step $\Delta t$ is used with each value of $\beta$.

| $(\beta, \Delta t)$ | $m=0$ | $m=1$ | $m=2$ | $m=3$ |
| :---: | :---: | :---: | :---: | :---: |
| $(3.1371,100)$ | 16 | 11 | 11 | $\mathbf{9}$ |
| $(31.371,10)$ | 42 | 38 | 25 | $\mathbf{2 2}$ |
| $(313.71,1)$ | 126 | 111 | $\mathbf{7 2}$ | - |
| $(3137.1,0.1)$ | 338 | $\mathbf{2 6 3}$ | - | - |

In comparison with Table 2, it is worth noting that the best performance of $\mathrm{AAPP}_{h}$ and $\mathrm{AABENGF}_{h}$ are exactly the same for $\beta=3.1371,31.371$ and 313.71 , whereas the former needs fewer iterations for $\beta=3137.1$. Since the $\mathrm{AAPP}_{h}$ does not need $\Delta t$, it is a robust algorithm that depends less on the choice of parameters and reliably outperforms $\mathrm{PP}_{h}$ and $\mathrm{BENGF}_{h}$ (with optimal $\Delta t$ ) for this test problem.

### 4.2 2D tests

We consider now a test from [7] in 2D for a harmonic oscillator potential together with a potential from a stirrer corresponding to a far-blue detuned Gaussian laser beam, i.e.,

$$
V(x, y)=\frac{1}{2}\left(x^{2}+y^{2}\right)+4 e^{-\left((x-1)^{2}+y^{2}\right)} .
$$

We compute solutions with the Picard-projection iteration and BENGF $_{h}$, with and without AA, and for several choices of $\beta$. For the initial guess for $\mathrm{PP}_{h}$ and initial condition for $\mathrm{BENGF}_{h}$, we use

$$
\phi_{0}(x, y)=\frac{1}{\pi^{1 / 2}} e^{-\left(x^{2}+y^{2}\right) / 2} .
$$

For spatial discretizations of the domain $\Omega=[-8,8]^{2}$, we use uniform meshes (with varying $h$ ) and continuous piecewise quadratic elements. Three different meshes were used, $h=\frac{1}{32}, \frac{1}{128}, \frac{1}{256}$, and all convergence behavior was found to be mesh independent (up to $\pm 1$ iteration for each instance). Plots of the solution to the steady GPE system are shown in Fig. 4 as surface plots, and Table 5 shows the energy and eigenvalues associated with the converged solution to the discrete system.

Table 5: Shown above are the energy and eigenvalues found for the varying $\beta$ in the 2D GPE test problem. The values for $h=\frac{1}{128}$ and $h=\frac{1}{256}$ agreed to at least 5 digits for each value in the table.

| $\beta$ | $E_{\beta}(\phi)$ | $\mu_{g}=\mu_{\beta}(\phi)$ |
| :---: | :---: | :---: |
| 1 | 1.684 | 1.7245 |
| 400 | 5.851 | 8.3150 |
| 10000 | 26.84 | 40.587 |



Figure 4: Shown above is are surface plots of the converged ground state solution on the finest mesh, for varying $\beta$.

For $\mathrm{AAPP}_{h}$, we computed solutions with constant $m=0,1,2,3$ and also an adaptive depth chosen so that

$$
m_{k}= \begin{cases}1, & \left\|\phi_{k-1}-\phi_{k-2}\right\| \geq 10^{-2} \\ 2, & 10^{-3} \leq\left\|\phi_{k-1}-\phi_{k-2}\right\|<10^{-2} \\ 10, & \left\|\phi_{k-1}-\phi_{k-2}\right\|<10^{-3}\end{cases}
$$

This adaptive depth is made based on the convergence results in Theorems 3.1 and 3.2, which show that smaller $m$ early in the iteration will decrease the linear convergence rate and introduce less error from higher order terms, whereas once the residual is smaller the higher order terms will be negligible and it is advantageous for the depth to be taken larger.

Convergence results for $\mathrm{AAPP}_{h}$ and $\mathrm{PP}_{h}(m=0)$ are displayed in Fig. 5, and we observe that $\mathrm{AAPP}_{h}$ offers considerable improvement over $\mathrm{PP}_{h}$ provided $m$ is not taken too large, reducing the number of iterations substantially, especially for larger $\beta$. The best results for $\mathrm{AAPP}_{h}$ came from using the adaptive choice of $m$, but using constant $m$ still offered a significant improvement over $\mathrm{PP}_{h}(m=0)$. Using AAPP ${ }_{h}$ with constant $m>3$ did not offer any improvement over the $m=3$ results for this problem.

For the $\mathrm{AABENGF}_{h}$ method, we used the same parameters as above for $\mathrm{AAPP}_{h}$. Convergence behavior is shown in Fig. 6, and we observe that AABENGF ${ }_{h}$ makes a big improvement in $\mathrm{BENGF}_{h}$, and is best when the adaptive $m$ is chosen. Results for AABENGF $_{h}$ with adaptive $m$ are very similar to those above for $\mathrm{AAPP}_{h}$ with adaptive $m$. As with the 1D tests, we observed sensitivity in (AA) BENGF $_{h}$ to the time step size $\Delta t$. Shown in Table 6 are iteration counts for $\mathrm{BENGF}_{h}$ (i.e., $m=0$ ) and $\mathrm{AABENGF}_{h}$ with adaptive $m$, for varying $\Delta t$, and we observe somewhat less sensitivity in choosing the time step size when AA with adaptive $m$ is used.


Figure 5: Shown above is convergence behavior for $\mathrm{AAPP}_{h}$ with varying $m$.


Figure 6: Shown above is convergence behavior for $\mathrm{BENGF}_{h}$ with $\Delta t=1$ and Anderson acceleration with varying $m$.

Table 6: Shown above are the number of iterations to reach convergence for $\mathrm{BENGF}_{h}$ using $\beta=400, m=0$ and adaptive $m$, for varying $\Delta t$.

| $\Delta t$ | AABENGF $_{h}$ <br> $w /$ adaptive $m$ | BENGF $_{h}$ <br> $(m=0)$ |
| :---: | :---: | :---: |
| 0.01 | 45 | 314 |
| 0.05 | 23 | 92 |
| 0.1 | 18 | 62 |
| 1 | 16 | 34 |
| 10 | 16 | 31 |
| 100 | 16 | 31 |

## 5 Local convergence of Picard-projection and BENGF

Lastly, we provide a local convergence analysis of the Picard-projection and BENGF iterations, which appears to be absent in the literature. In the previous sections, the Picard-
projection and BENGF iterations are studied and tested under a finite element discretization (and then called $\mathrm{PP}_{h}$ and $\mathrm{BENGF}_{h}$, respectively) since this readily allowed for analysis. In this section, for simplicity, we will assume a finite difference discretization. Modifications can be made to the proof to make it work also for FEM, but require additional notation and technical details. While we do not consider AA in this section, the results here are relevant to the theory above since they give bounds on the Lipschitz constants $C_{g}$ and $C_{\tilde{g}}$ (at least locally) which appear in the convergence theorems. We will slightly abuse notation in this section, with vectors $\phi_{k+1}$ and $\hat{\phi}_{k+1}$ representing finite difference solutions at iteration $k+1$. We will use $\|\cdot\|_{l^{p}}$ to denote $l^{p}$ vector norms in this section.

For a given mesh/discretization, in matrix form the scheme reads

$$
\begin{array}{ll}
\text { Step 1: } & \text { Solve } A_{k} \hat{\phi}_{k+1}=\phi_{k} \text { for } \hat{\phi}_{k+1} \text {, i.e., } \hat{\phi}_{k+1}=A_{k}^{-1} \phi_{k}, \\
\text { Step 2: } & \phi_{k+1}=\hat{\phi}_{k+1} /\left\|\hat{\phi}_{k+1}\right\|_{l^{2}}, \tag{5.1b}
\end{array}
$$

with the change of norm from $L^{2}$ to $l^{2}$ expected to be negligible on a sufficiently fine mesh. Here,

$$
A_{k}=-\frac{1}{2} L+\operatorname{diag}(V)+\beta \operatorname{diag}\left(\left|\phi_{k}\right|^{2}\right)
$$

is symmetric and positive definite with $\beta \geq 0$, where $L$ is the discrete Laplacian matrix, and $\operatorname{diag}(V)$ and $\operatorname{diag}\left(\left|\phi_{k}\right|^{2}\right)$ denote the diagonal matrices with diagonal entries being the values of $V(x)$ and the squares of the values of $\phi_{k}(x)$ on mesh nodes.

Assume that $\phi$ is the (finite difference representation of) the eigenvector of the algebraic nonlinear eigenvalue problem

$$
\begin{equation*}
A \phi:=\left(-\frac{1}{2} L+\operatorname{diag}(V)+\beta \operatorname{diag}\left(|\phi|^{2}\right)\right) \phi=\mu \phi \tag{5.2}
\end{equation*}
$$

normalized in $\ell^{2}$ norm corresponding to the ground state solution of the GPE. For our subsequent analysis based on linear algebra, however, it is more convenient to rescale $\phi$ so that is instead normalized in the vector 2-norm. Let the original $\phi=c \tilde{\phi}$, where $\|\phi\|_{\ell^{2}}=1$ and $\|\tilde{\phi}\|_{2}=1$. We have $c=\|\phi\|_{\ell^{2}} /\|\tilde{\phi}\|_{\ell^{2}}=\|\tilde{\phi}\|_{2} /\|\tilde{\phi}\|_{\ell^{2}}$, and (5.2) can be written as

$$
A \tilde{\phi}:=\left(-\frac{1}{2} L+\operatorname{diag}(V)+\beta \frac{\|\tilde{\phi}\|_{2}^{2}}{\|\tilde{\phi}\|_{\ell^{2}}^{2}} \operatorname{diag}\left(|\tilde{\phi}|^{2}\right)\right) \tilde{\phi}=\mu \tilde{\phi} .
$$

For a given mesh/discretization and any vector $\phi \neq 0,\|\tilde{\phi}\|_{2}^{2} /\|\tilde{\phi}\|_{\ell^{2}}^{2}$ is a fixed constant. Therefore, by letting $\tilde{\beta}=\beta\|\tilde{\phi}\|_{2}^{2} /\|\tilde{\phi}\|_{\ell^{2}}^{2}$, we have a new equation in exactly the same form as (5.2), with $\phi$ and $\beta$ replaced with $\tilde{\phi}$ (normalized in vector 2-norm) and $\tilde{\beta}$ (proportional to $\beta$ but independent of $\phi$ ), respectively. To simplify the notation for our analysis, we still work with the original equation (5.2), with $\phi$ normalized in vector 2-norm.

Note that $A$ is entirely determined by the desired unknown $\phi$. As $A$ is symmetric and positive definite with $\beta \geq 0$, any eigenvalue of $A$ is positive. It is clear that (5.1) is simply a variant of the well-known inverse power method for computing the eigenvalue
of smallest modulus. Define the matrix $D_{k}=\beta \operatorname{diag}\left(\left|\phi_{k}\right|^{2}-|\phi|^{2}\right.$ ) (a diagonal matrix whose diagonal entries are the entries of the vector $\left.\beta\left(\left|\phi_{k}\right|^{2}-|\phi|^{2}\right)\right)$ such that

$$
\begin{align*}
\left\|D_{k}\right\| & =\beta\left\|\left|\phi_{k}\right|^{2}-|\phi|^{2}\right\|_{\infty} \leq \beta\left\|\left|\phi_{k}\right|+|\phi|\right\|_{\infty}\left\|\left|\phi_{k}\right|-|\phi|\right\|_{\infty} \\
& \leq 2 \beta\left\|\left|\phi_{k}\right|-|\phi|\right\|_{\infty} \leq 2 \beta\left\|\phi_{k}-\phi\right\|=4 \beta \sin \frac{\angle\left(\phi_{k}, \phi\right)}{2} . \tag{5.3}
\end{align*}
$$

Suppose that $\sin \angle\left(\phi_{k}, \phi\right)$ is sufficiently small, so that $\left\|A^{-1} D_{k}\right\| \leq\left\|A^{-1}\right\|\left\|D_{k}\right\|<1$. It follows that

$$
\begin{align*}
\left(A+D_{k}\right)^{-1} & =\left(\left(I+D_{k} A^{-1}\right) A\right)^{-1}=A^{-1}\left(I+D_{k} A^{-1}\right)^{-1} \\
& =A^{-1}\left(I-D_{k} A^{-1}\left(I+D_{k} A^{-1}\right)^{-1}\right), \tag{5.4}
\end{align*}
$$

where

$$
\begin{aligned}
& \left\|D_{k} A^{-1}\left(I+D_{k} A^{-1}\right)^{-1}\right\| \leq\left\|D_{k}\right\|\left\|A^{-1}\right\|\left\|\left(I+D_{k} A^{-1}\right)^{-1}\right\| \\
\leq & \frac{\left\|A^{-1}\right\|\left\|D_{k}\right\|}{1-\left\|A^{-1}\right\|\left\|D_{k}\right\|} \lesssim \frac{2 \beta}{\lambda_{1}} \sin \angle\left(\phi_{k}, \phi\right) .
\end{aligned}
$$

From (5.4), Step 1 of Picard-projection (5.1) can be written as

$$
\begin{align*}
\hat{\phi}_{k+1} & =A_{k}^{-1} \phi_{k}=\left(A+D_{k}\right)^{-1} \phi_{k} \\
& =A^{-1}\left(\phi_{k}-D_{k} A^{-1}\left(I+D_{k} A^{-1}\right)^{-1} \phi_{k}\right) . \tag{5.5}
\end{align*}
$$

This shows that (5.1) is a perturbed inverse power method based on the limit matrix $A$, with a small perturbation vector $D_{k} A^{-1}\left(I+D_{k} A^{-1}\right)^{-1} \phi_{k}$ subtracted from $\phi_{k}$ before the action of $A^{-1}$. This observation helps us establish a one-step local convergence of Picardprojection closely related to that of the standard inverse power method involving $A$.

Theorem 5.1. Consider the algebraic GPE

$$
A \phi=\left(-\frac{1}{2} L+\operatorname{diag}(V)+\beta \operatorname{diag}\left(|\phi|^{2}\right)\right) \phi=\mu \phi,
$$

where $V \geq 0$ and $\beta \geq 0$. Let $(\mu, \phi)=\left(\lambda_{1}, v_{1}\right)$ be the eigenpair representing the GPE ground state solution. Let $\lambda_{2}$ be the second smallest eigenvalue of $A$, and assume that $\lambda_{1}<\lambda_{2}$. Let $\phi_{k}$ be an approximation to $\phi$, with $\left\|\phi_{k}\right\|=1$ and $\sin \angle\left(\phi_{k}, \phi\right)$ sufficiently small, and define $D_{k}=$ $\beta \operatorname{diag}\left(\left|\phi_{k}\right|^{2}-|\phi|^{2}\right)$. Then the new iterate $\phi_{k+1}$ computed by Picard-projection (5.1) satisfies

$$
\begin{equation*}
\tan \angle\left(\phi_{k+1}, \phi\right) \leq \frac{\lambda_{1}+2 \beta \sin \angle\left(v_{1}, D_{k} v_{1}\right)}{\lambda_{2}} \tan \angle\left(\phi_{k}, \phi\right)+\mathcal{O}\left(\sin ^{2} \angle\left(\phi_{k}, \phi\right)\right) . \tag{5.6}
\end{equation*}
$$

Proof. Let $\left(\lambda_{i}, v_{i}\right)$ be the eigenpairs of $A$, with $0<\lambda_{1}<\lambda_{2} \leq \cdots \leq \lambda_{n}$, and $\left\|v_{i}\right\|=1$. Recall that $\lambda_{1}=\mu$ and $v_{1}=\phi$ are the eigenvalue and eigenvector of the algebraic nonlinear eigenvalue problem (GPE) corresponding to the ground state, and $\left(v_{i}, v_{j}\right)=0$ for $i \neq j$ since $A$ is symmetric. Let

$$
\phi_{k}=\sum_{i=1}^{n} c_{i} v_{i},
$$

with

$$
\left\|\phi_{k}\right\|=\left(\sum_{i=1}^{n} c_{i}^{2}\right)^{\frac{1}{2}}=1, \quad \text { where } \quad\left(\sum_{i=2}^{n} c_{i}^{2}\right)^{\frac{1}{2}}=\sin \angle\left(\phi_{k}, v_{1}\right)
$$

is assumed to be sufficiently small, and $c_{1}=\left(\phi_{k}, v_{1}\right)=\cos \angle\left(\phi_{k}, v_{1}\right) \approx 1$. Let us define

$$
q_{k}:=D_{k} A^{-1}\left(I+D_{k} A^{-1}\right)^{-1} \phi_{k}=D_{k} A^{-1} \phi_{k}-\left(D_{k} A^{-1}\right)^{2} \phi_{k}+\left(D_{k} A^{-1}\right)^{3} \phi_{k}-\cdots,
$$

where

$$
\left\|\left(D_{k} A^{-1}\right)^{\ell}\right\| \leq\left\|D_{k}\right\|^{\ell}\left\|A^{-1}\right\|^{\ell} \leq\left(\frac{4 \beta \sin \frac{\angle\left(\phi_{k}, \phi\right)}{2}}{\lambda_{1}}\right)^{\ell} \rightarrow 0
$$

exponentially with $\ell$ because $\sin \angle\left(\phi_{k}, v_{1}\right)$ is sufficiently small. Therefore $q_{k}$ can be simply written as

$$
\begin{equation*}
q_{k}=D_{k} A^{-1} \phi_{k}+\mathcal{O}\left(\sin ^{2} \angle\left(\phi_{k}, \phi\right)\right) . \tag{5.7}
\end{equation*}
$$

Substitute $\phi_{k}=\sum_{i=1}^{n} c_{i} v_{i}$ into (5.7). Since $\left\|D_{k}\right\|,\left|c_{i}\right| \leq \mathcal{O}\left(\sin \angle\left(\phi_{k}, \phi\right)\right)(2 \leq i \leq n)$, we have

$$
\begin{equation*}
q_{k}=\frac{c_{1}}{\lambda_{1}} D_{k} v_{1}+D_{k} \sum_{i=2}^{n} \frac{c_{i}}{\lambda_{i}} v_{i}+\mathcal{O}\left(\sin ^{2} \angle\left(\phi_{k}, \phi\right)\right)=\frac{c_{1}}{\lambda_{1}} D_{k} v_{1}+\mathcal{O}\left(\sin ^{2} \angle\left(\phi_{k}, \phi\right)\right) . \tag{5.8}
\end{equation*}
$$

Now let $q_{k}=\sum_{i=1}^{n} d_{i} v_{i}$, such that for each $i$,

$$
\begin{aligned}
d_{i} & =\left(v_{i}, q_{k}\right)=\frac{c_{1}}{\lambda_{1}}\left(v_{i}, D_{k} v_{1}\right)+\mathcal{O}\left(\sin ^{2} \angle\left(\phi_{k}, \phi\right)\right) \\
& \leq \frac{c_{1}}{\lambda_{1}}\left\|D_{k}\right\| \cos \angle\left(v_{i}, D_{k} v_{1}\right)+\mathcal{O}\left(\sin ^{2} \angle\left(\phi_{k}, \phi\right)\right) .
\end{aligned}
$$

It follows that

$$
\begin{align*}
\left(\sum_{i=2}^{n} d_{i}^{2}\right)^{\frac{1}{2}} & \leq \frac{c_{1}}{\lambda_{1}}\left\|D_{k}\right\|\left(\sum_{i=2}^{n} \cos ^{2} \angle\left(v_{i}, D_{k} v_{1}\right)\right)^{\frac{1}{2}}+\mathcal{O}\left(\sin ^{2} \angle\left(\phi_{k}, \phi\right)\right) \\
& =\frac{c_{1}}{\lambda_{1}}\left\|D_{k}\right\| \sin \angle\left(v_{1}, D_{k} v_{1}\right)+\mathcal{O}\left(\sin ^{2} \angle\left(\phi_{k}, \phi\right)\right) . \tag{5.9}
\end{align*}
$$

With the work above, (5.5) leads to

$$
\hat{\phi}_{k+1}=A^{-1}\left(\phi_{k}-q_{k}\right)=\frac{c_{1}-d_{1}}{\lambda_{1}} v_{1}+\sum_{i=2}^{n} \frac{c_{i}-d_{i}}{\lambda_{i}} v_{i} .
$$

Recall that $c_{1}=\cos \angle\left(\phi_{k}, \phi\right)$, and note that

$$
2 c_{1} \sin \frac{\angle\left(\phi_{k}, \phi\right)}{2} \leq 2 \cos \frac{\angle\left(\phi_{k}, \phi\right)}{2} \sin \frac{\angle\left(\phi_{k}, \phi\right)}{2}=\sin \angle\left(\phi_{k}, \phi\right) .
$$

Therefore,

$$
\begin{align*}
& \tan \angle\left(\hat{\phi}_{k+1}, \phi\right)=\frac{\left(\sum_{i=2}^{n}\left(\frac{c_{i}-d_{i}}{\lambda_{i}}\right)^{2}\right)^{\frac{1}{2}}}{\frac{c_{1}-d_{1}}{\lambda_{1}}} \leq \frac{\left(\sum_{i=2}^{n}\left(\frac{c_{i}}{\lambda_{i}}\right)^{2}\right)^{\frac{1}{2}}+\left(\sum_{i=2}^{n}\left(\frac{d_{i}}{\lambda_{i}}\right)^{2}\right)^{\frac{1}{2}}}{\frac{c_{1}-d_{1}}{\lambda_{1}}} \\
& \leq \frac{\frac{1}{\lambda_{2}}\left(\sum_{i=2}^{n} c_{i}^{2}\right)^{\frac{1}{2}}+\frac{1}{\lambda_{2}}\left(\sum_{i=2}^{n} d_{i}^{2}\right)^{\frac{1}{2}}}{\frac{c_{1}-d_{1}}{\lambda_{1}}} \leq \frac{\lambda_{1}}{\lambda_{2}} \frac{\sin \angle\left(\phi_{k}, \phi\right)+2 \beta \lambda_{1}^{-1} \sin \angle\left(v_{1}, D_{k} v_{1}\right)\left(2 c_{1} \sin \frac{\angle\left(\phi_{k}, \phi\right)}{2}\right)}{c_{1}-d_{1}} \\
& \leq \frac{\lambda_{1}+2 \beta \sin \angle\left(v_{1}, D_{k} v_{1}\right)}{\lambda_{2}} \tan \angle\left(\phi_{k}, \phi\right)+\mathcal{O}\left(\sin ^{2} \angle\left(\phi_{k}, \phi\right)\right) . \tag{5.10}
\end{align*}
$$

Finally, since $\phi_{k+1}=\hat{\phi}_{k+1} /\left\|\hat{\phi}_{k+1}\right\|$, the conclusion is established as

$$
\angle\left(\hat{\phi}_{k+1}, \phi\right)=\angle\left(\phi_{k+1}, \phi\right) .
$$

Thus, we complete the proof.
We consider now the local convergence of BENGF. Similar to Picard-projection, the local convergence of BENGF can also be analyzed from the perspective of a shift-invert power method. In matrix form, this method reads

$$
\begin{equation*}
\text { Step 1: Solve } \left.\left(I+\Delta t A_{k}\right) \hat{\phi}_{k+1}=\phi_{k} \text { for } \hat{\phi}_{k+1}, \quad \text { (i.e., } \quad \hat{\phi}_{k+1}=\left(I+\Delta t A_{k}\right)^{-1} \phi_{k}\right) \text {, } \tag{5.11a}
\end{equation*}
$$

Step 2: $\quad \phi_{k+1}=\hat{\phi}_{k+1} /\left\|\hat{\phi}_{k+1}\right\|$.
with $A_{k}$ defined the same as above for Picard-projection.
The local convergence analysis closely follows that of Picard-projection. Specifically, we can write Step 1 of BENGF as

$$
\hat{\phi}_{k+1}=\left(I+\Delta t A+\Delta t D_{k}\right)^{-1} \phi_{k},
$$

where $D_{k}=\beta \operatorname{diag}\left(\left|\phi_{k}\right|^{2}-|\phi|^{2}\right)$. Using the inverse of matrix addition (5.4), we have

$$
\begin{equation*}
\hat{\phi}_{k+1}=(I+\Delta t A)^{-1}\left(\phi_{k}-\Delta t D_{k}(I+\Delta t A)^{-1}\left(I+\Delta t D_{k}(I+\Delta t A)^{-1}\right)^{-1} \phi_{k}\right) \tag{5.12}
\end{equation*}
$$

which is a perturbed shift-invert power method based on the limit matrix $A$, with a small perturbation vector subtracted from the standard result. In fact, (5.12) is obtained by simply replacing $A$ and $D_{k}$ with $I+\Delta t A$ and $\Delta t D_{k}$, respectively, in (5.5). Thus, to derive the one-step local convergence, we need only replace $D_{k}$ with $\Delta t D_{k}$ in (5.9), and replace $\lambda_{1}$ and $\lambda_{2}$ with $1+\Delta t \lambda_{1}$ and $1+\Delta t \lambda_{2}$, respectively, in (5.10). Then we have the following convergence result for BENGF.

Theorem 5.2. Consider the algebraic GPE

$$
A \phi=\left(-\frac{1}{2} L+\operatorname{diag}(V)+\beta \operatorname{diag}\left(|\phi|^{2}\right)\right) \phi=\mu \phi,
$$

where $V \geq 0$ and $\beta \geq 0$. Let $(\mu, \phi)=\left(\lambda_{1}, v_{1}\right)$ be the eigenpair representing the GPE ground state solution. Let $\lambda_{2}$ be the second smallest eigenvalue of $A$, and assume that $\lambda_{1}<\lambda_{2}$. Let $\phi_{k}$ be an approximation to $\phi$, with $\left\|\phi_{k}\right\|=1$ and $\sin \angle\left(\phi_{k}, \phi\right)$ sufficiently small, and define $D_{k}=$ $\beta \operatorname{diag}\left(\left|\phi_{k}\right|^{2}-|\phi|^{2}\right)$. Then the new iterate $\phi_{k+1}$ computed by $B E N G F_{h}(5.11)$ satisfies

$$
\tan \angle\left(\phi_{k+1}, \phi\right) \leq \frac{1+\Delta t\left(\lambda_{1}+2 \beta \sin \angle\left(v_{1}, D_{k} v_{1}\right)\right)}{1+\Delta t \lambda_{2}} \tan \angle\left(\phi_{k}, \phi\right)+\mathcal{O}\left(\sin ^{2} \angle\left(\phi_{k}, \phi\right)\right) .
$$

We comment on the connection between Picard-projection and BENGF. First, we pointed earlier that Picard-projection is equivalent to BENGF as $\Delta t \rightarrow \infty$. In terms of the local convergence rate, if $\beta \sin \angle\left(v_{1}, D_{k} v_{1}\right)$ is sufficiently small such that

$$
\lambda_{1}+2 \beta \sin \angle\left(v_{1}, D_{k} v_{1}\right)<\lambda_{2}
$$

then the bound on BENGF convergence factor

$$
\frac{1+\Delta t\left(\lambda_{1}+2 \beta \sin \angle\left(v_{1}, D_{k} v_{1}\right)\right)}{1+\Delta t \lambda_{2}}
$$

achieves its minimum

$$
\frac{\lambda_{1}+2 \beta \sin \angle\left(v_{1}, D_{k} v_{1}\right)}{\lambda_{2}} \text { as } \Delta t \rightarrow \infty,
$$

which is exactly the result (5.6) for Picard-projection. This suggests that for small $\beta$, BENGF may converge more rapidly with larger step size $\Delta t$, and Picard-projection is likely to outperform BENGF asymptotically. This has been verified numerically in our 1D test for $\beta=3.1371$; see Table 3. On the other hand, if $\beta \sin \angle\left(v_{1}, D_{k} v_{1}\right)$ is large such that $\lambda_{1}+2 \beta \sin \angle\left(v_{1}, D_{k} v_{1}\right)>\lambda_{2}$, then we would not get a bound on the convergence factor that is less than 1 for either method. The relative merit of the two methods for GPE with large $\beta$ deserves further exploration, though numerically, Table 3 suggests that BENGF with optimal step size $\Delta t$ outperforms Picard-projection.

## 6 Conclusions

We have considered analytically and numerically the effect of AA on Picard-projection and backward Euler normalized gradient flow iterations for solving the stationary GPE. Under a finite element discretization, we proved that both of the iterations fit into the AA analysis framework from [30], which allowed us to prove that AA improves the linear convergence rates of the methods by a multiplicative factor representing the gain of the

AA optimization problem, but adds additional higher order terms to the residual expansion. Numerical tests show substantial improvement provided by AA for both methods, especially for larger $\beta$. Finally, a local convergence analysis of both methods is given. There are two main conclusions from this paper: First, AA provides significant improvement in both methods. Second, although there are differences between Picard-projection and BENGF iterations, when AA is used with a larger time step size they behave very similar. This second result is important since BENGF has a parameter $\Delta t$, and it seems that by using AA Picard-projection one does not need this parameter. Future directions include extending this work to the important case of rotational GPE.
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