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Abstract we present a flow law for dislocation-dominated creep in wet quartz derived from
compiled experimental and field-based rheological data. By integrating the field-based data, including
independently calculated strain rates, deformation temperatures, pressures, and differential stresses,

we add constraints for dislocation-dominated creep at conditions unattainable in quartz deformation
experiments. A Markov Chain Monte Carlo (MCMC) statistical analysis computes internally consistent
parameters for the generalized flow law: & = Ad” fii,0e”*"”/%". From this initial analysis, we identify
different effective stress exponents for quartz deformed at confining pressures above and below ~700 MPa.
To minimize the possible effect of confining pressure, compiled data are separated into “low-pressure”
(<560 MPa) and “high-pressure” (700-1,600 MPa) groups and reanalyzed using the MCMC approach.
The “low-pressure” data set, which is most applicable at midcrustal to lower-crustal confining pressures,
yields the following parameters: log(4) = —9.30 + 0.66 MPa™"~" shn=35+02r=049 +0.13;
Q=118 + 5kI mol™'; and V = 2.59 + 2.45 cm® mol . The “high-pressure” data set produces a different
set of parameters: log(A) = —7.90 +£ 0.34 MPa™""s ™, n =2.0 £ 0.1;7 = 0.49 £ 0.13; Q = 77 = 8 kI mol ;
and V = 2.59 + 2.45 cm® mol ™. Predicted quartz rheology is compared to other flow laws for dislocation
creep; the calibrations presented in this study predict faster strain rates under geological conditions by
more than 1 order of magnitude. The change in n at high confining pressure may result from an increase
in the activity of grain size sensitive creep.

Plain Language Summary At conditions present in the middle and lower crust, rocks
generally deform by ductile processes, instead of brittle fracture which is dominant closer to the Earth’s
surface. As a volumetrically dominant mineral in many crustal rocks, quartz is commonly thought to
control the overall strength of the crust. Much of our understanding of how quartz behaves comes from
deformation experiments; but to produce the same type of deformation we observe in middle- or lower-
crustal rocks, experiments must be performed at conditions different from what natural rocks experience.
The difference poses a potential issue in extrapolating experimental results to natural conditions. Here,
we integrate mechanical data from deformation experiments and naturally deformed rocks to arrive at a
quantitative relationship that relates material properties and deformation conditions to the rate at which
quartz deforms. Because we add constraints at deformation conditions not attainable in experiments,

we likely produce a more accurate representation of ductile quartz behavior. Our results indicate that
quartz-rich rocks in the middle and lower crust deform at least an order of magnitude faster than previous
predictions, which has important implications for crustal strength, geodynamic modeling, and potentially
for the loading of seismically active faults.

1. Introduction

Constitutive relationships (i.e., flow laws) relate strain rate (¢) to differential stress (), temperature (T),
pressure (P), water fugacity (fu,0), and material properties for a given deformation mechanism. As one of
the most abundant minerals in the crust, quartz is thought to control crustal rheology and is commonly
used to model and predict the viscous behavior of the middle and lower crust (e.g., Brace & Kohlstedt, 1980;
Hirth et al., 2001). At these depths, quartz deforms by dislocation creep, a thermally activated process that
is driven by the nucleation, buildup, and motion of dislocations, resulting in viscous flow. Dislocation creep
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follows a power law relationship between stress and strain rate and is temperature dependent, resulting in
an exponential decrease of strength with increasing temperature.

Our understanding of quartz rheology relies on a preponderance of experimental studies. Because of the
long time scales over which natural rock deformation occurs, experiments must be conducted at strain rates
that are orders of magnitude faster than natural processes to activate the same deformation mechanism(s)
observed in nature. For example, to achieve deformation dominated by crystal plastic processes (e.g., dislo-
cation creep) at these high strain rates, experimental temperatures and stresses must be much higher than
under geological conditions. Due to this scaling, small changes in flow law parameters can lead to signifi-
cant variability in the predicted strain rate or viscosity when extrapolated to geological conditions (Bouton-
net et al., 2013; Hirth et al., 2001; Lusk & Platt, 2020; Paterson, 1987; Tokle et al., 2019). Validation of flow
law parameters is therefore required to determine if, and how well, experimental results can be extrapolated
to natural rock deformation (Paterson, 1987; Paterson & Luan, 1990).

In an attempt to address this problem, pioneering work by Hirth et al. (2001) produced a “naturally con-
strained” flow law for dislocation creep in quartz by integrating data from rock deformation experiments
with field-based constraints from the Ruby Gap Duplex (RGD) in central Australia. Using an assumed value
for the stress exponent, based on experimental work of Gleason and Tullis (1995) and Luan and Pater-
son (1992), they incorporated field-based data to constrain other parameters. Since then, several additional
studies have calculated strain rates and deformation conditions directly from the rock record, potentially
providing further constraints (Behr & Platt, 2011; Hughes et al., 2020; Kidder et al., 2012; Lusk & Platt, 2020;
Sassier et al., 2009; Stipp et al., 2002). Given the increase in available experimental and field-based data as
well as advances in our understanding of thermobarometry and grain size evolution in strained rocks, a
reevaluation of quartz dislocation creep flow law parameters is warranted.

Here, we use Bayesian statistical analysis on a data set comprising natural and experimental rock defor-
mation data to calibrate a flow law for wet quartz in which the dominant deformation mechanism is dis-
location creep. Our calibrated values for the stress exponent (), activation energy (Q), activation volume
(V), water fugacity exponent (r), and prefactor (A) are compared to other published flow laws and used
to further investigate the potential effects of confining pressure and activation of multiple deformation
mechanisms.

1.1. Anatomy of a Flow Law

Flow laws for quartz deforming by dislocation creep take the following generalized power law form:

é‘ — Ao_ndmfl_rlzoe(fH/RT) (1)

where A is a constant prefactor, o is differential stress, n is the stress exponent, d is the grain size, with ex-
ponent m, fu,o is the water fugacity, with exponent r, R is the universal gas constant, and T is temperature
in degrees K. Dislocation creep is not sensitive to grain size, so m = 0. H is the activation enthalpy which
can be expressed:

H=Q+VP )

where Q is the activation energy, Vis the activation volume, and P is the confining pressure. Significant vari-
ability exists in published values for the parameters listed above, examples of which are compiled in Table 1.

For steady-state dislocation creep with recovery by dislocation climb, a theoretical value of the stress ex-
ponent (n) calculated from Orowan’s transport equation yields » in the range of 3-5, where the variability
largely depends on the chosen model for dislocation multiplication and annihilation (Karato, 2008; Poir-
ier, 1985). A generally accepted value for a climb-controlled subgrain-boundary recovery model is n = 3
(Karato, 2008). However, experimental studies commonly report a value of n = 4 (Table 1), and this value
is commonly assumed in studies that do not independently calculate n (e.g., Chernak et al., 2009; Hirth
et al., 2001; Holyoke & Kronenberg, 2013; Lu & Jiang, 2019). Some experimental data sets have been subse-
quently reinterpreted to arrive at parameter values that differ from the original published work. For example,
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Fukuda and Shimizu (2017) use the silicic acid strain rate-stepping data from Luan and Paterson (1992) to
calculate a value of n = 3 instead of n = 4. Tokle et al. (2019) assign different values to n (n = 2.7-3 and
n = 4) based on the activation of rate-limiting easy slip systems at different temperatures and stresses. Nu-
merous studies report values of n < 3, which are commonly interpreted to result from the activation of a
grain size sensitive (GSS) deformation mechanism(s) (Kronenberg & Tullis, 1984; gel-origin experiments of
Fukuda et al., 2018; Luan & Paterson, 1992; Richter et al., 2016, 2018). Further, the value of r shows similar
variability as it is commonly resolved together with n from the same experimental data (Table 1).

2. Methods
2.1. Data Compilation

2.1.1. Selection of Experimental Data

Of the numerous experimental studies that have been carried out to constrain flow law parameters for crys-
tal plastic behavior of quartz, we filter data by dominant deformation mechanism, water content, mechan-
ical history, starting material, and composition to ensure consistency between experimental and natural
deformation data sets. Filtering parameters are outlined in Appendix A. The full compiled data set is plotted
in Figure 1 and tabulated in the Supplementary Material (Table S1).

2.1.2. Selection of Natural Data

We consider two field-based data sets that quantify deformation conditions precisely enough to assign spe-
cific strain rates to specific deformation conditions (Behr & Platt, 2011; Lusk & Platt, 2020). Strain rates from
these studies are consistent with previous estimates measured or modeled in tectonically active midcrustal
to lower-crustal regions (Hirth et al., 2001; Hughes et al., 2020; Lu & Jiang, 2019; Pfiffner & Ramsay, 1982;
Sassier et al., 2009). For both these studies, electron backscatter diffraction crystallographic data were used
to calculate dynamically recrystallized grain size and infer active slip system(s) and deformation mecha-
nism(s). For consistency between studies, we take the reported grain size and recalculate differential stress
using the piezometer of Cross et al. (2017). Temperature estimates from both regions are consistent with
qualitative microstructural observations of recrystallization mechanism (Stipp et al., 2002) and active slip
systems in quartz (Schmid & Casey, 1986; Takeshita, 1996; Toy et al., 2008). Natural data are included in
Figure 1 and Table S1.

We do not use naturally constrained strain rate and deformation data from the RGD (Dunlap et al., 1997;
Hirth et al., 2001), the Ailao Shan-Red River shear zone (ARSZ; Boutonnet et al., 2013; Sassier et al., 2009),
nor the Cordillera Blanca shear zone (CBSZ; Hughes et al., 2019, 2020). In the RGD, Hirth et al. (2001) con-
strained strain rates within ~1.5 orders of magnitude (1 X 107" to 5 x 10™**s™") and the differential stress to
between 60 and 100 MPa (although dynamically recrystallized grain sizes reported by Dunlap et al. (1997)
suggest that lower stresses were present). The uncertainties on their estimates are too large to be useful
for the purposes of this paper. We do however compare our flow law parameters to the more broadly con-
strained deformation conditions in the RGD. In the ARSZ, Sassier et al. (2009) calculated strain rates from
cross-cutting granitic dikes, and Boutonnet et al. (2013) calculated deformation conditions to investigate
how strain rates calculated from flow laws for dislocation creep in quartz compared to those determined in
the field. Similarly, Hughes et al. (2019, 2020) characterized deformation conditions and calculated inde-
pendent, field-based, strain rates within the CBSZ. We do not include these data because in both the ARSZ
and CBSZ rocks are granitic to granodioritic in composition and the authors did not demonstrate that quartz
controls rock rheology.

Behr and Platt (2011) calculated deformation conditions of quartzofeldspathic gneisses deformed in the
footwall of the Miocene, normal-sense Whipple Mountains metamorphic core complex (WMCC), eastern
California. Here, the authors did demonstrate that quartz controls rock rheology, and independently quanti-
fied temperature, pressure, differential stress, and calculated a minimum shear strain rate of 1.6 x 107! s™*
for two samples in the lowest temperature, narrowest portion of the shear zone (PW34a, PW79a). This min-
imum strain rate was estimated using a cumulative shear zone width of 10 m (with upper and lower bounds

of 20 and 5 m, respectively) and displacement rate of 5 mm year™".
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Figure 1. Plots of log(o) and log(¢) with our complete experimental and natural data set illustrating the process of data normalization. (a) Data set normalized
only for equivalent stress. (b) Data set normalized to a constant water fugacity, fy,o = 106 MPa, using r = 0.20. The value of r = 0.20 is based on the statistical

analysis of the complete data set (Table 2). (c) Data set normalized to a constant fH20 as in (b) and to a constant temperature and pressure, Tyorm = 500°C,

Pyorm = 300 MPa using H = 94 kJ mol ™' and V = 1.44 cm® mol ™" calculated from the statistical analysis of the complete data set. In (c), notice the striking
difference in slope between data deformed at confining pressures <560 MPa (solid symbols with black outline), and the remainder of the data deformed at
confining pressures >700 MPa (open symbols). The approximate best fit slopes are shown as dashed black lines, and the possible causes are discussed in the

text.

Lusk and Platt (2020) estimated minimum equivalent strain rates and calculated deformation temperature
and pressure as well as differential stress in the Late Ordovician to Silurian-aged Scandian shear zones
(SSZs) of northwest Scotland. Strain rates are calculated based on a minimum displacement rate divided
by shear zone width. A minimum displacement rate of 23 mm year™' was calculated from total shortening
over a time span bracketed by syn- and postkinematic intrusions. Shear zone width was reconstructed from
detailed structural and microstructural observations (see Lusk & Platt, 2020 for further discussion). Mini-
mum strain rates range from ~2 x 10" to ~4 x 10™"?s™%. Two sets of mechanical data from this study, LS-72
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Figure 2. Sample photomicrographs representative of microstructures presented in Lusk and Platt (2020) illustrating the range of dislocation creep
recrystallization mechanisms and similarity to microstructures produced in experimentally deformed samples (e.g., Gleason & Tullis, 1995, their Figures 4 and
7). (a) Recrystallization chiefly by bulge nucleation and minor subgrain rotation, roughly equivalent to Regimes 1 and 2 of Hirth and Tullis (1992). T ~ 300°C.
(b) Microstructures found in the highest strain zone, recrystallized chiefly by subgrain rotation, comparable to Regime 2 of Hirth and Tullis (1992). T ~ 350°C.
(c) Recrystallization by high-T grain boundary migration from structurally higher levels within the Scandian shear zone, roughly corresponding to Regime 3 of
Hirth and Tullis (1992). T = 400-450°C. All images are in cross-polarized light and scales are indicated.

and LS-74, were disregarded from the analysis as they record anomalously low temperatures and stresses
compared to adjacent samples.

Strain rate calculations from the SSZ and WMCC require assumptions about strain geometries and homoge-
neous distribution of shear and may also be susceptible to errors in calculated rates. The issues are discussed
further in Lusk and Platt (2020). However, plotting these data in £-o or £-T space, the uncertainty in natu-
rally calculated strain rates is minor relative to the difference between experimental and natural conditions,
making estimates sufficiently robust for the purpose of this study.

2.1.3. Comparing Natural and Experimental Deformation Mechanism(s)

Naturally and experimentally deformed quartz-rich mylonites must demonstrably deform by the same
mechanism(s) if we are to confidently relate their mechanical behavior. Although we attempt to filter data
to include only those in which dislocation creep produces the highest strain rate (i.e., it is the dominant
deformation mechanism) we accept that in neither nature nor experiment do rocks deform by one sin-
gle mechanism. Some experimental studies explicitly call on GSS creep (e.g., Fukuda et al., 2018; Rich-
ter et al., 2018; Rutter & Brodie, 2004b) as an active deformation mechanism, while others suggest that
strain is accommodated almost exclusively by dislocation creep (e.g., Gleason & Tullis, 1995; Heilbronner
& Tullis, 2002, 2006; Stipp & Tullis, 2003). Evidence for activity of GSS creep processes can be difficult to
identify, especially in rocks where dislocation creep is dominant; an absence of direct evidence does not
preclude GSS creep as a contributing deformation mechanism. We address this further in the discussion.

Both experimental and natural data used in this study record quartz microstructures consistent with strain
accommodated primarily by dislocation creep. Quartz deformed by dislocation creep in natural mylonites
recrystallizes by bulge nucleation, subgrain rotation, and high-temperature grain boundary migration, as out-
lined by Stipp et al. (2002). These three recrystallization mechanisms broadly correspond to the experimental
Regimes 1-3, respectively, defined by Hirth and Tullis (1992). Likely because of the large differences between
experimental and natural deformation conditions, Regime 3 of Hirth and Tullis (1992) is better related to the
transitional subgrain rotation/high-temperature grain boundary migration zone of Stipp et al. (2002). In the
SSZ and WMCC, rocks record evidence for multiple quartz recrystallization mechanisms including incipient
recrystallization by bulge nucleation in the lowest temperature regions, transitioning to subgrain rotation, and
finally to high-temperature grain boundary migration in the highest temperature regions (Behr & Platt, 2011;
Lusk & Platt, 2020, Figure 2). Rocks from both locations record strong crystallographic preferred orientations
(CPOs) indicative of dislocation creep along various slip systems (Schmid & Casey, 1986).

2.1.4. Corrections to Data

Experimental deformation conditions, including confining pressure, differential stress, temperature, and
strain geometry, can vary significantly depending on experimental apparatus (e.g., solid or molten cell vs.
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gas confining medium) and experimental goals. As such, the following corrections are applied to all data so
that reported values of stress, strain rate, temperature, and confining pressure can be related to one another
(Figure 1).

For calculations in this study, von Mises equivalent stresses and strain rates are used, following Tokle et al.
(2019), using Equations 36 and 39 from Paterson and Olgaard (2000). For axial experiments, the equivalent
stress equals the differential stress, and the equivalent strain rate equals the axial shortening rate. Exper-
iments conducted in general shear are often reported as shear stress, 7, which we correct to an equivalent
Stress Oeg = \/5 7 (Paterson & Olgaard, 2000). Likewise, shear strain rates, y, reported by experiments con-

ducted in general shear are corrected to ge = ﬁ

Experiments carried out in a molten or solid cell apparatus may be prone to errors in differential stress
measurement due to frictional forces on the load column, frictional or plastic forces on the sample, misi-
dentification of the time at which a differential stress is first applied to a sample, or the strength of the con-
fining material affecting the transfer of stresses to the sample (Holyoke & Kronenberg, 2010). A correction
for comparing measured differential stresses from a solid cell apparatus to the more accurate gas apparatus
was proposed by Holyoke and Kronenberg (2010). This correction remains a topic of active discussion (A.
Kronenberg, C. Holyoke, G. Hirth, H. Stiinitz, & R. Heilbronner, personal communication). Hirth and Beel-
er (2015) make the points that (1) the correction was determined on a single apparatus and results may
not be applicable to other instruments, for example the instrument used by Stipp and Tullis (2003), and
(2) there is agreement in sample strengths between the instrument used by Stipp and Tullis (2003) and a
gas-medium apparatus. For these reasons, we have elected not to apply this correction to the data set, and
any experimental data that applied the correction (e.g., Fukuda et al., 2018; Holyoke & Kronenberg, 2013)
were recalculated to maintain consistency.

Water fugacity is calculated for each experimental and natural sample assuming a water activity of unity
(validated for all experimental samples including at least 0.1-0.4 wt.% water) and pore fluid pressures equal
to the confining pressure (assumed to be lithostatic for natural samples) using the Withers fugacity calcu-
lator, which solves the analytical expression from Sterner and Pitzer (1994) (www.esci.umn.edu/people/
researchers/withe012/fugacity.htm).

2.2. Determination of Constitutive Parameters

Constitutive parameters for dislocation creep in quartz are often determined experimentally either in con-
stant temperature experiments where the strain rate is stepped or at constant strain rate where the tem-
perature is stepped. The strain rates of compiled rheological data can be normalized to either a constant
temperature or constant stress to calculate n and H, respectively (Hirth et al., 2001; Tokle et al., 2019).

2.2.1. Stress Exponent

The stress exponent (n) is determined from the slope of the best fit line in log(¢)-log(o) space of a data set
representing deformation at the same temperature. This is commonly achieved experimentally by conduct-
ing strain rate-stepping experiments at a constant temperature.

2.2.2. Activation Enthalpy

Activation enthalpy (H) is calculated in log(¢)-1/T space using data points that represent deformation at
the same stress. The slope of a best fit line to the isostress data set is —H/R, where R is the universal gas
constant. This is generally achieved experimentally by conducting temperature stepping experiments at a
constant strain rate.

2.2.3. Water Fugacity Exponent

Water has a well-documented weakening effect on the strength of quartz and quartz aggregates (Griggs &
Blacic, 1965; Kronenberg & Tullis, 1984). Following Paterson (1987, 1989), Kohlstedt et al. (1995) suggested
that the effect of water on the ductile strength of quartz may be expressed by the addition of a water fugacity
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(fi1,0) term to the constitutive equation for dislocation creep (Equation 1). Water fugacity is strongly sensi-
tive to changes in pressure while only moderately sensitive to changes in temperature.

To determine the magnitude of the fugacity exponent experimentally and isolate the effect of fu,0, stud-
ies are conducted either at constant strain rate and temperature, while stepping the confining pressure
and measuring the resulting steady-state flow stress, or with variable fluid compositions (e.g., Chernak
et al., 2009; Post et al., 1996). In log(c)-log( fu,0) space at constant strain rate and temperature, the slope of
a best fit line, M, is equal to —r/n.

2.2.4. Activation Volume

There is strong evidence in support of a pressure-sensitive activation enthalpy in silicate minerals such as
olivine and feldspar (e.g., Karato & Jung, 2003; Rybacki et al., 2006) and recent work has attempted to quan-
tify this pressure sensitivity in quartz (Lu & Jiang, 2019). Lu and Jiang (2019) determined the activation
volume, V, by iterative linear regression using three data points from the pressure-stepping experiments of
Kronenberg and Tullis (1984) and obtained a value of 35.3 cm® mol ™. However, as discussed in Chernak
et al. (2009), the agreement between water fugacity sensitivity in their experiments conducted at constant
pressure with variable fluid composition, compared to the pressure-stepping experiments from Kronenberg
and Tullis (1984), suggests that the activation volume in quartz is small.

2.3. Calculations
2.3.1. Bayesian Statistical Analysis

We have analyzed the data set using the Markov Chain Monte Carlo (MCMC) method (Metropolis
et al., 1953). This estimates best fit values for the parameters in the flow law by exploring parameter space
along a path known as a Markov chain. This is defined as a memoryless probability model of a stochastic
process, which means that each step depends only on the previous state and not on the history of the model.
At each point in the chain, MCMC determines how well the parameter values at that point fit the data set.
As it explores parameter space, it builds a probability density function (PDF) for the goodness of fit, which
it evaluates by minimizing a loss function which is the negative log(probability); for example, the squared
loss |lprediction — datall’>. An advantage of MCMC methods versus other search algorithms is that it gives
bounds on the parameters.

An exhaustive search through high-dimensional parameter space using the Markov Chain method would
be very inefficient. There are various strategies for guiding the trajectories of the Markov chains into sig-
nificant volumes of parameter space where the fit is good. We have used the Hamiltonian strategy, which
uses analogies between the exploration strategy and the formalisms of classical mechanics and greatly re-
duces the computational time involved (Neal, 1995, 2011). We analyzed the data using an open-source
package called pymc3, written in Python, which implements the Hamiltonian strategy for MCMC with an
initialization routine called NUTS (No U-Turn Sampler; Salvatier et al., 2016). The program typically uses
multiple Markov chains to map out the PDF, which allows us to compute some convergence statistics and
makes it more likely that we have an unbiased sample. If the PDF has a Gaussian form, the mean value
for each parameter is easily determined, together with standard deviation. If the PDF is strongly skewed,
the most useful value is less obvious. For a log-normal distribution, the modal value indicates the high-
est likelihood, but the median value (which is the peak of the log distribution) gives the best fit with the
other parameters. Covariance plots can provide insight into the trade-offs among the different parameters
(Foreman-Mackey, 2016).

Initial MCMC analysis on the entire data set gave surprising results, including a value of r that was effective-
ly zero (Figures 3a, Sla, and S2; Table 2). Further analysis showed that this was a result of the large number
of data points representing experiments performed at high pressure and temperature, which have similar
water fugacities (e.g., Fukuda et al., 2018; Koch et al., 1989), and dominated the sample population. If all
the fugacity values are similar, the most probable solution is that it has no effect; hence r = 0. To circumvent
this issue, we picked a reduced sample set representative of the full data set and carried out an MCMC
analysis to solve for parameters n, r, Q, V, and A. The reduced sample set includes all of the natural data,
plus experimental data picked based on the following routine. The experimental data were first divided
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Figure 3. Probability distribution functions for the full sample set (a) and the reduced representative sample set (b) for five-variable MCMC (Markov Chain
Monte Carlo) analyses. For the statistical analysis, values of A* = A x 10° and V* = V x 10° for the full sample set (a) and A* = A X 10'° and V* = V x 10° for the
reduced representative sample set (b) were used. In both cases, A* is given as the natural log and therefore differs from values cited in the text.

Table 2
Flow Law Parameters Determined by Markov Chain Monte Carlo Analysis on Different Data Sample Sets
Activation Water
Prefactor log(A) energy Q Stress Activation volume fugacity
Data Set (MPa™"s7h) (kJ mol™) exponent n V (cm® mol™) exponent r
Full —6.36 + 0.25/—0.69 94 +7 21+0.1 1.44 +1.43 0.20 £+ 0.08
Representative reduced —7.74 4+ 0.52/—-0.57 122+5 2.8+0.1 2.59 £245 0.49 £0.13
Low pressure —9.30 + 0.66 118 £ 5 3.5+£0.2 2.59 + 2.45° 0.49 +0.13*
High pressure —7.90 = 0.34 77 £ 8 2.0+0.1 2.59 + 2.45° 0.49 +0.13*
Note. These are discussed further in the text.
“From “representative reduced.”
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into three pressure bins (300, 700-1,270, and 1,300-1,600 MPa). These bins were then subdivided into 100°
temperature bins. Within these temperature bins, 6-8 data points were picked covering the full range of
stress present. This reduced the total data set from 271 to 83 without introducing bias in terms of pressure,
temperature, or stress. Data used in this reduced sample set are plotted with the full data set in Figure S3.

We start with the assumption that the same constitutive relationship can describe both the natural data
and all of the experimental data. A MCMC analysis of the reduced representative sample set produced the
following parameters n = 2.8 + 0.1;r = 0.49 £ 0.13; Q =122 + 5 kJ mol™; V' =2.59 + 2.45 cm® mol™; and
log(A) = —7.74 + 0.52/—0.57 MPa™"""s™* (Figures 3b, S1b, and S3; Table 2). Values of r, Q, and V were then
used to normalize the full data set to a constant water fugacity, temperature, and pressure, and normalized
data were plotted in log(¢)-log(o) space to evaluate the fit of data to a single stress exponent (Figure 1c).
The complete data set clearly shows two distinct slopes, or effective stress exponents, indicating that a single
constitutive relationship does not sufficiently describe the complete data set. Tokle et al. (2019) recognized
avariation in stress exponent in compiled quartz experimental deformation data and attributed it to the ac-
tivation of different rate-limiting slip systems in response to temperature and stress. By contrast, we observe
that all samples deformed at confining pressures <700 MPa consistently plot along a slope of n ~ 4, while
samples deformed at higher confining pressures (>700 MPa) plot along a more gentle slope, closer to n = 2.
While there may be an influence of slip system on n, this observation suggests that a more fundamental
difference may be the confining pressure at which experiments were conducted.

Ductile behavior of quartz aggregates thought to be deforming primarily by dislocation creep have been
shown to be sensitive to pressure (Kronenberg & Tullis, 1984; Lu & Jiang, 2019). This sensitivity is attributed
to the pressure dependence of the water fugacity (Kohlstedt et al., 1995; Paterson, 1987, 1989), an activation
volume in the activation enthalpy term (Lu & Jiang, 2019), and/or activation of additional deformation
mechanisms that are sensitive to pressure (e.g., pressure solution; Kronenberg & Tullis, 1984; Paterson &
Luan, 1990; Richter et al., 2018). Normalization to a constant water fugacity, temperature, and pressure in
Figures 1b and 1c, respectively, indicates that water fugacity and activation volume alone cannot account
for the observed effect of confining pressure.

2.3.2. Pressure Binning

Motivated by this observation, we grouped the natural and full experimental data sets by the confining
pressure during deformation, to further investigate the potential effects of pressure on the effective stress
exponent. Compiled data are grouped into “low-pressure” (confining pressure <560 MPa) and “high-pres-
sure” (confining pressure 700-1,600 MPa) sample sets, as discussed below.

2.3.2.1. Selection of Pressure Ranges

Naturally deformed rocks from the WMCC and SSZ span a range of confining pressures from 240 to
560 MPa, significantly lower than is attained in many experiments using the Griggs apparatus, but much
closer to conditions within a Paterson apparatus (300 MPa). We select all 11 field samples to combine with
40 experiments conducted at a confining pressure of 300 MPa (from Luan & Paterson, 1992; Rutter & Bro-
die, 2004b). Similarly, we group data derived from Griggs apparatus experiments deformed between 700 and
1,600 MPa. However, determination of both r and V requires using a data set that spans the full range of
confining pressures. We therefore used the values of r = 0.49 + 0.13 and V = 2.59 + 2.45 cm’ mol ™" deter-
mined from the MCMC analysis of the reduced representative sample set (Figures 3b, S1b, and S3). We then
reanalyzed the “high-pressure” and “low-pressure” data sets separately by MCMC for which we recalculate
the parameters n, Q, and A to arrive at a composite flow law for dislocation-dominated creep in quartz.

In addition to reducing the effects of pressure, including experimental data only from Paterson-type defor-
mation experiments in the “low-pressure” sample set has the advantage of more precise measurements
of the differential stress applied to samples. Friction corrections, necessary because of the solid or molten
confining medium used in a Griggs apparatus, contain large uncertainties resulting in measured stress
errors that are difficult to quantify (Gleason & Tullis, 1993). Friction corrections are not as important
for strain rate-stepping experiments where stresses are measured relative to a common reference point
(e.g., hit point) but are critically important when comparing data from different experiments or labs. The
correction proposed by Holyoke and Kronenberg (2010) discussed above does not account for variable
practices between labs, for example in determining the “hit point,” or in sample preparation. We note
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Figure 4. Probability distribution functions for the “low-pressure” (a)

and “high-pressure” (b) data sets for three-variable MCMC (Markov Chain

Monte Carlo) analyses. For the statistical analysis, A* = A x 10" for both
(a) and (b). Note that here, A* is given as the natural log.

4. Discussion

however that stress estimates of naturally deformed samples are derived
from an empirical piezometric relationship determined by experiments
performed on a Griggs apparatus, although other work indicates con-
sistency in measured stresses between the apparatus used by Stipp and
Tullis (2003) and a gas-medium apparatus (Hirth & Beeler, 2015 supple-
ment and references therein).

3. Results
3.1. Reduced Pressure Range Investigations

We performed MCMC analyses of the “low-pressure” and “high-pres-
sure” data sets, solving for n, Q, and A, assuming values for r and V'
from the MCMC analysis of the representative reduced sample set. The
“low-pressure” data set yields (Figures 4a and 5a; Table 2)

118,000+5,000+(2.59+2.45P)

. —9.3+ + + 3
5210 9.3,0,70_3,5,0.2f£.243,0,13 . RT 3

The “high-pressure” data set yields a significantly different set of param-
eters (Figures 4b and 5b; Table 2):

77,00048,000+(2.59£2.45P)

o 10-79£03 _2.0+0.1 £0.49+0.13 RT 4)
=10 c J150

where o, szo, and P are in MPa and T is in degrees K. Uncertainties in
parameter values are reported as 1 s.d. from the mean for g, n, r, Q, and V,
whereas A is reported as 1 s.d. from the median because of the log-normal
distribution (Figure 5).

To check the fit and internal consistency of these calculated parameters
on the individual data sets, we normalized data to a constant water fugac-
ity and temperature using values of r, Q, and V calculated by MCMC anal-
ysis to check the stress exponent, n, by plotting data in log(¢£)-log(o) space
(Figures 6a and 7a). Similarly, we used values of r and n calculated by
MCMC analysis to normalize data to a constant water fugacity and stress
(Tgq = 900°C; Pyq = 1,500 MPa; szom = 5,030 MPa; o.q = 500 MPa, and
Tita = 500°C; Pyq = 300 MPa; fy,04a = 106 MPa; oyq = 200 MPa for high-
and low-pressure data sets, respectively) then plotted normalized data in
log(¢)-1/T space to check our calculated values of activation enthalpy, H
(Figures 6b and 7b). For each of these plots, we used an orthogonal regres-
sion to calculate the value of n and H predicted by data sets normalized to
parameters from the MCMC analyses. The “low-pressure” data set yields
Hortho = 3.8 + 0.2 and Hoyyo = 119 + 5 kI mol ™, and the “high-pressure”
data set gives Ngrno = 2.6 + 0.3/—0.2 and Hogno = 155 + 37/—27 kI mol™*
(Figures 6 and 7). The reader should note that values calculated in
log(£)-1/T space give an activation enthalpy, H; however, the value of V'
is small enough that the effect of VP is negligible.

4.1. Consistency of Calculated Parameters and Comparison to Previously Published Values

4.1.1. Fugacity Exponent and Activation Volume

Our calculated values of r and V, used in both the “low-pressure” and “high-pressure” data set MCMC anal-
yses, are lower than most previous estimates. Our calculated value of r = 0.49 + 0.13 is smaller than values
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Figure 5. Probability distribution functions and covariance density plots from MCMC (Markov Chain Monte Carlo) analyses of “low-pressure” (a) and
“high-pressure” (b) sample sets. Dashed lines are mean values and associated uncertainties, expressed as 1 s.d. from the mean, for n and Q. A* = A x 10'". The
values of In(A*) are taken as the median due to the log-normal distribution. Point clouds are contoured at higher densities to illustrate distribution details.
Note that because of the statistical analysis, A* is given as natural log on the corner plots, whereas in the text, we use log;,. Plots were made using scripts from

Foreman-Mackey (2016).

from many previous studies that commonly calculate or estimate r ~ 1 (Table 1, Kohlstedt et al., 1995) or
higher (e.g., r = 2.5; Holyoke & Kronenberg, 2013). For rocks deformed in the RGD, Hirth et al. (2001) found
that r = 1 fit natural rock data better than r = 2. Likewise, Tokle et al. (2019) calculated values of r = 1, 1.1,
and 1.2 based on compiled experimental data, and Kohlstedt et al. (1995) suggest 0.8 < r < 1.2 using experi-
mental data from Kronenberg and Tullis (1984) and a value of n from Gleason and Tullis (1995) and Luan
and Paterson (1992).

When calculated by pressure-stepping experiments, the value of r requires an independent determination
of n (see Section 2.2.3). Explicitly, the best fit line in log(o)-log(fu,0) space, M = —r/n. Although not a
rheological parameter, M can be useful in comparing the water fugacity exponent independent of n; typical
values from pressure-stepping experiments indicate M ~ —0.50 (Table S2). New experimental results by
Negré et al., not yet published at the time of this study, calculated M = —0.46, consistent with this average
value (personal communication with Holger Stiinitz). Chernak et al. (2009) conducted constant pressure
experiments at variable fluid activity and chemistry, arriving at a best fit value of M = —0.23 (for all data
points), while the overall variation in their sample strengths was consistent with —0.13 < M < —0.25. The
MCMC approach does not calculate r as a function of n, but from the calculated values of r and n, we arrive
at Mip = —0.14 and Myp = —0.25. Regardless of binning, values of M “determined” by the MCMC approach
remain smaller than those determined from pressure-stepping experiments but overlap with values from
Chernak et al. (2009).

Although r = 0.49 is smaller than experimental determinations, we suggest this value may be consistent
with what is predicted by theory based on hydrolytic weakening due to hydrolysis of Si-O bonds. There
are several proposed mechanisms that may account for observed hydrolytic weakening in quartz (e.g.,
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Figure 6. Check of internal consistency by calculating the stress exponent (a) and activation enthalpy (b) for the “low-pressure” data set, normalizing data
using parameter values from the “low-pressure” MCMC (Markov Chain Monte Carlo) analysis (Table 2). Orthogonal regression model lines shown with
confidence bounds (dashed). Calculated values with 95% confidence interval as follows: (a) n = 3.8 + 0.2 and (b) H = 119 =+ 5 kJ mol . Note the significantly
larger range to lower values of stresses (a) and temperatures (b) introduced by the addition of natural data. Normalization values and data sources are noted on
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crystalline hydrogen ion defects, hydroxyl defects, or grain boundary effects—see Kronenberg, 1994). If the
dominant mechanism is hydrolysis of siloxane groups (Si-O-Si) to produce silanol groups (Si-OH), a sub-
stitution nucleophilic bimolecular (Sy2) reaction can be written as a single water molecule (H,O) reacting
with a siloxane group (representing two SiO, tetrahedra):

Si-O-Si + H,0 — Si-OH : HO-Si 5)

The law of mass action therefore dictates that the effect of hydrolysis of siloxane groups on quartz disloca-
tion creep depends on the square root of the water activity, and hence also on the square root of the water
fugacity (the distinction between the activity and fugacity being the choice of standard state).

Our value of V = 2.59 + 2.45 cm® mol™ is significantly lower than 35.3 cm® mol™" for quartz estimated
by Lu and Jiang (2019) and is also lower than values of other silicate minerals (e.g., Vijivine = 15 £ 5 (dry),
14 + 2 (dry), 24 + 3 (wet) cm® mol ™, Viaaspar ® 24 (dry), 38 (wet) cm® mol™"; Dixon & Durham, 2018; Kara-
to & Jung, 2003; Rybacki et al., 2006). The low value calculated here is consistent with observations from
Chernak et al. (2009) that the activation volume should be small, based on agreement between the effect
of water fugacity from experiments conducted at constant temperature and pressure, with variable fluid
composition (e.g., Chernak et al., 2009) and those conducted with pure water at constant temperature but
variable pressure (e.g., Kronenberg & Tullis, 1984). The reader should note that the error is only large rela-
tive to the small value of V.

An assumption we make in carrying constant values of r and V through to the low- and high-pressure analy-
ses is that both of these values hold constant over the investigated parameter space. Because each parameter
requires a significant range of pressures to calculate, the binning of sample sets into smaller pressure ranges
is unsuitable for independently estimating r and V.

4.1.2. “Low-Pressure” Data Set

The activation energy calculated in this analysis, Q = 118 + 5 kJ mol ™, is close to within error of many pre-
vious estimates. The calculated stress exponent, n = 3.5 + 0.2 is notably lower than the commonly accepted
value of n = 4, although it remains within error of some experimental determinations (Table 1). The calcu-
lated value for n is consistent with a model for steady-state dislocation creep proposed by Weertman (1968)
in which strain is accommodated by dislocation glide yet rate controlled by climb. In this model, if the
density of dislocation sources is itself dependent on stress, a theoretical value of 3 <n < 3.5 is predicted.

Parameter values calculated by MCMC analysis are both within error of values calculated by orthogonal
regression of normalized data; Qyemc = 118 + 5 kJ mol™" versus Hogno = 119 + 5 kJ mol™, and nyc.
Mc = 3.5 + 0.2 Versus Ao = 3.8 = 0.2 (Figure 6). One possible reason for the discordance between results
from MCMC and orthogonal linear regression is that assumptions inherent in linear regression are not fully
met (e.g., homoscedasticity, independence of errors, or valid approximation as a Gaussian distribution),
whereas the MCMC method requires none of these assumptions.

The greatest extrapolation in experimental versus natural conditions besides the strain rate is temperature.
Therefore, small discrepancies in H calculated experimentally may cause sizable errors when extrapolating
to geological conditions. By significantly increasing the range of temperatures used to determine H (i.e.,
both Q and V), we believe calculations integrating the relatively low temperature and slow strain rate natu-
ral data produce a more robust constitutive relationship for quartz dislocation-dominated creep at geolog-
ical conditions, compared to those derived purely from experimental data sets. However, we again remind
the reader that the natural data used in this study are not completely independent due to calculation of
differential stress by experimentally calibrated paleopiezometry.

4.1.3. “High-Pressure” Data Set

The activation energy calculated for the high-pressure experimental compilation, Q = 77 + 8 kJ mol ™', is
significantly lower than previous estimates. The calculated stress exponent, n = 2.0 & 0.1, while lower than
the commonly cited value of n ~ 4, and outside the range of theoretical values (3-5), is in fact consistent
with many other experimental studies that estimate values in the range of 1.7 < n < 2.9 (Table 1). Unlike
the “low-pressure” data set, the “high-pressure” parameter values calculated by MCMC analysis are less
consistent with parameter values calculated by orthogonal regression of normalized “high-pressure” data;
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Qucme = 77 + 8 kI mol ™ versus Hymo = 155 + 37/—27 kI mol ™, and nyc.

Table 3
Slopes of the First Three Principal Components Expressed in Terms of the Mc = 2.0 & 0.1 versus Aomno = 2.6 + 0.3/—0.2 (Figure 7). The significantly
Five Constitutive Variables higher value and large uncertainty on the value of H reflects the heter-
& In f{H,0) P T ogeneous distribution of “high-pressure” data. A paucity of data at the
low- and high-temperature extremes results in the fit of the orthogonal
1 0.5342 0.4720 —0.4898 0.0943 . .
regression being strongly affected by data clustered at moderate tempera-
2 0.1407 0.6065 0.7594  —0.1802 tures and leads to a slope steeper than the overall distribution, and hence
3 —0.3519 0.6142 —0.3236 0.2499 a higher value of H. A dashed line with a slope of 110 kJ mol™, which is

more consistent with the “low-pressure” analysis and previous determi-

nations, is plotted alongside the “high-pressure” data and qualitatively

appears to show a better fit compared to the orthogonal regression line
(Figure 7b). As with the “low-pressure” data set, the discordance between MCMC and linear regression
calculations may be due to linear regression assumptions not being satisfied. Despite the lack of internal
consistency between methods, they are consistent in predicting a lower value of n for the “high-pressure”
data set compared to the “low-pressure” data set, which we discuss further below.

4.2. Evaluating Flow Laws by Principal Component Analysis

To test how well the results of the MCMC analysis fit the data, we have also performed principal component
analysis (PCA) on the data set. Because of the problems we encountered using MCMC analysis on the full
data set, we applied PCA to the same reduced data set that we used for MCMC analysis. The reduced data
set encompasses the full variance of all the observational variables but thins out the number of experimen-
tal data points, in particular the high-pressure experimental data.

PCA rotates the data in N-dimensional space, where N is the number of observational variables (5 in this
case: strain rate, stress, temperature, confining pressure, and water fugacity), in order to determine the
principal axes, or eigenvectors, of the distribution. This enables the data to be viewed in a reduced number
of dimensions: in our case, 95% of the variance can be represented in two dimensions and 99.7% in three
dimensions. To facilitate the analysis, we took the natural logarithm of the flow law equation:

Iné=nlno+rin fyo—(Q+PV)/RT (6)

and used In &, In o, In fy,0, P, and 1/T as the variables. To perform the analysis, each variable is centered
about its mean, and the variables have to be scaled so that they have similar ranges. We carried out this scal-
ing manually, multiplying In & by 0.5, P (in MPa) by 0.007, and 1/T by 10*. The analysis was carried out using

the PCA module in Matlab®. The slopes of the first three principal components, expressed in terms of these
variables, are listed in Table 3. The percentage of the total variance expressed by each of the five principal
components are 1, 67.48%; 2, 27.32%; 3, 4.84%; 4, 0.27%; 5, 0.08%.

The observational data are shown on two-dimensional (2D) and three-dimensional (3D) plots (Figure 8)
by the red filled circles. The plotting routine rescales the data, so that quantitative information cannot be
obtained from them, but they allow the different data sets to be distinguished, and how they are distributed
relative to the observational variables. To test how well the flow law parameters determined by the MCMC
analysis fit the observations, we have recalculated the strain rates using the values for A, n, r, Q, and V that
we determined for the “low-pressure” and “high-pressure” data sets. These are plotted as open blue circles
in the figures. The only difference between the observed and calculated data sets is the strain rate, so if the
calculated strain rates do not fit the observations, they are displaced parallel to the strain rate axis.

Figure 8a shows that the “low-pressure” parameter values fit both the field and the low-pressure experi-
mental data clusters well, whereas the medium and high-pressure clusters show significant offsets. This
validates the results of the MCMC analysis for the “low-pressure” data. Conversely, Figure 8b shows that the
“high-pressure” parameter values fit the highest pressure data cluster reasonably well, and the “low-pres-
sure” and field clusters poorly. The moderate pressure cluster shows variable offsets tending to decrease
with increasing pressure. These variations reflect how the different values of n control the strain rate of the
“low-pressure” versus the “high-pressure” clusters and suggest that the change in n occurs gradationally
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Figure 8. The reduced data set plotted relative to the first two principal component axes (see text for the method and the coefficients of the axes). Red filled
circles are the observations; blue open circles have strain rate values calculated using the flow law parameters determined by MCMC (Markov Chain Monte
Carlo) analysis. (a) Comparison using the “low-pressure” parameters. Field observations plot in the top left, low P experimental data in the bottom left, high P
data in the top right, and intermediate pressure data across the center of the plot. Note that the data set as a whole is centered about the means of the variables.
The calculated values fit the field and low-pressure experimental data well, and the intermediate and high-pressure data poorly. (b) Comparison with results
calculated using the “high-pressure” flow law parameters. The calculated values fit the high-pressure experimental data well and the field and low-pressure data

poorly. The fit for the intermediate pressure data improves progressively with increasing pressure.
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over the pressure range of the medium pressure data set. This validates the results of the MCMC analysis
for the “high-pressure” data sets.

Figure 9 plots 3D views with calculated results using the “high-pressure” parameter values (fully 3D plots
of both the “high-pressure” and the “low-pressure” data are available as supplementary material Figures S6

and S7). Figure 9a looks straight down the strain rate axis, which demonstrates that the difference between

the observed and calculated results lies along this axis. Figure 9b is a view normal to the plane containing

the temperature and strain rate axes. These show that the offsets between the observed and calculated data
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Figure 9. 3D views of the observational data, and results calculated using the “high-pressure” flow law parameters, relative to the first three principal
component axes. (a) The view looks straight down the strain rate axis and confirms that the difference between the observed and calculated results lies along
this axis. (b) Same data and parameters as (a) but viewed directly down the Component 2 axis, looking at the Component 1-Component 3 plane, with the
temperature and strain-rate axes at right angles to each other. The plot shows that the fit between the observed and calculated results within each cluster does

not change significantly with temperature, whereas it does change with pressure.
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do not vary as a function of temperature but do clearly vary as a function of pressure. This validates our sep-
aration of the full data set into high- and low-pressure bins and suggests that temperature is not the factor
controlling the differences in n, in contrast to the suggestions of Tokle et al. (2019).

4.3. Evaluating Flow Laws by Comparing Predicted and Field-Based Strain Rates

Comparisons of strain rates calculated from published flow laws as a function of stress under constant
pressure (P)-temperature (T) conditions are illustrated in Figure 10. Compared to published flow laws,
the “low-pressure” constitutive relationships presented here predict faster strain rates for given deforma-
tion conditions. Aside from the “low-pressure” calibration presented here, the flow laws that most closely
agree with the field-based data are those of Hirth et al. (2001) and Tokle et al. (2019), both of which also
integrate natural deformation data in some way. However, both predict strain rates slower than the natural
field-based constraints, sometimes by more than 1 order of magnitude. At low T and high stress conditions
(Figures 10a and 10b), the “low-pressure” flow law is in excellent agreement with field-based strain rates
from the SSZ and WMCC, whereas all other flow laws underestimate the strain rates generally by more
than 1 order of magnitude. At moderate T, moderate stress conditions (Figure 10c) and high T, low stress
conditions (Figures 10d and 10e), the “low-pressure” flow law accurately predicts field-based strain rates to
within error, while other flow laws underestimate field-based strain rates.

As an independent check, we also compare flow law predictions to constraints from the RGD, data from
which were not used in the calibration (Figure 10f). Deformation conditions in the RGD were estimated by
Dunlap et al. (1997) and Hirth et al. (2001). Differential stress was recalculated using the Cross et al. (2017)
piezometer based on recrystallized grain size measurements bracketed between 20 and 160 um from Dun-
lap et al. (1997), corresponding to differential stress 16 < ¢ < 70 MPa. Published estimates broadly fit the
“low-pressure” flow law as well as flow laws from Hirth et al. (2001) and Tokle et al. (2019), although any
increase in strain rate beyond 5 x 107 s fits better with the “low-pressure” flow law presented here.

The “high-pressure” flow law predicts strain rates for high-pressure experimental data reasonably well,
but when extrapolated to geological strain rates (e.g., 107° to 107" s7%), it predicts strain rates faster than
observed by up to ~3 orders of magnitude. The failed extrapolation to geological conditions exemplifies two
important points. (1) Although experiments from individual studies may be internally consistent, use of
compiled experimental data may be prone to inconsistencies that arise from different experimental practic-
es, including data interpretation and sample preparation. Another issue can arise from compiling data and
calculating “global fit” parameters, in contrast to using the results of individual sets of experiments (Hirth
& Kohlstedt, 2015). However, examination of individual high-pressure data sets in Figure 1c reveals that
even when taken alone, none of them suggest n > 2, indicating this is likely not a significant issue in the
strict sense as defined by Hirth and Kohlstedt (2015). (2) Because of the point made in (1), if experimental
studies are to be applied accurately to geological conditions, it is critical to have constraints at slower strain
rates and lower temperatures, pressures, and stresses, as even small errors in flow law parameters can cause
large discrepancies when extrapolated over several orders of magnitude.

4.4. Further Investigating Differences in the Effective Stress Exponent

Our estimated value for the “low-pressure” data set of n;p = 3.5 £ 0.2 is higher than the theoretical stress
sensitivity of n = 3 and somewhat less than the commonly cited value of n ~ 4 (Table 1). For the “high-pres-
sure” data set, however, nyp = 2.0 %+ 0.1 is significantly lower than the theoretical value for dislocation creep
but agrees well with many experimental studies that calculate values in the range of 1.7 < n < 2.9 (Table 1).
Stress exponents that differ from n = 3 are commonly explained by the activity of deformation processes
in addition to dislocation creep that result in a higher or lower effective stress exponent, n.g. In the section
below, we further explore the possible causes for the difference in n compared to previous studies and the-
oretical considerations.

Tokle et al. (2019) observed, as we do, that some of the experimental data are best fit by a stress exponent
of n =~ 4, whereas other data are fit better by n < 3. They attributed the difference in the stress exponent
to the activation of different rate-limiting slip systems in response to changes in temperature and stress:
experiments conducted at >900°C and low stresses fit the higher exponent, and those conducted at lower
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temperature and higher stresses fit the lower exponent. Data from Lusk and Platt (2020) used in this study,
however, record c-axis CPOs indicative of slip on the basal <a>, £rhomb <a>, and prism <a> systems,
and a combination thereof, yet all samples plot closely along a line with a constant slope (Figure 6a). This
suggests that the difference in n is not simply related to the active slip systems. It has been shown that CPO
topology and intensity can reflect several variables, including temperature, finite strain, strain geometry,
and water content, and CPOs can also record strong inheritance, especially in naturally deformed rocks
(Heilbronner & Tullis, 2006; Law, 2014; Schmid & Casey, 1986; Stipp et al., 2002; Toy et al., 2008).

The problem that both studies encounter is that most of the higher temperature experiments are performed
in a Paterson-type apparatus, in which the confining pressure is limited to 300 MPa, whereas the lower tem-
perature experiments were conducted in Griggs-type apparatus at pressures generally around 1,500 MPa. As
aresult, it is not immediately clear whether pressure or temperature is the factor controlling the difference
in exponent. Tokle et al. (2019) concluded that temperature is the controlling factor, based on a handful of
experiments by Gleason and Tullis (1995) and Richter et al. (2016, 2018) conducted at high pressure and
high temperature that are best fit by the higher exponent (Tokle et al., 2019, Figure 1e). Our conclusion that
pressure is the controlling factor is based on (1) the clear distinction between the slopes of the high- and
low-pressure data in log(¢)-log(o) space (our Figures 1c and Tokle et al., 2019, Figure 1a), (2) the fact that
the pressure difference under discussion is very large (300 MPa vs. 700-1,600 MPa), whereas the temper-
ature difference is rather modest (800°C-900°C vs. 927°C-1,200°C); (3) the fact that the field-based data,
which are low T, fit the higher stress exponent, and (4) the results of our PCA, which demonstrate that
temperature by itself does not affect the fit of the flow laws to the data (our Figure 9b), whereas pressure
most definitely does.

4.4.1. Multiple Active Deformation Mechanisms

The above analysis is predicated on the assumption that the deformation mechanism for all natural and
experimental samples is dislocation creep in quartz. In reality, there are likely multiple active deformation
mechanisms, with the dominant one being that which produces the highest strain rate. The lower stress
exponent in experiments conducted at higher confining pressure likely indicates that deformation mech-
anism(s) in addition to dislocation creep are active and that the combination of deformation mechanisms
results in a lower effective stress exponent. These could include GSS mechanisms such as grain boundary
sliding (GBS) or diffusion creep (e.g., Nabarro-Herring creep, Coble creep, or pressure solution).

One possibility is that in experiments yielding a lower stress exponent, strain was accommodated by GBS, or
GBS in conjunction with dislocation creep (i.e., DisGBS; Hirth & Kohlstedt, 1995), which has been shown
to have a stress sensitivity of n = 2 (Kohlstedt & Hansen, 2015). Direct evidence for GBS can be difficult to
identify based solely on observation of the rock microstructure; for example, it is generally thought that GBS
will produce weak CPOs, yet there is evidence suggesting the contrary (e.g., Hansen et al., 2011). However,
not all high-pressure experiments produced fine-grained aggregates that would facilitate GBS, and it is un-
clear why GBS would be favored by higher confining pressures.

A second plausible explanation is an increased component of diffusion creep, specifically by pressure solu-
tion. Flow laws for deformation by pressure solution have a linear dependence on differential stress (n = 1)
and a power law dependence for grain size (i.e., m = 1-3; den Brok, 1998; Paterson, 1995; Rutter, 1976;
Rutter & Brodie, 2004a). The molality of aqueous SiO, increases with increasing pressure (Manning, 1994),
which could make pressure solution a more effective process at accommodating strain in higher pressure
rocks, especially those that are water saturated. Pressure solution and other diffusional creep mechanisms

Figure 10. A comparison between predicted and naturally constrained strain rates as a function of differential stress at deformation conditions calculated from
Lusk and Platt (2020), Behr and Platt (2011), Dunlap et al. (1997), and Hirth et al. (2001). A qualitative check on flow law accuracy in reproducing strain rates
of naturally deformed rocks is possible by comparing strain rates in iso-P-T plots to corresponding natural samples. Low (a, b), moderate (c), and high (d, e)
P-T conditions from the SSZ and WMCC are plotted. Also included are deformation conditions from the RGD, indicated by the gray box in (f). Stresses in the
RGD are from measurements of grain size ranging from 20 to 160 pm by Dunlap et al. (1997) using the Cross et al. (2017) calibration. P-T conditions and strain
rates are from Dunlap et al. (1997) and Hirth et al. (2001). In the RGD, the “low-pressure” calibration as well as calibrations from Hirth et al. (2001) and Tokle
et al. (2019) fit within error. All error bars on natural strain rates are one-sided as calculated values are minimum estimates. SSZ, Scandian shear zone; WMCC,
Whipple Mountains metamorphic core complex; RGD, Ruby Gap Duplex.
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are likely active over a wide range of deformation conditions (Cox & Paterson, 1991; Wheeler, 1992), al-
though it may be difficult to find direct evidence for them, especially in mono-phase quartz aggregates, and
at higher temperatures where additional deformation mechanisms are also active.

If both dislocation creep and a form of GSS creep (e.g., pressure solution, GBS) are active, the resulting
effective stress exponent reflects the value of each individual stress exponent and the relative activity of
each process. So long as both processes can act simultaneously without interference, the effect of GSS creep
operating together with dislocation creep can be expressed as

gcomposite = &gist T €Gss (7)

which can be rewritten to an equivalent expression:

5 — Ndisl nGSS
gcomposite - Adislo- s+ AGSSO- (8)

where Agg and Agss comprise terms for material properties, temperature, water fugacity, grain size, etc.
Ngig is generally in the range of 2—4 (Table 1) and nggs is around 1 for diffusion creep (den Brok, 1998; Pat-
erson, 1995; Rutter, 1976; Rutter & Brodie, 2004a) but may be higher for dynamic recrystallization-assisted
dislocation creep (DRX creep; Platt & Behr, 2011) or DisGBS (Hirth & Kohlstedt, 1995), both of which are
GSS. At constant P-T conditions in steady state, Agq and Agss can be treated as constants and €composite 1S
then a function of stress raised to a composite Aefreciive Which is a combination of the individual components,
ngis and ngss. The resulting apparent stress sensitivity will be a function of the relative proportions of each
independent deformation mechanism, following the relationship below from Huet et al. (2014):

_ zi¢iaini
effective — <« ,
Z,@ai

n

©)

where ¢, is the relative contribution of the ith deformation mechanism, n; is the stress sensitivity exponent,
and g; is the relationship between different values of n given by

a,- =]_[(nj +1) (10)

J#i

To exemplify this relationship, equal parts of dislocation creep (assuming n = 3) and diffusion creep (n = 1)
yield Resective = 2. We therefore tentatively suggest that the low value of n determined for the high-pressure
experimental data results from a component of GSS creep with a low value of n, in addition to dislocation
creep. The proportion of GSS creep increases with pressure, which suggests that it may be pressure solution
creep with a rate that is enhanced by increasing pressure.

If GSS creep is active in addition to dislocation creep and the grain size is controlled by the piezometric
relationship, we can make an independent prediction of ngeciive to compare against our calculated value of
ngp = 2.0 £+ 0.1. The dynamically recrystallized grain size, d, can be related to the differential stress by the
following empirically derived relationship:

d =Ko’ 11)

where K is the piezometric constant, o is differential stress, and p is the piezometric exponent. Combining
Equations 1 and 11, the differential stress is also dependent on the piezometric exponent and grain size
exponent such that n* = n-pm (Platt & Behr, 2011). Given a value of p = —1.41 + 0.21 (Cross et al., 2017),
m = 1-3 for GSS creep (den Brok, 1998; Paterson, 1995; Rutter, 1976; Rutter & Brodie, 2004a), and n = 3.5
(from the low-pressure experiments and consistent with theoretical determinations), n* ranges from 4.9 to
7.7. This range of values is not close to the calculated value of nyp = 2.0 + 0.1, suggesting that these param-
eters are inconsistent with grain size following a piezometric relationship.

This observation emphasizes the importance of rock deformation experiments reaching a microstructural
steady state, at which point continued strain no longer alters the physical microstructure (e.g., size, shape,
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orientation of grains within the sample) if other extensive variables are held constant. The relatively low
finite strains achieved in many rock deformation experiments (especially those performed in axial compres-
sion) and some experimentally produced rock microstructures casts doubt on whether experiments reach a
microstructural steady state. In many such cases, continued strain would further alter the rock microstruc-
ture, likely entailing more extensive dynamic recrystallization in response to increased buildup of disloca-
tions, leading to a uniform grain size reflecting the conditions of deformation (Heilbronner & Tullis, 2006).
In experiments with a coarse and uniform initial grain size, the effect on the microstructure would be to de-
crease the mean grain size through dynamic recrystallization, which could lead to increased activity of GSS
creep processes. In rocks with a spectrum of grain sizes, the effect may be to homogenize the stable grain
size through a combination of dynamic recrystallization, grain growth, and/or grain consumption (Platt
& Behr, 2011). Potential consequence of relatively low strain experiments not reaching a microstructural
steady state is that the starting grain size may affect calculated rheological parameters through activation of
additional deformation mechanisms, and the measured grain size(s) may not follow a piezometric relation-
ship. For example, some experiments (e.g., Richter et al., 2016, 2018) use quartz aggregates characterized
by a range of grain sizes within the same sample. In their experiments, Richter et al. (2018) observed that
smaller diameter grain fractions deformed by a larger component of GSS creep compared to the larger grain
fractions, which were interpreted to deform primarily by dislocation creep. These experiments produced a
stress exponent of n = 1.8-2.0, similar to what we have calculated for the high-pressure data set.

5. Conclusions

Using MCMC analyses on natural and experimental data from similar confining pressures, we arrive at data
set-consistent flow laws for dislocation creep in wet quartz aggregates. Integration of experimental data
with natural observations greatly increases the range of strain rates, temperatures, and stresses at which
quartz was deformed, resulting in flow law parameters that are constrained by, instead of extrapolated to,
geological conditions. For conditions present in the middle crust where quartz controls rock rheology, flow
law parameters for the “low-pressure” calibration are log(A) = —9.30 + 0.66 MPa™ " s™", r = 0.49 + 0.13,
n=35+02 Q=118 £ 5kI mol™}, and V = 2.59 + 2.45 cm® mol™". For the “high-pressure” calibration,
we arrive at a different set of parameters: log(A) = —7.90 + 0.34 MPa™""s™, r = 0.49 £ 0.13,n = 2.0 £ 0.1,
Q=77 +8kImol™, and V = 2.59 + 2.45 cm® mol™". The “low-pressure” calibration fits best with field-
based constraints and we therefore recommend these parameters for applications addressing the rheology
of quartz-rich rocks at greenschist facies conditions. The transition between constitutive parameters based
on confining pressure appears to be gradational (Figure 9), and the cutoff pressure used in this study only
reflects data availability.

As demonstrated in this study, care should be taken in applying flow laws, especially those calibrated solely
from experimental data, to naturally deformed rocks. This is evident in the effect of confining pressure and
active deformation mechanism(s) on calculated flow law parameters, neither of which are fully resolved.
At higher confining pressures, a low value of n may be the result of active deformation mechanism(s) in
addition to dislocation creep, namely a GSS process (e.g., GBS or diffusion creep). Further work is needed to
better understand the effects of deformation conditions on the stress sensitivity and other flow law param-
eters before experimental work alone can reliably be scaled to geological conditions.

Appendix A: Selection of Experimental Data
Below we outline the parameters used to filter experimental mechanical data included in this study:

1. The dominant deformation mechanism must be dislocation creep in quartz. Because of the conditions
at which some experiments are conducted (e.g., high stress) and starting materials used (e.g., ultraf-
ine-grained quartz) other deformation mechanisms may be active. These include brittle or semibrittle
creep, GSS creep including solution-reprecipitation creep, and in some cases a clear component of GBS.
Experimental runs that show clear evidence for brittle or semibrittle processes are excluded as these are
generally easy to identify. Both natural and experimental samples likely include variable components of
GSS creep, which can be difficult to quantify. Because not all studies explicitly comment on activity of
GSS deformation mechanisms, and because GSS creep mechanisms are almost certainly active in natural
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samples, we do not exclude data based on GSS creep. GSS creep is further addressed in the discussion.
Any experiments that had measured stresses greater than the confining pressure are excluded due to the
likelihood of semibrittle flow (Hirth & Tullis, 1994; Richter et al., 2018).

2. Because experimental data are integrated with constraints from naturally deformed rocks, experimental
data are only included if they were performed on “wet quartz,” that is quartz aggregates that include at
least 0.1-0.4 wt.% H,O, following Tokle et al. (2019). These conditions correspond to observations on the
naturally deformed rocks used in this study, which we infer are water saturated. Furthermore, only in-
cluding wet quartz deformation experiments validates the assumption that samples are water saturated
(we assume a water activity, 9n,0 = 1), and water fugacity, f, H,0- can therefore be calculated based on the
pressure and temperature conditions of deformation.

3. Experiments must be conducted on quartz aggregates. The behavior of quartz single crystals has been
shown to differ from that of aggregates (Holyoke & Kronenberg, 2013; Muto et al., 2011) making much
of the work on single crystals not directly applicable to most geological conditions. Experiments must
be conducted on pure o or § quartz of natural or synthetic origin. There are no apparent resolvable ef-
fects of the a—f transition on quartz rheology and therefore data from both stability fields are included
for this analysis (Tokle et al., 2019, Figure 1b; but see Fukuda & Shimizu, 2017, for an opposing view-
point). Experiments in which secondary phases or other quartz polymorphs (e.g., coesite-reported in
Richter et al., 2016, 2018) are present are not included. Experiments on gel-origin samples (Luan &
Paterson, 1992; Nachlas & Hirth, 2015; Paterson & Luan, 1990), which are reported as relatively impure,
and on sintered quartz (Luan & Paterson, 1992; Paterson & Luan, 1990), which the authors suggest were
not equilibrated with respect to water and disregarded, were not included in this study. A hot-pressing
process was also used by Rutter and Brodie (2004b) and Fukuda et al. (2018) but they confirmed high
water contents of 0.6% and 0.25%, respectively. Additionally, the high confining pressures of Fukuda
et al. (2018) may facilitate faster water equilibration (Luan & Paterson, 1992, and references therein).

4. Experiments must have reached mechanical steady state. Experiments in which total strains are below
the threshold for mechanical steady state, or the deforming material exhibits significant strain weaken-
ing or strain hardening behavior, are excluded. Where possible, stresses are measured from the portion
of the stress—strain curve that is flat and at high strain (i.e., in mechanical steady state).

5. Experiments that show evidence for inclusion of melt (e.g., Gleason & Tullis, 1995; Koch et al., 1989;
Luan & Paterson, 1992) are disregarded in this analysis, as the effect of melt-mineral interaction on rock
rheology adds an additional complication, which is beyond the scope of this study.

Data Availability Statement

Data presented in this study are compiled from the literature and are available through Behr and Platt (2011),
Chernak et al. (2009), Fukuda et al. (2018), Gleason and Tullis (1995), Heilbronner and Tullis (2002, 2006),
Hirth and Tullis (1992), Holyoke and Kronenberg (2013), Holyoke and Tullis (2006), Kidder et al. (2016),
Koch et al. (1989), Kronenberg and Tullis (1984), Luan and Paterson (1992), Lusk and Platt (2020), Palazzin
et al. (2018), Post et al. (1996), Richter et al. (2016, 2018), Rutter and Brodie (2004b), Stipp and Tullis (2003),
Stipp et al. (2006), and Tullis and Wenk (1994). Our complete data set is provided as a supplemental table
(Table S1), which includes reference to each data source.
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