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Abstract. Conversational devices such as Amazon Echo and Google Home
represent more than a way to tap into the behavioral surplus of consumers. They
provide an opportunity to address societal problems by examining data streams
produced by these devices. In this paper, we describe usage patterns and problems
related to the use of Amazon Echo devices at home by one specific demographic:
the elderly. We rely on a pilot project to collect usage data over multiple months
based on deployment of these devices in the homes of eight elderly individuals
who either live alone or with a spouse. The paper describes methods used to
ensure confidentiality, data collection and analysis procedures, and our findings.
We find that the use of conversational devices remains restricted to single
commands instead of conversations, making yourself understood remains a
problem, sustained use remains a challenge, and the interaction rarely goes
beyond simple commands. We interpret the results, and point to the potential for
such devices in the lives of the elderly, specifically for health-related problems.
The paper also describes lessons learned for capture and analysis of data from
such conversational devices.
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1 Introduction

Conversational devices have mushroomed. Although exact numbers are difficult to
pin down [Lopatovska et al. 2018], it is estimated that more than 25 million people
today use devices such as Amazon Echo™, Google Home™ and others' [Reis et al.
2017]. In spite of their almost ubiquitous presence of these devices, much of what we
know about the adoption and use of these devices comes from industry reports. For
Amazon and Google, these devices represent the possibility of “colonizing” everyday
space such as home and office [Atlantic 2018], by connecting to an ecosystem of other
devices and services. Amazon Echo already works with more than 20,000 smart-home
devices representing more than 3,500 brands [Atlantic 2018]. It has been reasoned that
this shift is likely to be wide and profound with the possibility of anthropomorphizing,
bringing these devices closer to our own level. According to some accounts, “we
[would] communicate with them, not through them” [Atlantic 2018]. Their roles today,

! The home-based conversational devices (the focus of this paper) are different from those embedded in
mobile devices (e.g. Cortana™ , and Siri™).



as devices that deliver news, calendar, weather, recipes, reminders and others are
harbingers of what is to come. It is, therefore, important for us to better understand our
interactions with these devices. Most of what we know about the use of these devices
comes from industry reports [Ong and Suplizio 2016]. Few studies have examined the
use of such devices (e.g. [Sciuto et al. 2018]).

In this study, our intent is to focus on the use of a dominant example of
conversational devices, Amazon Echo, by a specific segment of the population, the
elderly. This is an important population segment for multiple reasons. First, the elderly
are a growing segment [Giacardi et al. 2016] that present unique challenges for
technology design and use. It is, therefore, important to understand how the elderly use
these conversational devices. Second, aging can lead to limited mobility, visual and
hearing impairments, and high illness susceptibility [Khoury et al. 2018]. These
characteristics define the values that these older citizens hold dear, often different from
their younger counterparts as seen elsewhere in the design of service platforms [Skouby
et al. 2014; Gil and Amaro 2010]. The conversational devices represent a timely
example that we can investigate to better understand how the promise of technology
use by the elderly may be realized.

The primary goal of this work is, therefore, to take first steps towards understanding
how the elderly use such conversational devices, and the problems they face. A second
goal for this work is to demonstrate how the large streams of data from these
conversational devices may be captured and analyzed. We respond to these goals by
carrying out a research project that captures and analyzes data from home-based
conversational devices deployed in the homes of the elderly, while maintaining
important privacy and confidentiality. Key contributions of our work include: findings
related to how the elderly use conversational devices, and lessons related to capture and
analysis of data from such conversational devices while maintaining privacy and
confidentiality. The reminder of the paper is organized as follows. Section 2 reviews
prior work. Section 3 describes the research setting and the research approach. Section
4 discusses the findings. In section 5, we wrap up with some concluding remarks.

2 Background and Prior Work

The population on the planet is aging — growth rates for the elderly are twice that of the
overall population [Beard et al. 2016]. The skyrocketing costs of healthcare and
services for the elderly are indications of these trends [Iwasaki 2013]. The design of
appropriate information technologies is one key response to these trends.

2.1 The Design and Use of Technology for and by the Elderly

The phrase ‘elderly’ or ‘aging’ describes individuals who are 65 and over. However,
with advances in healthcare, better diet and exercise, the stereotype of the elderly as
“frail, vulnerable, immobile and passive’ is being questioned [Harvey and Thurnwald
2009, Kendig and Browning 2011]. Instead, there is a much larger group of healthy,
active, independent “young old” who possess a very different image of themselves



[Giacardi et al. 2016]. Today’s elderly may have spent a better part of their working
lives learning new technologies. Therefore, some of the traditional lessons about
“gerontechnology” [Kwon et al. 2016] are being challenged. There is a greater
recognition that there is great variety in the everyday lives, needs and motivations of
the elderly; and technology design is moving away from making things that are
“foolproof” [Hyysalo 2006] to making technology that leads to ‘more resourceful
aging’ [Giacardi et al. 2016]. This move to a more enlightened view describes
technology design for the elderly in a manner that is ethical and responds to the
concerns and values of the elderly [Giacardi et al. 2016; Purao et al. 2015]. It is in this
context that we study the conversational agents at home for the elderly. They are not
necessarily foolproof devices. Rather, they represent a set of capabilities that would
allow the elderly to participate in resourceful aging, while still acknowledging that the
elderly may not be fully prepared to use all new technological tools.

2.2 Conversational Agents at Home

As pointed out earlier, these conversational agents come in many forms, embedded in
our mobile devices as well as location-locked devices such as Google Home and
Amazon Echo. They respond to commands that follow what is referred to as a wake-
word, e.g. ‘Alexa’ in case of Amazon Echo. A typical interaction with such a device
starts with a command such as “Alexa, What’s the weather today?” that results in a
response such as “In Boston, it is 80 degrees with a 20% chance of rain.” The devices
contain software that captures the voice commands, converts these to text, develops a
response, which may require accessing resources on the internet and speaks the
response. Specialized capabilities can be developed for these devices (e.g. Skills for the
Amazon Echo), which allow the device to respond to more specialized commands.
According to some analyses, these devices represent an entry into the private homes of
individuals with the possibility of tapping into so-called behavioral surplus [Zuboff
2019]. Others point to the potential of such devices to become a normal, persistent and
important part of many households [Scuito 2018]. Studies that have examined the use
of these devices have provided description of use such as the placement of devices at
home, types of commands used and other similar statistics [Sciuto et al. 2018]. Such
studies have remained rare. In this study, we hope to add to this nascent stream.

3 Research Approach

3.1 Research Setting

Driven by our research goal, we collaborated with the Council on Aging in one of the
cities surrounding greater Boston. The city has a nominal population of ~60,000, with
as one sixth of the population, 10,000+ are elderly. The city is home to large multiple
corporate headquarters as well as universities. As a result, people who work in or travel
to the city, are known to more than quadruple during the day. The Council on Aging is
responsible coordinating activities and support services for the elderly with programs



such as meals on wheels, classes for the elderly, trips to different local facilities, visits
to groceries and hospitals, and others. It occupies a separate facility in downtown. The
Director of the Council participates in city administration along with the Mayor,
District Councilors, and appointed members of the city government.

3.2 Subjects and Procedure

Working with this Council on Aging, we recruited individuals who expressed
willingness to participate in the study. The research team specified these qualifications
for participation: (a) have Wi-Fi available at home to use the Amazon Echo device, and
(b) not presently have Amazon Echo or other conversational device at home. Following
appropriate research protections, a sign-up sheet was made available at the Council.
Individuals who expressed willingness were contacted by the research team. To deploy
the devices, the research team visited the homes and activated the devices.

This process did not use any of the personal information of the individuals. Instead,
the research team generated Amazon accounts and corresponding Gmail accounts as
dummy identifiers. The dummy identifiers ensured privacy, but also limited use of the
Amazon Echo devices for purposes such as shopping, ordering transportation and
others, controlling other devices at home or making personal phone calls. By removing
these, we were then able to focus on the use of Amazon Echo as a truly conversational
device, instead of using it as, for example, ‘a shopping assistant,” or ‘a home hub’ or
other such modes. Minimal training was provided. A one-page document allayed fears
about how to use the device (e.g. you can say ‘Alexa, stop’ any time), and showed some
possibilities such as Alexa, what’s the weather today; Alexa, should I carry an umbrella;
Alexa, is the pharmacy open today; and so on. The research team retained access to the
credentials, which allowed scraping of data about how each individual used the device.
A mapping to codes with different individuals responsible for (a) deploying the devices,
and (b) scraping the data ensured privacy during this process.

3.3 Data Scraping and Analyses

To access the history of Amazon Echo use, we scraped data for each user by using the
normal login process. Figure 1 shows an example from one of the participants.

8 7/18/19 5:34 PM alexa 117 16 Thursday
9 7/18/19 5:26 PM how much tii 117 16 Thursday
10 7/18/19 5:11 PM set a timer fi 117 16 Thursday

Fig. 1. Data Scraped for a Specific User from Amazon Alexa: An Example

A Python script read through the front-end and dealt with problems of differential
display (text, time), and partial display (screen size, week). Privacy safeguards
remained. To facilitate analysis, additional data was inferred such as days the device
has been active, day of week, time, an indicator to capture whether the command was
understood, and time elapsed since the previous interaction. The data consisted of 7,829
commands from 8 users over 6 months. Following the exploratory nature of the study,
we allowed the data to guide our analyses. We describe the findings next.



4 Findings

We begin with a simple conceptual model of the data recorded and generated by the
Amazon Echo device (see Figure 2). To ensure confidentiality, not all the data elements
(e.g. recorded user voice commands) were captured.
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Fig. 2. Conceptual Model of Data Scraped from Alexa

Depending upon the scale, the conceptual model may be translated to a star-schema
with the facts of interest as the core, to make the analyses more efficient. The model
was populated with the data captured. The analysis results follow next.

4.1 Sustained Use and Intensity of Use

A prerequisite to conceptualizing these devices as intelligent personal assistants
[Reis et al. 2017] is frequent and sustained use. The first set of analyses, therefore,
examines analyzes how often and how regularly the elderly individuals use these
devices: number of days the device was used vs. not used; and the longest contiguous
number of days the device was used vs. the longest gap between uses. Figure 3 shows
these results. The X-axis indicates the users.
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Fig. 3. Sustained Use across All Users



The data shows that most users were active at least for some of the days. Figure 3A
shows that the number of days with use was higher than the number of non-use days
for users 2,4, 5 and 6. Figure 3B shows that users 5, 6, and 8 had more contiguous days
of use compared to the gaps with user 6 showing the most consistent usage with the
largest gap between uses as 8 days, compared to users 1, 2, 3 and 7 who had gaps of 30
days or more. Together, the two graphs show that users 3 and 7 were not enthusiastic
users of the device. The remaining users suggest possible sustained use. The next set of
analyses examined use intensity: average number of commands (per day vs. per day of
use); and median vs. maximum commands per day of use (see Figure 4).
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Fig. 4. Intensity of Use across All Users

The results continue to show users 2 and 4 as the most intense users of the devices.
For example, user 2 used more than 30 commands on average on days that s/he was
using the device with one of the days showing 494 commands (a clear outlier). User 4
used more than 12 commands on average on days that s/he was using the device with
one of the days showing 196 commands (another outlier). Interestingly, user 7 showed
a spike on one day with 82 commands (see Figure 4B), and the his/her average number
of commands on the days of use was 9 (only a little behind users 2 and 4). Based on the
data in figure 4A, users 1 and 7 were next to users 2 and 4 in terms of average number
of commands per day of use in spite of long gaps in usage (see Figure 3B).

4.2 Commands: Some Understood, Others Not So

To understand whether this use actually resulted in responses, we examined whether
the commands of the elderly individuals were actually understood by the conversational
devices. This is indicated by the classification ‘text not understood’ in the data scraped.
Such a response from the device meant that when the elderly individuals attempted to
use the devices, their command was not understood. While this may not be as
significant a concern for other sets of users, it can be significant for the elderly (e.g. see
[Kwon et al. 2016]). When this occurred, in some cases, the individuals appeared to
repeat the command (either with the same words or different). Figure 5 shows the
results of our analysis. The x-axis shows the users, and the y-axis shows the fraction of
commands not understood, followed by a second attempt (Figures 5A and 5B).
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Fig. 5. Commands (Not) Understood as Intended, across All Users

The data shows that user 2 was a clear outlier with as many as 58% of commands
resulting in ‘text not understood,” with 55.7% also unsuccessful as second attempts.
With this new information, the characterization of user 2 as a frequent user (see Figures
4A and 4B) now became suspect. Although this user attempted to use the device a lot,
more than half of his/her commands were not understood. All the other users did
reasonably well with less than 15% of the commands not understood (although these
numbers may still be frustrating for some individuals). Other users that stood out in this
analysis included users 4, 5 and 7 (see Figure 5B). These users used a second attempt
to clarify their commands and were still unsuccessful 37 to 46% of the times. Together,
these results show that using these devices still remains problematic for the elderly.

4.3 Commands, Not Interactions (or Conversations)

Next, we explored the central idea that these are ‘conversational’ devices [Atlantic
2018], i.e., more than a single command-response pair. We were, therefore, interested
in examining the nature of conversations that the elderly individuals were having with
these devices. Our simple conceptualization of a conversation was any interaction that
was longer than a single command-response pair. To explore this, we separated
commands that were part of a larger “interaction (or conversation) episode,” against
commands that were part of a single “command-response pair” (with a parameter value
of 3 minutes to separate one episode from the next). We also compared the number of
“interaction (or conversation) episodes” against the number of days (see Figure 6).
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The results show that only user 3 managed to have such interactions on a somewhat
regular basis (see Figure 6A) with 91 of the commands part of such “interaction (or
conversation) episodes” compared to 96 commands that were part of a simple command-
response pair. Even with such a high fraction, user 3 managed only 11 such “episodes”
over the entire duration of 145 days. User 1, in fact, had more such “episodes” (24) over
a fewer days (104) with 92 commands as part of these “episodes” (see Figures 6A and
6B). User 2 managed only 2 interactions over the entire period of 160 days.

44 Characterizing Conversations and Commands

Finally, even with the problems with sustained use (see Figures 3 and 4), making
yourself understood (see Figure 5), and engaging in simple command-response pairs
instead of longer episodes (see Figure 6) — the elderly individuals still managed use
these devices. To explore these, we considered the length of the interaction (or
conversation) episodes, as the number of commands within each episode (Figure 7A),
and examined the types of commands they used with categories similar to prior work
[Scuito et al. 2018] (Figure 7B). Figure 7 shows these results.
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Fig. 7. Characterizing Conversations and Commands, across All Users

The data showed that the average length of “interaction/conversation episodes” was
fairly low for all users (see Figure 7A). The outlier (user 7) was an anomaly with an
average interaction episode length of 22. However, this was misleading because it
represented two episodes (one of length 12 and the other of length 32, with what
appeared to be a set of unrelated commands). The results for user 4, on the other hand,
had a median of 6 commands (see Figure 7A) across 14 episodes (see Figure 6B). Next,
we examined the types of commands by examining different categories: music and
news, weather, volume, stop, and skills. Figure 7B shows the percentage of commands
in each. The users in our set had different emphases, further cementing the idea that the
elderly cannot all be treated the same [Giacardi et al, 2016]). It is important to use one
caveat with these results. No personal uses such as making family phone calls or
shopping were part of our study because of our emphasis on keeping the results
anonymized. Including these categories may change the outcomes.



5 Discussion and Concluding Remarks

In this paper, we have explored data streams from conversational devices (Amazon
Echo) deployed in the homes of the elderly. It is important to note that our intent is to
report exploratory analyses of usage patterns for these devices, not explore the strengths
or weaknesses of specific devices. The paper described our approach to scraping, and
analyzing the data with the use of automated scripts. The approach is scalable. In fact,
during this research, we continued to work with the data stream as the data accumulated
each week. The key contributions of our work include findings related to the use of
conversational devices by the elderly, which include: intensity and sustained use of the
devices, examining commands understood and not understood, characterizing
interactions and conversations, and exploring different types of commands. The
conceptual model we have created can also provide pointers for collecting and
analyzing these data streams. The picture that emerged from the analyses shows that
the elderly can have different profiles, and these differences are important to consider
when designing voice skills for the elderly. It is important to consider the findings to
better position the conversational devices as supports for resourceful aging. More
specifically, our analyses also show that leveraging conversational devices will require
overcoming basic obstacles such as more precise understanding of the commands, and
representing and using context to support longer conversations.
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