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ABSTRACT Recently, tag-to-tag (T2T) backscattering technique in a passive RFID system has received
broad attention due to its superiority for large-scale network applications. If used to implement a Network
of Tags, use of T2T communication allows inherent communication parallelism, thus supporting orders
of magnitude larger capacity than centralized RFID reader-based systems. To unleash the potential of
T2T communication, turbo backscattering operation enables the implementation of a multi-hop network
of tags, which supports larger network coverage of a Network of Tags. However, due to asymmetric
communication links and interferences among tags’ transmissions in such a T2T backscattering based
network, the routing protocol design has become one of the main technical challenges, especially for
large-scale networks. Furthermore, the computation time of T2T routing protocols increases exponentially
with the number of tags, greatly limiting the practicability of such large-scale backscattering networks.
In this paper, we present the design of a Network of Tags model to address these challenges, and we
propose novel routing protocols for three distinct types of tags with different hardware capabilities. To
address the issue of computational processing time of the routing protocol for large-scale T2T networks,
we propose a new scheme with linear time complexity. We evaluate and compare the performance of the
proposed protocols, as well as investigate the impact of network parameters on the performance.

INDEX TERMS Backscattering communications, Internet of Things, large-scale networks, multi-hop
routing protocol, network of tags, RFID passive tag, tag-to-tag communication.

I. INTRODUCTION

NOWADAYS, RFID systems have become increasingly
prevalent, and it is predicted that in the future massively

deployed IoT objects will be tagged for communication and
control for various applications such as e-Health, Smart
Cities, Smart Spaces, and Intelligent Transportation Systems.
A typical RFID system, which consists of an RFID reader
and a number of tags, has become one of the most widely
used systems to facilitate automatic object identification [1].
Each tag is uniquely differentiated through its identification
code, which can be recognized by the reader. RFID tags
fall mainly into three categories: active, passive, and semi-
passive tags. As the names imply, passive tags are solely
powered by RF radiation of a reader. A typical passive

RFID link between a tag and the reader operates through
an interrogation process: when a passive RFID tag receives
an activation signal from the reader, the signal energizes
the circuits of its RFID chip, and the tag responds to the
reader by backscattering the received waveform signal from
the reader. What differentiates passive tags from active tags
is that passive tags have neither significant energy stor-
age nor traditional transmitters. Thus, they have advantages
such as lower cost, smaller dimensions, physical flexibility,
longer lifetime, environmental safety, and no need for power
sources [2].
Direct tag-to-tag (T2T) communication between pas-

sive RFID tags [3] has recently attracted broad attention.
When used to implement a Network of Tags, such T2T
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communication allows inherent communication parallelism,
thus supporting orders of magnitude larger capacity than cen-
tralized RFID reader-based systems. However, one of the
main challenges in implementing a passive T2T network
is that the inter-tag distances are very limited (at the cen-
timeter level). To address this shortcoming, we propose
a Network of Tags (NeTa) model [4], [5], by which two tags
in a densely deployed network can communicate by relaying
their communications through a chain of other tags, aiming
to significantly extend the network scope.
In the NeTa model, the reader acts as a central controller

which is responsible for calculating the optimal end-to-end
communication path and then broadcasting path assign-
ments to the network tags. We note, however, that the
actual communications are not routed through the reader,
thus preventing the reader from becoming a “bottleneck”.
The main superiority of NeTa, compared with a central-
ized network (where a centralized reader handles the actual
transmissions), is that in a large-scale T2T network (i.e., with
a massive number of tags), the high traffic could be offloaded
by multi-hop routed T2T communications. As demonstrated
in Section IV-B, with this parallelism offered by T2T trans-
missions, not only the overall network throughput can be
significantly enhanced, but also the delays of transmission
cycles can be much reduced.
For a multi-hop network such as NeTa, however, the

backscattering environment introduces new challenges not
present in the traditional multi-hop networks. The main rea-
son that existing routing protocols cannot be applied to T2T
networks is that for most other networks (e.g., wireless sensor
network), the transmit power of all the communication links
are assumed to be the same, resulting in symmetrical links.
For a T2T network, however, the transmit power of each
communication link is the backscattering power from the
transmitting tag, which is based on: (1) the transmit power
of the reader, and (2) the distance between that tag and
the reader. Furthermore, since the tags use harvested energy
from the reader to power their electronics, which operate
at an extreme-low-power regime, the tags have extremely
limited processing power. Thus we designed our protocols
to address those limitations.
Based on our previous work in [4] and [5], we designed

three T2T routing protocols for three types of tags with dif-
ferent hardware capabilities: (1) standard tag design (referred
to as Scenario A), (2) tags with power detectors that are
able to measure the received signal strength (referred to
as Scenario B) [6]–[11], and (3) tags with power detec-
tors and attenuators that can measure the received signal
strength and attenuate the backscattered signal (referred to
as Scenario C) [12]–[14]. The extra features of the latter
two types of tags, as demonstrated later, can greatly reduce
inter-tag interference and enhance network throughput. For
example, in scenario B described in our work, the transmit
power of the reader is considered as a variable in the pro-
tocol design. In scenario C described in our work, tags can
attenuate their transmit power based on the protocol design.

This makes the routing protocol design unique, while allows
to support large throughput in spite of the limited execution
power of the tags.
Another challenge in the routing protocol design is that the

time complexity of the basic versions of these three routing
protocols increases exponentially with the number of tags,
and therefore does not apply to applications of massively-
deployed RFID systems [15], [16]. To address this issue, in
this work, we propose a scheme that allows replacing the
exponential time complexity of the algorithms with linear
time complexity. This scheme, described in Section VIII,
is based on the partition of the network into regions and
executing a greedy algorithm independently in each region.
We would like to point out that our routing scheme is

executed at the reader (the reader solves the optimization
problem), while the tags simply respond to the reader’s com-
mands. There is no direct interaction among the tags with
respect to the execution of the routing protocol, so the tags
do not incur any interaction overhead among the tags caused
by the proposed routing scheme. This lack of overhead on
the tags is one of the biggest advantages of the proposed
scheme, due to the severely limited tags’ processing capa-
bilities. This is in contrast to the reader, which operates with
much larger processing capabilities.
By computer simulations, we compare the network

performance (capacity and computation time) of the routing
protocols, as to assess the gains stemming from the tags’
extra hardware capabilities. We also demonstrate how the
aforementioned performances are affected by the proposed
region partition scheme. The results aim to provide insights
which can assist network designers in deciding which capa-
bilities are worth implementing, based on the network
performance requirement, the scale of the deployed network,
and the operational parameters of the tags and the reader.
The contributions of our work can be summarized as fol-

lows: (1) we propose NeTa, a novel RFID network model
which allows multi-hop T2T transmissions (and therefore
significantly extending network coverage); (2) we pro-
pose a basic routing protocol from tags to the reader for
NeTa; (3) we design three distinct tag-to-tag routing protocols
for tags with different hardware capabilities, to maximize
network capacity, while reducing inter-tag interference; (4)
we evaluated and compared the three protocols, as to deter-
mine their relative improvement given the additional tag
hardware; and (4) we propose a region partition scheme for
the proposed routing protocols with linear time complexity
as a function of the network size, so that the protocols could
be used in large-scale networks.
This paper is organized as follows. Section II presents

some example applications of NeTa to motivate this work.
Section III reviews related work. In Section IV, we introduce
the NeTa model and provide an example to demonstrate the
performance improvement of this T2T network compared
with the traditional (centralized) RFID system. In Section V,
we present a basic protocol for routing from tags to the
reader, which is used as a building block in T2T routing
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protocols. Section VI and Section VII discuss the T2T rout-
ing protocol designs for simple tags and tags with advanced
capabilities, respectively. Section VIII describes the proposed
region partition scheme to achieve linear time complexity in
large-scale networks. Evaluations and comparisons follow
in Section IX. Finally, Section X concludes the paper and
proposes future research directions.

II. EXAMPLE APPLICATIONS OF NETA
One of the superiorities of the proposed NeTa is that it allows
increasing the network coverage through multi-hop routing,
thus overcoming the current limitation of inter-tag distances
(on the order of a couple of centimeters) in T2T communi-
cation. This may enable countless potential applications that
need extended communication ranges for object interactions,
human interactions, creating “communities of interest” of
geographically dispersed objects, etc. In what follows, we
present a number of potential application examples.

A. PANDEMIC CONTROL
As proposed in [3], one application example of passive RFID
tag-to-tag communication is that when wearing bracelets
with tags, tags on two people’s bracelets can directly commu-
nicate by handshaking and therefore exchange information.
With extended communication range of NeTa, however, peo-
ple can retrieve information from other people/objects within
a much longer distance. This means that we will be able to
keep track of people who have been in close contact of
others. Then if a person is later confirmed to be carrying
a certain type of virus (e.g., COVID-19 virus), the retrieved
data would help identify and track potential virus carriers
even at a very early stage. Because of the increased NeTa
coverage, the contact tracking can be extended to potential
infection distance, such as 6 feet, for example. Although tra-
ditional RFID systems have been used to control and monitor
the spread of the SARS virus [17], a significant improve-
ment to pandemic control systems could be achieved with
T2T communication networks due to an increase in network
coverage.

B. SMART HOME AND SMART CITY
Smart home and smart city are among the two important
research areas of Internet of Things (IoT). RFID tags, many
of which are able to store and compute data or interface
to sensors [18], are widely used in IoT applications when
attached to various types of objects [19]–[21]. The object
interaction via T2T communication then allows for proxim-
ity detection, localization, and tracking of such objects for
smart home applications. This can be useful in many situa-
tions, such as locating critical everyday objects (e.g., keys or
glasses), or reconfiguration of spaces based on the current
locations of people who live in a house.
For smart city applications, RFID tags (with attached sen-

sors) allow monitoring for air pollution, traffic, availability
of parking spaces [22], etc. The NeTa can also be used

in structural monitoring of buildings and bridges. Rather
than using actual sensing devices, unusual conditions (e.g.,
cracks) can be identified simply by observing the changes
in the backscattered signals.

C. TELEMEDICINE HEALTHCARE
NeTa will also find a number of applications in telemedicine
healthcare system. A patient’s physical activities can be
monitored remotely using low cost tags [23]–[25]. The statis-
tics of monitored data can then be used to determine the
patient’s health condition. With implantable arrays of tags,
it is possible to extract inter-beat interval in cardiac pulses or
to monitor neural activities of patients. Further, interaction
monitoring can be used for sensitive objects such as blood
samples or dangerous chemicals. There are also attempts to
use tags for brain-machine interface. Tags can also be used
to track the movement of patients in nursing homes, alerting
them to potential obstacles as to prevent falls and injury.

D. PRECISION FARMING
Precision farming may benefit from NeTa too. For example,
when animals are tagged, their activities can be monitored
[26]–[28]. This can ensure adequate feeding and prevent
diseases from spreading. Tags can also be used for the man-
agement of harvested crops. With NeTa one can retrieve
information including the harvest date of crops in a bale, the
field they were harvested from, the temperature, the weight,
and the moisture level of each bale. NeTa can be used in
greenhouse management as well.

III. RELATED WORK ON PROTOCOLS FOR PASSIVE
RFID T2T NETWORKS
To the best of our knowledge, there is no existing lit-
erature on routing protocol design for large-scale RFID
networks (as opposed to individual links), likely because
T2T backscatter communication in RFID system is a rel-
atively new and emerging area. There are related works
on routing protocols for small scale passive RFID T2T
networks, but even those works are quite limited and inade-
quate. In [29], the authors suggested that the range of T2T
backscatter communication could be improved by multi-hop
cooperative routing strategy. However, no detailed investi-
gation was not included in their research. Our study in this
paper provides a comprehensive investigation and proposes
complete and precise protocol designs for T2T backscatter
routing. In [30], a passive channel measurement technique is
proposed to show the capacity improvement in T2T backscat-
ter communication networks as compared with traditional
RFID networks. In [31], an anti-collision passive chan-
nel measurement technique is proposed, where the authors
focused on the channel measurement between passive tags.
In [32], the authors studied the problem of jointly mini-
mizing transmit power of readers and selecting the shortest
communication route among a set of RFID readers (one
reader as the source and another reader as the destination),
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through multi-hop T2T communication. That work how-
ever focuses on the routing among readers utilizing T2T
communication and therefore does not address how to coor-
dinate multiple concurrent T2T transmissions, which is one
of the main contributions of our work. In [33] the authors
developed a backscattering T2T network using innovative tag
architecture and a novel multiphase backscatter modulation
technique. The routing protocol for this proposed network,
however, was beyond the scope of that paper. In [34], the
authors developed a distributed “optimal link cost” multipath
routing protocol in the network layer and designed a MAC
protocol for T2T backscatter communication. However, that
work did not account for the fact that a tag’s backscat-
tered power is strongly affected by the distance between
the tag and the reader. Indeed, transmission range is the
major difference between T2T backscatter communication
and communication in sensor networks. Our work provides
a detailed analysis for communication range constraints in
passive RFID T2T networks and shows the optimized routing
protocol designs considering this constraint.

IV. SYSTEM MODEL
We consider a passive RFID T2T NeTa model consisting of
a reader and passive RFID tags, which allows the implemen-
tation of a multi-hop-routed network. The reader is placed
among tags which are uniformly distributed throughout the
network coverage area. In this section, we first introduce the
proposed NeTa model, and then demonstrate its improvement
in network performances compared with conventional RFID
systems.

A. THE NETA MODEL
One of the key challenges in the design of current RFID T2T
networks is the limited inter-tag distance. The main culprit
is the fact that in a T2T network, each tag undergoes a new
backscattering operation, in addition to the tag’s backscat-
tering losses. This challenge is, in particular, problematic for
large-scale dense networks, where a transmission from the
source tag to the destination tag is likely to undergo a large
number of hops. Note that according to FCC regulations
(Part 15, Section 15.247 [35]–[41]), the maximum transmit
power of an RFID reader is 1 Watt, and thus cannot be arbi-
trarily increased to improve the transmission distances. To
address this issue, we rely on our proposed turbo backscatter-
ing operation (TBO) [4]. For completeness, we demonstrate
here that, using the TBO, inter-tag distances can be signifi-
cantly enhanced. To increase the coverage of a network of
tags, the TBO should be used together with multi-hop rout-
ing. The fundamental principle of TBO is as follows: the
reader transmits an RF waveform (referred to as Continuous
Wave (CW)) containing power and possibly commands to
individual tags instructing each tag when it is scheduled to
backscatter to the next-hop receiving tag. Upon receiving
this CW, a tag decodes the commands it receives and then
backscatters signals containing transmitted data to its neigh-
bors. The neighbor tags will decode the backscattered signal

FIGURE 1. A simple example of NeTa. Solid arrows represent CW and dashed
arrows represent flow of information.

by the first tag and, using a new CW from the reader, for-
ward the signal to the next hop. Such an operation is similar,
in concept, to the “decode and forward” operation [42], to
be distinguished from “amplify and forward” [43]. However,
the main distinction of NeTa from the “decode and forward”
schemes is in the fact that, in NeTa, the tag’s reply signal is
modulated on a power waveform received from the reader
(i.e., it is backscattered using a new CW on each hop), rather
than using the transmitter’s own carrier signal generated with
the node’s own power source. Accordingly, in our discussions
in this paper, we consider standard passive tag operations,
i.e., the tags do not have a traditional transmitter or energy
storage. However, such tags are used in our work in a dif-
ferent manner; i.e., a backscattered wave by a tag can be
received and decoded by another tag, as if the backscattered
wave were received directly from a reader. To guarantee the
feasibility of T2T data transmission, passive tags should have
a memory to store the data received and a decoder that can
decode the received packets. The chips inside should be able
to determine if the messages received need to be dropped
or transmitted, according to the commands broadcasted from
the reader. An example of the hardware design of the passive
tags is provided in [44], which contains a controller, a cyclic
redundancy checker, a transmitting buffer, a pseudorandom
number generator, a slot counter and a memory.
To better demonstrate how NeTa model works, we con-

sider an example shown in Fig. 1 where tag 1 needs to
communicate information to tag 4. Upon receiving a trans-
mission from tag 1, tag 2 decodes it, and then backscatters
a “fresh” CW power signal from the reader, after the signal
is modulated with the decoded information. Upon receipt of
the backscattered signal by tag 3, the same operation is then
repeated for transmission from tag 3 to tag 4.
One of the main concerns with the implementation of

NeTa, such as that shown in Fig. 1, is the effect of
interference from CW on the reception of backscattering
signals by tags. For instance, in the example in Fig. 1,
while tag 2 receives the backscattered signal from tag 1, it
also receives the reader’s CW, which may cause interference
to the reception at tag 2 of the backscattered signal from
tag 1. This interference is of particular concern because the
backscattered signal (e.g., by tag 1) is significantly weaker
than the CW signal, due to the signal’s backscattering losses
at tag 1. To address the effect of the CW interference, tag 2
has to have a way to separate the CW signal from the
backscattered signal from tag 1, which could be done in
a number of ways [45], [46].
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For simplification of our derivations, we assume a number
of assumptions, all of which are commonly used in other
works in this area (we include representative citations): (1)
tags are not mounted on any surface, (2) all antennas (of
tags [47]–[52] and readers [53]–[60] are isotropic radiators
with 0 dBi, and (3) the T2T network is deployed in an open
space, so that multi-path and shadowing phenomena could be
neglected, and the propagation attenuation exponent γ = 2.
Based on a modified Friis equation [61], for tags outside the
near-field zone of the reader, the received power Pp of a CW
at a tag transmitted by the reader can be calculated as:

Pp = Pt ·
(

λ

4πrr

)2

, (1)

where Pt denotes the transmit power of the reader, λ denotes
the RF wavelength, and rr denotes the reader-to-tag distance.
This received CW is next modulated by the tag with the
tag’s information and backscattered, allowing reception at
the next tag. The received power at the next tag, Pr, can be
expressed as:

Pr = PpK

(
λ

4πrt

)2

= PtK

(
λ

4πrt

)2(
λ

4πrr

)2

, (2)

where rt denotes the inter-tag distance, and K denotes
the backscattering coefficient, i.e., the factor that repre-
sents backscattering power losses, inclusive of the effect
of impedance mismatch on the re-radiated power [62]. We
assume that all the passive tags in the T2T network have the
same sensitivity Ptagr,min. Rewriting eq. (2) with the condition
that Pr = Ptagr,min, yields:

rt · rr =
(

λ

4π

)2

·
√

KPt

Ptagr,min
. (3)

For equations (1), (2), and (3) to be valid, we need to
guarantee that the distance rr and rt are in the far field
region, [63] where both the inter-tag and reader-tag distance
should be larger than:

d = 2D2

λ
. (4)

For reader-to-tag distance rr, since the antenna size of
a reader is typically 0.3 m [64], we obtain from eq. (4)
that rr > 0.18 m. For the inter-tag distance rt with the
antenna size of a tag of 10 cm, we obtain that rt > 0.02 m.

As an example, consider the case in which K = −10 dB,
the RF frequency f= 300 MHz (UHF frequency as used
in [65]), Pt = 1W, and Ptagr,min = −20 dBm. A continuous
multi-hop T2T path (i.e., a path consisting of a sequence
of T2T links) can be established as long as the tags are
sufficiently densely distributed. The range that a reader can
power a tag is typically much further than inter-tag distances
(i.e., rt � rr). If we choose rr = 1.25 m � 0.18 m, the
inter-tag communication should be no larger than 0.499 m
according to eq. (3). On the other hand, since the far field
distance for inter-tag is 0.02 m, we can deploy adjacent tags

with a distance between 0.02 m and 0.499 m. Note that
the inter-tag distances can be further improved by advanced
hardware (e.g., by reducing Ptagr,min).

Next, we investigate the limitation of the network size
that a reader can communicate with (including reading from
and writing to) all the tags. We first note that the sen-
sitivity of a RFID reader is typically significantly higher
than that of an RFID tag, i.e., Preaderr,min � Ptagr,min.

1 In order
to determine the network size limitation, we assume that
the tag furthest away from the reader is at the maximum
distance of rr. Substituting Pp = Ptagr,min into eq. (1), we
derive that the downlink (i.e., from the reader to a tag)

range rdownlinkr = λ
4π

· 2

√
Pt

Ptagr,min
. To obtain the direct uplink

(from a tag to the reader without multi-hop relaying)
range, we substitute Pr=Preaderr,min and rt = rr = ruplinkr into

eq. (2), and obtain that ruplinkr = λ
4π

· 4

√
K · Pt

Preaderr,min
. Using

the derivations above and assuming that the sensitivity of
a reader Preaderr,min = −75 dBm [66]–[71], we can calculate

that rdownlinkr
∼= 25 m and ruplinkr ∼= 18.7 m for the example

above. We emphasize that whether a system is an uplink− or
downlink−limited is strongly affected by the system param-
eters, such as the sensitivities of the tags and the reader,
which are functions of the continually-advancing technol-
ogy. In our scenario, to allow a larger coverage area, the
network could utilize direct downlink transmission,2 while
the uplink transmissions are multi-hopped back to the reader.
Thus, in such a network architecture, the reader has a global
view and control over a large coverage area of the tags, and
therefore can be utilized to determine the optimal routes as
well as to schedule the tags’ transmissions, while the actual
transmissions are multi-hopped among the tags, bypassing
the centralized reader.

B. MOTIVATION FOR THE NETA MODEL
One could ask what the need for multi-hop communication
is, if a single reader can talk directly to a substantial portion
of the network tags. Indeed, it may be possible to design
a T2T network, where the reader would act as a centrally
placed “router” that facilitates exchanges of information
among the tags. However, with a large number (e.g., in
the hundreds or thousands) of tags, such a reader acting as
a centralized router would become a major “bottleneck” to
the communications among tags. With the introduction of
NeTa, the traffic that the reader would need to handle could
be offloaded by multi-hop routed communications among
the tags. Therefore, the overall network throughput can be
significantly enhanced due to the parallelism offered by the

1. This is due to the fact that a passive tag requires energy power the
electronics and due to the fact that a reader is typically equipped with more
sophisticated and expensive electronics.

2. In this paper, when referring to tags, we use interchangeably the
terms “backscatter” and “transmit”, since the tags are passive, thus tags’
transmissions are generated by backscattering energy of the reader’s CW.
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inter-tag communications.3 Compared with the conventional
RFID network in which all the information is transmitted
through a centralized reader, our NeTa model for inter-tag
communication has an impressive improvement in network
performance in terms of throughput and delay. Indeed, our
NeTa model, which allows multi-hop T2T transmissions, can
improve the number of concurrent transmissions on the order
of hundreds to thousands times. Section IX demonstrates the
experimental capacity analysis. Another superiority of the
NeTa model is that it reduces delays of transmission cycles,
as shown by the following example.
Let’s assume that in our system there are n tags in total

and each tag requests to transmit a message to another tag.
In the centralized RFID system, the reader starts to poll the
tags for transmission requests. We assume that each poll
requires L1 bits of information to be transmitted. A poll is
used by the reader to send the ID of the polled tag, by the
tag to respond with the ID of its destination possibly with
additional information such as the amount of data that the
tag wishes to transmit. After the poll phase is completed, the
reader sends a transmit schedule to the tags, which requires
time τ . The reader then enters the forwarding phase, which
starts by receiving a message from the first source tag, which
contains L2 bits, and forwarding the message (again, L2 bits)
to the target first tag. This forwarding phase repeats n times,
once for every source tag in the system. Thus, the total time
of transmissions for this centralized RFID system is:

T1 =
(
L1

C
+ L2

C
+ L2

C
+ τ

)
× n, (5)

where C denotes the data rate of the network transmissions.
In our NeTa model, firstly, all the transmission path assign-

ments are calculated before the transmissions commence.
The polling phase needed to convey all the requests to the
reader from the n tags requires the same time of nL1

C . We
assume that it takes ω seconds to execute the paths’ finding
algorithm. The reader then broadcasts the paths assignment
messages to all the tags. We assume that the length of paths’
assignment message for each tag is L3 bits, and the time for
all the tags to receive the paths’ assignment message is,
therefore, nL3

C . The time needed for data transmission pro-
cess depends on two parameters: (1) the maximum number
of hops J for each transmission to reach its destination,
and (2) the average number of slots k that each tag needs
to wait for other transmissions in progress; i.e., k = n

m ,
where m denotes the number of concurrent communications
in the system. The time of the data transmission phase is
then kJL2

C = nJL2
mC . Thus, the total time for serving the n tags

in the NeTa network is:

T2 = nL1

C
+ ω + τ + nL3

C
+ nJL2

mC
. (6)

As an example, we set the parameters as follows: radius
of the area is 5 m, L1 = 5 kbits, C = 1 Mb/s, L2 = 20 kbits,

3. Furthermore, with NeTa, the network coverage can be increased when
the uplink is the limiting distance

FIGURE 2. Delay comparison between NeTa and a Centralized RFID network.

τ = 100μs, L3 = 2 kbits, and J = 4. For the value of k and
ω, we rely on our results in Section IX (Figs. 8 and 9). We
then calculate T1 and T2 to demonstrate the improvement
in the transmission time delay. Fig. 2 shows the estimated
total transmission time for the “Centralized RFID” system
and our NeTa network as a function of the numbers of tags
in the network. From the figure, we observe the impressive
reduction in the total delay of the distributed NeTa approach.
It is also worth noting that high-performance readers are

typically expensive devices (e.g., the cost of an RFID reader
at the time of this paper is in the thousands of dollars), thus
their use should be minimized. Use of multi-hop routing on
the uplink in NeTa would allow using fewer and possibly
cheaper readers. Furthermore, the function of CW power
source could be provided by much simpler and cheaper
devices, which could be spread throughout the coverage area,
thus replacing some of the readers, while a more expensive
reader could be used only as an ingress and egress element
to connect the NeTa to the rest of the world.

In the rest of the paper, we consider the architecture
where the reader serves as a central controller (rather than
as a router) to determine routes and schedule tags’ trans-
mission times within our NeTa model. Our proposed routing
protocol consists of two steps. First, the reader identifies all
the tags within its coverage area and determines the uplink
routing paths for each tag, so that the poll signals between
tags and reader are supported. This protocol is presented
in Section V. Thereafter, the reader discovers the neighbor-
ing tag information and determines direct T2T transmission
schedules, as described in Sections VI and VII. Then in
Section VIII, we introduce a novel region partition scheme to
support low time-complexity for large-scale RFID systems.

V. THE BASIC ROUTING PROTOCOL FROM TAGS TO
READER
This section presents a basic routing protocol from tags to
the reader, with the purpose to: (1) discover all the tags
that are directly reachable by the reader on the downlink
and either directly or indirectly reachable through a certain
number of hops on the uplink, and (2) determine a routing
path on the uplink for each discovered tag.
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FIGURE 3. A time-line diagram for the discovery process of 1-hop and 2-hop tags. Green commands/CW indicate that the reader fully operates at its maximum power. Yellow
commands indicate that the reader transmits at a level to reach the 1-hop tags. Peach commands indicate that the reader transmits at a level to reach the 2-hop tags.

To simplify the protocol operation, the network coverage
area is divided into annulus hop layers. Each i-hop layer
represents “one hop” of the uplink path routing (the tags can
be directly reached by the reader on the downlink, though).
In other words, the reader can directly communicate with
tags in the 1-hop layer on both uplink and downlink, but in
an i-hop layer for i ≥ 2, tags need at least i hops to route
back to the reader. The width of each annular layer depends
on the density of the tags; i.e., the backscattering of a tag in
layer i needs to be heard by at least one tag in layer i− 1.

Based on eqs. (1) and (2), we can determine the radius of
each annular layer and therefore the width of each layer.
From the derived results it is shown that the width of an
annular layer decreases as the index of the layer increases
[4], [5].
The basic routing protocol targets tags in a single hop

layer at a time by setting a certain level of transmit power
of the reader. We start by describing the transmit power
control of the reader. Next, we present the basic discovery
process. This basic protocol will be used later as a building
block of NeTa.

A. TRANSMIT POWER CONTROL OF THE READER
Typically,4 when the reader acts only as a source of CW and
does not transmit commands, it operates at its full power to
energize all the tags in the coverage area. However, when the
reader broadcasts instructions to tags, we adjust the reader’s
transmit power so that a transmission is limited to a partic-
ular geographical region (i.e., annular layer) as described in
Section IV.

4. Power control of the CW could be used to further reduce interference
on tags’ transmissions, in addition to schemes such as in [45], [46], but we
omit such a discussion here as being beyond the scope of this paper.

In each cycle, we attempt to discover tags in a particular
i-hop region. We start with the 1-hop (i = 1) layer and then
progressively increase i to higher hop layers (in a practical
network setting, the maximal i will be 4∼5). To achieve
this, the transmit power of the reader when sending com-
mands should be slightly larger than the theoretical transmit
power needed to reach the outer edge of a hop layer (as
determined by the Friis formula) to account for environ-
mental factors (such as obstacles, multipath, etc.) that might
cause extra attenuation. Note that with the adjusted transmit
power, although tags in higher hop layers may also receive
commands from the reader and attempt to respond, their
responses will be discarded due to the expiry of the hop
counter of such transmissions. However, with the power just
moderately larger than necessary for a particular layer, the
transmission will not reach too far as to cause too much
extraneous traffic.

B. DISCOVERY PROCESS
We now describe the general principles of our discovery pro-
cess (depicted as an example in Fig. 3), which is initiated
when the reader broadcasts a start command. To discover
tags in the 1-hop region, the reader sends a Query message to
tags in the region, with the 1-hop tags replying with a mes-
sage Response to identify themselves to the reader.5 When
a Query is sent for the first time to an i-hop region, some
tags may be discovered while some other tags may collide in
the selected slots. If a tag is discovered, the reader sends an
Acknowledge(tag1ID) message to the discovered tags with

5. Since the reader coordinates all tags’ transmissions, when a tag is
scheduled to transmit (either to the reader or to another tag), the reader
sends a CW to facilitate such a transmission. Since all such tag transmissions
are facilitated by the reader, for simplicity, we often omit the statements
that the reader sends the CW when a tag is to transmit.
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the corresponding tagIDs, so that every tag receiving the
Acknowledge(tag1ID) message with its matching tagID will
cease from responding to future Query messages. The dis-
covered tags are acknowledged and therefore remain silent
for future Query messages. The reader then repeatedly sends
out QueryRep messages to the same i-hop region until all the
tags in the 1-hop region have been presumably discovered
(e.g., no responses received to a subsequent Query message
during a certain number of consecutive QueryRep cycles).
This is so, since with a large enough frame, it is very unlikely
that all the nodes collide at a same time slot so that no tag
is “found” within that cycle. Note that although there exists
a possibility of missed tags, the missed tags can still be dis-
covered in following Query cycles since such undiscovered
tags have not received an Acknowledge message. After the
discovery in the 1-hop layer is complete, the reader proceeds
to discover tags in the 2-hop region by sending Query mes-
sages with an increased power to reach the 2-hop region.
The discovered tags in the 1-hop region remain silent, but
tags in the 2-hop region reply. Any tag (identified by tag1ID)
in the 1-hop region that hears such a reply from a 2-hop
tag, records such a reply message, and forwards the reply
message as well as its own information directly to the reader
(such a message is named Forward) when probed next by
the reader’s Poll(tag1ID) message. When a tag’s response
is successfully forwarded to the reader, the reader sends an
Acknowledge(tag2ID) message to every newly discovered
2-hop tag (with tag2ID). After receiving all messages from
the 2-hop tags, the reader then determines which 1-hop tag
will be responsible for relaying each 2-hop tag’s transmis-
sions, by sending an Assign(tag1ID, tag2ID) message to each
1-hop tag (with tag1ID) to inform it which 2-hop tag (with
tag2ID) it is responsible relaying for. Similarly, the process
continues to discover and determine routing for tags in the
next i-hop region, utilizing the previously determined rout-
ing of the lower hop regions. We note that in this protocol
the reader takes care of most of the operations, while the
tags’ operations remain relatively simple.
An example of the discovery process of tags in both 1-hop

layer and 2-hop layer is demonstrated as a time-line diagram
in Fig. 3. Both situations of successful transmissions (i.e.,
only one tag responds) and unsuccessful transmissions (i.e.,
collision or no response) are shown.

VI. T2T ROUTING PROTOCOL FOR SIMPLE TAGS
For the T2T routing protocol design, we consider tags with
several different hardware capabilities: (1) tags that are not
able to either measure their received power nor attenuate
their backscattered power (i.e., the traditional tag design),
referred to as Scenario A; (2) tags capable of measuring
their received power, but not capable of attenuating their
backscattered power, referred to as Scenario B; and (3) tags
capable of both measuring their received power and attenu-
ating their backscattered power, referred to as Scenario C.
We refer to the tags of the first type and those of the last two
types as simple tags and as advanced tags, respectively. In

this section, we propose a centrally-executed protocol for dis-
tributed routing among the simple tags. The routing protocol
design for the advanced tags is presented in Section VII.
The main challenge of T2T routing design is the

interference of one tag transmission on another. In other
words, although the existence of a link between two nodes
can be easily determined in the absence of other transmis-
sions, the existence of the link when other transmissions are
present is more difficult to determine. Specifically, a trans-
mission can cause interference even if the transmission
by itself does not create a viable link to the target tag.
Furthermore, even if any single interfering transmission can-
not create sufficient amounts of interference for a particular
link, the sum of a number of such interfering transmissions
may suffice to disable reception at the receiver of that link.
In the proposed protocol, we aim to coordinate transmissions
of tags to reduce the effect of interference and to enhance
the network throughput (i.e., the total number of concurrent
transmissions). Next, we describe the steps of the proposed
T2T routing scheme.

A. NEIGHBOR DISCOVERY
The routing protocol starts with the Neighbor Discovery
phase to establish a “neighbor table”; for each particular
tag, the table contains the IDs of both: the tag’s one-hop
receivable neighbors (i.e., tags located close enough, so that
their backscattering could be received and decoded) and its
interfering neighbors (i.e., tags which, when they transmit,
can cause significant interference at the particular tag).6 The
interfering neighboring tags should be disabled from trans-
mitting when the particular tag receives. To achieve this,
during the Neighbor Discovery process, the reader trans-
mits CW at two different power levels: PH and PL, where
PL < PH . To be more specific, the reader transmits CW at
a relatively lower power level PL to detect possible com-
munication links among the tags, while the reader transmits
CW with the higher power level PH to discover potential
interfering links. The rationale behind this approach is as
follows. When the reader transmits CW at the lower power
level PL (which is also the level that will be used for ener-
gizing links for communication), it can discover valid links.
When the reader transmits CW at the higher power level
PH , it discovers the tags whose transmission power (which
may be insufficient to establish a link when the reader trans-
mits at the lower power level PL) can still cause sufficient
interference at the receiving tag when it transmits at the
same time as some other tags. In other words, the difference
PH − PL provides a margin to protect against the additive
nature of interference from multiple tags. We refer to the
links discovered by PL and PH as transmission links and
interfering links, respectively.

6. We emphasize again that, due to the particular backscattering environ-
ment, in general, the neighbor tables are is not symmetrical; e.g., if a link
from tag i to tag j exists, this does not ensure that a link from tag jto tag
i exists too.
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Upon receiving all the needed information, the reader com-
bines the information to construct: (1) a connection map
(a map with all the possible connection links among the
tags) which will be used to find routing paths, and (2) a col-
lision map (a map with all possible interferences) to inhibit
interfering transmissions and protect the ongoing transmis-
sions. The connection map and the collision map are then
used to compute messages’ routings and the correspond-
ing tags’ transmission schedule by the reader, depending on
which tags have messages to transmit and the messages’
destinations, so as to maximize the network throughput.

B. THE PROPOSED T2T ROUTING PROTOCOL
The scheduling of T2T transmissions part of the routing pro-
tocol is arranged in cycles, and each cycle consists of two
parts: Message Discovery (MD) and Message Routing (MR).
During the MD, the reader queries individual tags for newly
generated messages during the previous cycle. When a mes-
sage is generated at a tag, the identity of the message is
transmitted to the reader by the tag. At the beginning of
each MR, the reader chooses the subset of tags to transmit
in this MR, instructing those nodes to transmit thus avoid-
ing collisions among the transmitting tags and mitigating
tag interference. After the selected nodes transmitted, the
reader adjusts the list of pending messages per each tag.
Note that in each MR a tag can only transmit up to one
message, although it may have multiple messages queued
for transmission.
The main part of the proposed T2T routing protocol is the

choice of the tags to transmit in an MR, which is determined
as follows. We assign weights to the pending messages,
based on their priorities, the path lengths to their destinations,
and the messages’ already encountered delays. In general,
a message with a larger weight is more likely to be chosen
for transmission sooner (i.e., in an earlier cycle). The weight
of the jth message at tag i is calculated as:

wi,j = pi,j
(
1 + di,jα

)(
1 + hi,jβ

)
, (7)

where pi,j denotes a priority parameter indicating the impor-
tance of this message, and α and β denote the relative
importance of the delay and the path length, respectively,
of the message. The term (1+di,jα) is used to avoid “starv-
ing” messages, where di,j denotes the total number of cycles
that the jth message has been waiting (already delayed) at tag
i. In other words, for each cycle that transmission of a mes-
sage is inhibited, the message’s di,j parameter is increased
by one. The term (1 + hi,jβ) is used to increase the weights
of messages with longer paths, as to speed up messages that
need to travel “further” (in terms of the number of hops).
Here hi,j denotes the number of hops of the shortest routing
path7 for the message.
We propose an algorithm to select a subset of messages

for transmission in the current cycle’s MR, such that the

7. As there can be multiple paths for each message, the shortest path is
used to calculate the value of hi,j.

transmissions of those tags do not interfere one with another,
and as to maximize the sum of the weights of the selected
messages to transmit. The algorithm uses binary variables
xi and ci,j to signify the transmission state of a tag i and
that of the jth message at tag i, respectively. When xi = 1
the tag is chosen to transmit, and when xi = 0 the tag
holds its messages. Similarly, when ci,j = 1 the jth message
is transmitted at tag i, and when ci,j = 0 the jth message
is withheld.8 The problem is then formulated as a binary
optimization problem:

Maximize: F(x, c) =
∑

xici,jwi,j,

Subject to: C1: ∀i :xi ∈ {0, 1},∀i,j : ci,j ∈ {0, 1},

C2: ∀i : xi
∑
j

⎛
⎝ci,j ∏

k �=j
ci,k

⎞
⎠

+ xi
∏
j

ci,j = 1, j, k ∈ 	i,

C3: ∀i,j : g
(
ci,j,

∑
xm

)
= 1,m ∈ qi,j, (8)

where x = [x1, x2, . . . , xn], c = [ci,j], and qi,j is the set of
the interfering tags for the destination tag of the message ci,j.
The function g(x, y) = xy+ x expresses the constraint that y
cannot occur when x occurs. 	i denotes the set of the indices
of messages queued at tag i. The constraint C1 indicates that
xi and ci,j are binary. The constraint C2 ensures that each
tag can transmit at most one message in each MR, and that
a tag transmits if and only if at least one of its messages
is selected for transmission. Constraint C3 represents the
collision protection constraints for all the messages; i.e., for
each message being transmitted, the next-hop receiver should
be protected from potentially interfering transmissions. The
interfering tags refer to tags (i.e., qi,j) that can interfere
with the next-hop receiving tag when the message ci,j is
transmitted.
The above problem can be solved by a greedy algorithm.

First, all the messages are sorted by their weights wi,j in
a descending order. We first choose the message with the
largest weight (and therefore the corresponding source tag)
to transmit and add it to the transmitted message list T ,
which includes all the messages that have been chosen to
transmit. Then we check the next message on the weight-
sorted list and determine whether the corresponding message
could be transmitted. If that message does not violate any
constraints (C1 − C3) with the transmissions already in set
T , it is added to set T , or otherwise it is rejected. Similarly,
the algorithm then proceeds sequentially to the next message
with the next largest weight. Note that being a heuristic, the
greedy algorithm may not always be optimal. However, it
is exceptionally time efficient compared with other tradi-
tional methods (e.g., genetic algorithm or branch and bound
method).

8. The reason for differentiating among the different messages at tag i
waiting for transmission is that the individual messages may differ in the
values of their parameters in (7).
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Note that, in general, there might exist multiple rout-
ing paths between a pair of tags, although the reader will
determine a “preferred” path based, for example, on the
paths’ lengths (i.e., number of hops) and possibly other
parameters. The optimization problem described above is
formulated for messages on their preferred routing paths,
as determined by the reader. Therefore, the algorithm could
be further improved by allowing nodes, which “overhear”
a transmitted message, to retain a copy of such a message,
and to try to route such a copy on a non-preferred path.
The basic principle is as follows: after the optimization
of (8) is completed, the reader sequentially checks each
of the other copies of the messages to see if they could
still be transmitted, without affecting the transmissions of
the selected messages. This can be done in the follow-
ing three steps: (a) encoding the constraints of transmitting
a copy (e.g., two messages could not be transmitted by
a same tag in the same MR cycle), (b) substituting the
selected values of variables (tags and messages) that were
already chosen to transmit or not to transmit, and (c) seeing
whether transmitting a copy violates any of the constraints
C3 in (8). The order of the messages to be checked is
as follows: (a) copies of all the messages not selected
for transmission, starting from the shortest path to the
longest paths, until all the copies are checked, and (b) the
copies of messages which are already being selected for
transmission, starting from the shortest path to the longest
paths until all the copies are checked. Once a message or
its copy reaches the message’s destination, all the other
copies of this message are erased from the nodes. By
accommodating this modification, the algorithm continues
to first select messages for transmission on their preferred
routes, and also allows copies to be transmitted, if such
transmissions do not affect the selected messages on their
primary paths. We summarize the steps of Algorithm 1
below and present a simple example of the protocol in the
Appendix.

VII. T2T ROUTING PROTOCOL FOR ADVANCED TAGS
In this section, we present T2T routing protocols for NeTa
with advanced tags for Scenario B and for Scenario C. In
Scenario B, tags are able to discover all interference patterns
as part of the neighbor discovery process, allowing better
(than in Scenario A) routing decisions. In Scenario C, a tag
can further reduce interference by attenuating its backscat-
tering power to the minimum power that it needs to reach its
intended receiving tag, and therefore improving the network
capacity.
The notations we use in Scenario B are slightly different

from those in Scenario A. In Scenario B, the messages also
need to be labeled with the next hop destination ID. This is
because in Scenario A, the strength of the reader’s CW is
fixed and thus the connectivity and collision patterns are also
fixed. In Scenarios B, however, the reader’s CW power is
selected as part of the optimization process. Therefore, such
a connectivity map cannot be constructed in Scenario B,

Algorithm 1 Routing Protocol for Scenario A
Inputs: T: message list that includes all the messages that have

been chosen to transmit.
Step 0: The reader queries individual tags for newly generated

messages. T = {}.
Step 1: Assign weights to the pending messages.
Step 2: Sort all the messages in a descending order of weights.
Step 3: Add the message with the largest weight to T .
Step 4: Check the next message on the weight-sorted list. If that

message does not violate the constraints C1-C3 in (8) with the
transmissions in set T , add it to set T . Otherwise it is rejected.
Proceeds sequentially to the next message with the next largest
weight until all the messages are checked.

Step 5: The reader sequentially checks each of the other copies of
all the messages not selected for transmission, and then each
of the copies of messages which are already being selected
for transmission (starting from the shortest path to the longest
paths), if they could still be transmitted without affecting the
transmissions of the selected messages.

Step 6: Once a message or its copy reaches the message’s des-
tination, all the other copies of this message are erased from
the nodes.

as it depends on the reader’s power (i.e., there could be
a different map for each level of the reader’s CW power).
Thus, as part of the optimization in Scenario B, the messages
at each tag i need to be also indexed based on their next-
hop destination, as to ensure that a message could, indeed,
be delivered with the selected reader’s power. Therefore,
while in Scenario A, a message number j from tag i was
labeled as cij (and the destination is only used in the deter-
mination of the interference conditions in C3 of (8)), in
Scenario B, a message number j transmitted from tag i
to its next-hop destination tag k is labeled as c(i,k)j. This
argument also applies to Scenario C, where the possibly-
attenuated backscattered power of a tag (and, thus, the
existence of a link to a message destination) is determined
by the optimization process.

A. T2T ROUTING PROTOCOL FOR TAGS WITH ABILITY
TO MEASURE THEIR RECEIVED POWER
The basic idea behind Scenario B is that the reader’s CW
power should be chosen properly, so as to maximize the
network throughput together with the routing decisions. Said
differently, on one hand, if the power of the reader is too
small, there are too few transmission links possible, leading
to a decrease in throughput. On the other hand, if the reader’s
power is too large, there are lots of potential links, but the
many links also create excessive interference, effectively dis-
abling many of these potential links. The goal is to find the
optimum reader’s power, so as to maximize the (weighted)
throughput. We assume in this section that, in order to suc-
cessfully receive a transmitted signal, a tag needs to receive
the signal with Signal-to-Interference Ratio (SIR) of at least
η (here η denotes the selected value of SIR threshold). The
determination of η depends on, among other things, the
modulation scheme of the tags’ signaling.
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Since in Scenario B the reader’s transmission power is
not fixed, the Neighbor Discovery process in Scenario B
is also different than that of Scenario A. In Scenario B,
when the reader attempts to discover transmission links
and interfering links in the neighbor discovery process,
the reader transmits CW at its maximum power Pmaxt , so
that all the potential links could be discovered. With the
tags capable of measuring their received power, it can be
determined at what power the reader needs to transmit its
CW for a particular link to exist. Specifically, when the
reader transmits CW at its maximum power Pmaxt , and the
backscattered power from tag i is received by tag k with
power Pr, the reader can calculate that the link from tag
i to tag k exists if the reader’s transmit CW power is
at least:

Pi,k = Ptagr,minP
max
t /Pr, (9)

where Ptagr,min is the minimum required received power by
a tag for successful detection (i.e., the tag’s sensitivity;
for example, Ptagr,min = −20 dBm [72]–[76]. Then, using
eq. (9), the reader can build a power matrix for Scenario B,
PB = [PBi,k], where each element PBi,k represents the mini-
mum needed reader’s CW power for the link from tag i to
tag k to exist.
Moreover, based on the matrix PB, given the transmission

power of the reader, the interference created by a trans-
mission of another tag (i.e., when the transmission is not
destined to the tag) can also be determined. For example,
when the reader transmits CW at Pmaxt , if the backscattered
signal from tag i is received by tag k with power Pr, one
can calculate that when the reader transmits CW at some
power Pt(Pt = Pmaxt ), the received power at tag k,Pri,k, is
Pri,k = PrPt/P

max
t . Practically, given PBi,k (from the matrix

PB), Pri,k can be calculated by the reader as:

Pri,k = Ptagr,minPt/P
B
i,k, (10)

assuming that PBi,k ≤ Pmaxt (or, alternatively that Pri,k ≥
Ptagr,min); i.e., that the link actually exists.
As part of the Neighbor Discovery process, the reader

creates the matrix PB = [PBi,k], based on the measurements
that the reader obtains from the tags. We note that the
accuracy with which the tags measure the received power,
and/or transmit the power to the reader, depends on the hard-
ware for power measurement at the tags. In practice, such
power measurement does not need to be extremely accurate;
e.g., increments of 1 dBm should suffice for most practical
implementations.
Therefore, based on matrix PB, we formulate a mixed-

integer optimization problem as follows. We select a set
of transmitting nodes ({i : xi = 1}) and a subset of their
messages ({c(i,k)j = 1}) to be transmitted, as well as the
transmit power of the reader (Pt), to maximize the weighted
throughput function, as part of the proposed routing protocol.
Specifically,

Maximize: F(Pt, x, c) =
∑

xic(i,k)jw(i,k)j,

Subject to: C1: ∀i : xi ∈ {0, 1}, ∀i,k,j: c(i,k)j ∈ {0, 1},
C2: ∀i,k,j : g

(
c(i,k)j,I1

(
PBi,k

))
= 1,

j ∈ {
1, . . . , ni,k

}
,

C3: ∀i : xi
∑
k,j

⎛
⎝c(i,k)j ∏

l �=j
c(i,k)l

∏
m�=k

c(i,m)qm

⎞
⎠

+ xi
∏
k,j

c(i,k)j = 1, k,m ∈ �i,

j, l ∈ {
1, . . . , ni,k

}
, and

qm ∈ {1, . . . , ni,m},

C4: ∀i,k,j : g

⎡
⎣c(i,k)j,∑

m�=i
c(m,k)qm,k

⎤
⎦ = 1,

qm,k ∈ {1, . . . , nm,k},
C5: ∀i,k,j : c(i,k)j = 0 if

Pri,k∑
l �=i

(
Prl,k · xl

) ≤ η,

j ∈ {
1, . . . , ni,k

}
, (11)

where x = [x1, x2, . . . , xn] and c = [c(i,k)j]; I1(PBi,k) denotes
an indicator function s.t. I1(PBi,k) = 1 if Pt = PBi,k, and
otherwise I1(PBi,k) = 0; c(i,k)j denotes the jth message copy
from tag i to tag k; the function g(x, y) = xy+ x expresses
the constraint that y cannot occur when x occurs; and Pri,k
is calculated using eq. (10). Similarly to Scenario A, the
weight of the jth message copy from tag i to tag k, w(i,k)j, is
defined as w(i,k)j = p(i,k)j(1+d(i,k)jα)(1+hi,jβ), where p(i,k)j

denotes a priority parameter of the jth message from tag i
to tag k, and d(i,k)j denotes the already accumulated delay
of the jth message from tag i to tag k at the current tag. �i

denotes the set of next-hop destinations of message copies
at tag i. ni,k denotes the number of messages (queued at tag
i) from tag i to tag k. Constraints C1 and C3 are similar
to C1 and C2, respectively, in the formulated problem (8)
for Scenario A (appropriately modified due to the change
in notation). Constraint C2 represents that a message can be
transmitted only when the transmit power of the reader suf-
fices, so that the corresponding communication link exists.
Constraint C4 indicates that if message j from tag i to tag
k is transmitted (i.e., c(i,k)j= 1), no other node transmits to
the same destination node k (i.e., c(m,k)l= 0 for m �= i).
Constraint C5 represents that a message cannot be success-
fully received when the total interference power results in
SIR < η. We note that the optimization of the reader’s CW
power in the above problem is carried out through I1(PBi,k)
and Pri,k (eq. (10)).
The above formulated problem is a mixed integer nonlin-

ear programming (MINLP) problem, which can be solved
by a similar greedy algorithm as described in Section VI. In
scenario B, we set Pt to be discrete values with increments
of 1 dBm and Pt ≤ Pmaxt . This accuracy should suffice
in most practical implementations, as discussed before. We
then obtain solutions of x and c for each selected value of
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TABLE 1. The values of PB
i,k (in dBm); row indices indicate the transmitting tags,

while the column indices indicate the receiving tags. Available links are indicated by

bold fonts.

Pt. Then the optimal solution of Pt is selected to be the one
which maximizes the objective function (11), with the corre-
sponding optimal values of x and c. Similar to Scenario A,
the algorithm in (11) can be further improved if we allow
nodes that overhear a transmitted message to retain the mes-
sage’s copy and try to route it on a non-preferred path. Such
a further optimization assumes that the selected CW power
does not further change. We summarize the steps of the
protocol in Algorithm 2.
As an example, we consider a network of tags randomly

distributed in a circular area with radius of 1.25 m with den-
sity of 2 /m2, as shown in Fig. 4. We assume that K = −10
dB, the RF frequency f= 300 MHz, Pmaxt = 30 dBm, and
Ptagr,min = −20 dBm. By measuring the received power at
the tags as part of the Neighbor Discovery process, the
reader can obtain the minimum values of the reader’s trans-
mit power PBi,k for the link from tag i to tag k to exist (i.e.,
the matrix PB), as shown in Table 1. Note that the links with
values greater than 30 dBm in Table 1 cannot exist, since
the required transmit power of the reader would exceed the
maximum allowable transmit reader’s power Pmaxt = 30 dBm.
Also, as noted above, in practical implementations, the table
will depend on the power measurement accuracy of the tags.
We assume that there are five messages that need to be

sent on their preferred routing paths: c(2,9)1 from tag 2 to
tag 9, c(3,8)1 from tag 3 to tag 8, c(4,7)1 from tag 4 to tag
7, c(5,10)1 from tag 5 to tag 10, and c(10,1)1 from tag 10 to
tag 1.
There are also three messages that can be sent on

non-preferred routing paths: c(6,5)1 from tag 6 to tag 5,
c(8,3)1 from tag 8 to tag 3, and c(9,6)1 from tag 9 to tag
6. For simplicity of the description of this example, we
assume equal weights for each message. By solving the
MINLP problem presented above (the optimal power of Pt
is searched from 20 dBm to 30 dBm with an increment
of 1 dBm) and then sequentially checking if transmissions
on non-preferred paths can still be sent, we obtain the
optimal values of: c(2,9)1

∗ = 0, c(3,8)1
∗ = 1, c(4,7)1

∗ = 1,

Algorithm 2 Routing Protocol for Scenario B
Inputs: T: message list that includes all the messages that have

been chosen to transmit.
Step 0: The reader transmits at its maximum power Pmaxt and

queries individual tags for newly generated messages. Based on
the measurement of received backscattered power on each tag,
the reader obtains PB and {Pri,k} by calculation. T = {}.

Pt is set to discrete values with increments of 1 dBm and Pt ≤
Pmaxt . For each set value of Pt, do step 1 to step 5.

Step 1: Assign weights to the pending messages.
Step 2: Sort all the messages in a descending order of weights.
Step 3: Add the message with the largest weight to T .
Step 4: Check the next message on the weight-sorted list. If that

message does not violate the constraints C1-C5 in (11) with the
transmissions in set T , add it to set T . Otherwise it is rejected.
Proceeds sequentially to the next message with the next largest
weight until all the messages are checked.

Step 5: The reader sequentially checks each of the other copies of
all the messages not selected for transmission, and then each
of the copies of messages which are already being selected
for transmission (from the shortest path to the longest paths),
to see if they could still be transmitted without affecting the
transmissions of the selected messages.

Step 6: Once a message or its copy reaches the message’s des-
tination, all the other copies of this message are erased from
the nodes.

Step 7: Pick the value of Pt and its corresponding messages
selected to be sent that maximize the weighted throughput
function.

FIGURE 4. An example of a network of tags. The blue circles represent tags and the
red triangle represents the reader.

c(5,10)1
∗ = 1, c(10,1)1

∗ = 1, c(6,5)1
∗ = 0, c(8,3)1

∗ = 1,
c(9,6)1

∗ = 0, x∗ = [0, 0, 1, 1, 1, 0, 0, 1, 0, 1], and
P∗
t = 27 dBm.

B. TAGS WITH ABILITY TO MEASURE THEIR RECEIVED
POWER AND TO ATTENUATE THEIR TRANSMIT POWER
In Scenario C, we consider tags to have the ability
to measure their received power and to attenuate their
backscattered power, so as to limit their backscattering
power, and thus the interference on other links. Said dif-
ferently, the backscattering power of a tag should be
attenuated to result in the received power at the next-hop
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tag being equal to the minimum required for reception
Ptagr,min (possibly with some margin to account for unexpected
interference/fading/attenuation). The main difference from
Scenario B is that in Scenario C the reader always transmits
at its maximum power Pmaxt (the reader’s CW power does not
cause interference; see Section IV and [46]) and interference
of backscattering tags is minimized through the tags’ attenu-
ating their backscattered powers. In the Neighbor Discovery
process, tag k measures and reports to the reader the power
received when tag i backscatters the readers’ CW power Pmaxt
without attenuation (denoted as PCi,k). Upon receiving this
information, the reader builds a power matrix PC = [PCi,k]
and an attenuation matrix γ=[γi,k], where each element γi,k
represents the needed attenuation at the tag i, so that (when
the reader transmits at Pmaxt ) the tag k receives the mini-
mum required power Ptagr,min, allowing the link between the
two tags to exist. γi,k is calculated by the reader as follows:

γi,k = Ptagr,min
PCi,k

, (12)

assuming that PCi,k ≥ Ptagr,min (i.e., the link exists) and there-
fore γi,k ≤ 1). In Scenario C, if tag i is chosen to transmit
to tag k, tag i will then be instructed by the reader to atten-
uate its backscattered power by the factor γi,k. Therefore,
the received power at tag k will be the minimum required
received power Ptagr,min, while the power received at another
tag m (m �= k) can be calculated as γi,kPCi,m, where PCi,m
denotes the received power at tag m if tag i transmits with-
out attenuating its backscattered power (according to the
matrix PC). The tag scheduling problem for Scenario C can
then be formulated as follows:

Maximize: F(x, c) =
∑

xi c(i,k)jw(i,k)j,

Subject to: C1: ∀i : xi ∈ {0, 1}, ∀i,j,k : c
(i,k)j ∈ {0, 1},

C2: ∀i : xi
∑
k,j

⎛
⎝c(i,k)j ∏

l �=j
c(i,k)l

∏
m�=k

c(i,m)qm

⎞
⎠

+ xi
∏
k,j

c(i,k)j = 1, k,m ∈ �i, j, l ∈ {
1, . . . , ni,k

}

and qm ∈ {1, . . . , ni,m},

C3: ∀i,k,j : g

⎡
⎣c(i,k)j,∑

m�=i
c(m,k)qm,k

⎤
⎦ = 1,

qm,k ∈ {1, . . . , nm,k}
C4: ∀i,k,j : g

[
c(i,k)j, I2

(
PCi,k

)]
= 1,

j ∈ {
1, . . . , ni,k

}
,

C5: ∀i,kc(i,k)j = 0 if
Ptagr,min∑

l �=i
∑

m,q c(l,m)qγl,mPCl,k

≤ η, j ∈ {
1, . . . , ni,k

}
, q ∈ {

1, . . . , nl,m
}
, (13)

where the function g(x, y) = xy+ x expresses the constraint
that y cannot occur if x occurs. I2(Pi,k) is an indicator

Algorithm 3 Routing Protocol for Scenario C
Inputs: T: message list that includes all the messages that have

been chosen to transmit.
Step 0: The reader transmits at its maximum power Pmaxt and

queries individual tags for newly generated messages. Based on
the measurement of received backscattered power on each tag,
the reader obtains PC and γ . T = {}.

Step 1: Assign weights to the pending messages.
Step 2: Sort all the messages in a descending order of weights.
Step 3: Add the message with the largest weight to T .
Step 4: Check the next message on the weight-sorted list. If that

message does not violate the constraints C1-C5 of (13) with the
transmissions in set T , add it to set T . Otherwise it is rejected.
Proceeds sequentially to the next message with the next largest
weight until all the messages are checked.

Step 5: The reader sequentially checks each of the other copies of
all the messages not selected for transmission, and then each
of the copies of messages which are already being selected
for transmission (starting from the shortest path to the longest
paths), to see if they could still be transmitted without affecting
the transmissions of the selected messages.

Step 6: Once a message or its copy reaches the message’s des-
tination, all the other copies of this message are erased from
the nodes.

function s.t. I2(Pi,k) = 1 if Pi,k ≥ Ptagr,min, and otherwise
I2(Pi,k) = 0. Constraint C1 is similar to constraint C1 in the
Scenario B problem. Constraint C2 is similar to constraint
C3 in Scenario B (eq. (11)). Constraint C3 is similar to
constraint C4 in Scenario B (eq. (11)). Constraint C4 rep-
resents that a message copy can be transmitted only when
the maximum backscattering power of the tag suffices, so
that the corresponding communication link exists. Constraint
C5 represents the interference constraints that a message
copy cannot be successfully received when the total received
interference power results in SIR < η.
The formulated problem (13) is an Integer Programming

problem with nonlinear constraints, which can be solved
by greedy algorithm similar to that for Scenario A. Similar
to Scenario B, this algorithm can be further improved if
nodes that overhear a transmitted message are allowed to
retain the message copy and try to route it on a non-
preferred path. We summarize the steps of the protocol in
Algorithm 3.
Considering the same example presented in

Section VII-A, we obtain the values of PC = [PCi,k]
(the power received at tag k when tag i backscatters the
readers’ CW power Pmaxt without attenuation) and γ = [γi,k]
(the needed attenuation coefficient of the tag i for the
link from tag i to tag k to exist) as shown in Table 2.
By solving the MINLP problem presented above and then
sequentially checking if transmissions on non-preferred
paths can still be sent, we obtain the optimal values of:
c(2,9)1

∗ = 1, c(3,8)1
∗ = 1, c(4,7)1

∗ = 1, c(5,10)1
∗ = 1,

c(10,1)1
∗ = 1, c(6,5)1

∗ = 1, c(8,3)1
∗ = 1, c(9,6)1

∗ = 1, and
x∗ = [0, 1, 1, 1, 1, 1, 0, 1, 1, 1]. It shows that by
attenuating backscattering powers, the network throughput
(i.e., the number of concurrent transmissions) is improved
from 5 (in Scenario B) to 8 (in Scenario C).
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TABLE 2. The values of PC
i,k in dBm (the first value in each entry) and γi,k (the

second value in each entry); row indices indicate the transmitting tags, while the col-

umn indices indicate the receiving tags. Note that when PC
i,k < − 20 dBm or when

γi,k > 1, the link from tag i to tag j cannot exist. available links are indicated by entries

in bold font.

VIII. REGION PARTITION SCHEME FOR LARGE SCALE
T2T NETWORKS
In this section, we propose a scheme − a region partition
scheme − so that the proposed protocols can be executed
efficiently for large-scale networks. The superiority of this
scheme is in its computation time that increases linearly
with the number of tags, rather than exponentially (which is
the case for most existing protocols). The main idea of the
proposed scheme is that we partition the network into small
regions with approximately the same number of tags in each
region, and then use the methods proposed in Sections VI
and VII to solve for each region, so that the execution com-
plexity is significantly reduced, resulting in total complexity
scaling linearly with the number of regions (and, thus, in
essence with the number of tags).
As the proposed partition scheme divides the global

problem into separate partial problems, the scheme needs
to resolve two challenges to yield a global solution: (1)
since transmissions are solved in each region separately,
there might exist inter-region transmissions (i.e., a transmis-
sion that is sent from a tag in one region and received from
a tag in another region) that need to be taken reconciled,
and (2) the separate solutions may result in “incompatible”
transmission in different regions (i.e., a transmission selected
from one region that interferes with transmissions in other
regions).
To address the above issues, after the network is divided

into regions, each region G is extended with a “boundary

area” G′ in which tags from the neighboring regions are
included, if such tags can receive or be interfered by tags
in G. To fully consider all possible transmissions in the
entire area including inter-region transmissions, we then run
the transmission algorithm in each individual region G∪G′
(termed as an “extend region”) separately. Note that for each
extended region G∪G′, we consider all transmissions from
tags in region G to tags in the extended region G ∪ G′,
so that: (1) inter-region transmissions can are considered
even with region partition, and (2) each transmission is only
considered once globally. To be more specific, although
an inter-region transmission involves tags in two different
regions, it is only considered in the region of the transmit-
ting tag. To resolve inconsistencies of the individual solutions
(i.e., transmissions from the boundary areas that may con-
flict with the transmission assignments in the G region),
a simple algorithm is employed which rejects the possible
inconsistencies of the tags in the boundary areas G′s for
each region. This algorithm may end up selecting smaller
than the maximum number of transmissions, but as shown
in Section IX, the penalty in global throughput is small.
The way to identify boundary areas is different for each

scenario and is described next. In general, for a region G,
we consider the set of all the tags that can be interfered
by tags in a neighboring region (according to the collision
map) as to create the boundary area G′. In scenario A, tags
in a boundary area can be identified through the Neighbor
Discovery process. As described in Section VI, the reader
constructs a connection map and a collision map, which
is used to select the boundary areas. In scenarios B and
C, tags are capable of measuring their received powers. In
scenario B, the information of available transmission links
is provided by matrix PB which includes needed transmit
power of the reader for links between two tags to exist.
Since in scenario B the transmit power of the reader Pt
is a variable that needs to be optimized, the transmission
links (and therefore the tags in boundary areas) vary with
the choice of Pt. For scenario C, on the other hand, the
reader always transmits at its maximum power Pmaxt = 1
Watt. Based on the matrix PC, the reader can identify tags
in the boundary areas.
Since transmissions to tags in a region may receive

interference from tags in other regions (when it’s in the
boundary areas of those regions), after transmissions are
selected for each extended region (using the previously
described algorithms), we then check the compatibility of
solutions among different regions. To do that, we first iden-
tify all tags that are in at least one boundary area (these
tags are referred to as “boundary-area tags”) and their corre-
sponding regions. For example, a tag i in G1 that can receive
from at least one tag in G2 and at least one tag in G3 can be
identified as a “boundary-area tag” in the boundary areas G′

2
and G′

3. Then for each boundary-area tag that is selected to
receive a transmission, we evaluate if the selected transmis-
sions in those corresponding regions would interfere. If so,
the transmission to that boundary-area tag will be removed

1048 VOLUME 1, 2020



TABLE 3. The simulation parameters.

from the selected transmission set. The compatibility check
is based on collision maps in scenario A. For example, when
the aforementioned tag i in the boundary areas G′

2 and G′
3 is

selected to receive from tag j, we check all the selected trans-
mitting tags in the extended regions G2 ∪ G′

2 and G3 ∪ G′
3.

If a transmitting tag k (k �= j) in G2 or G3 can interfere
with the receiving tag i, that transmission to tag i will not
be successful and therefore needs to be removed from the
global solution set. In scenarios B and C, due to additional
hardware capability, we evaluate SIR at each receiving tag.
For example, when tag m in the boundary areas G′

2 and G′
3

is selected to receive in transmission t, we consider the accu-
mulated interference from all selected transmissions in the
extended regions G2 ∪G′

2 and G3 ∪G′
3. If the tag m receives

too much interference (i.e., SIR < η), that corresponding
transmission t needs to be inhibited.

IX. SIMULATION RESULTS
In this section, we evaluate our T2T protocols by MATLAB
simulation of the proposed algorithms for all the three sce-
narios, using a computer with an Intel Core i5-7500 CPU @
3.40 GHz processor and a 16.00 GB RAM. In Section IX-A,
we evaluate the impacts of the setting levels of reader power
PL and PH on network capacities in Scenario A. We also
investigate the discrepancy between the predicted throughput
of the routing protocol and the actual throughput. Then in
Section IX-B and C, we apply the proposed protocols to an
example of a large-scale network with 10,000 tags. We eval-
uate network capacity and time complexity for each scenario,
as well as demonstrate the reduction in time complexity of
the region partition scheme proposed in Section VIII.
In the MATLAB implementation, tags are uniformly dis-

tributed within a circular area with a radius of 5 m, and the
reader is located at the center of this area. For the region
partition scheme, we divide the circular area into 10 equal
sectors, and then further divide each sector into 10 regions, so
that the areas of all the regions are the same, and all regions,
thus, have about the same number of tags. Since the tags
are uniformly deployed in the area, there are approximately
100 tags in each divided region. The parameter settings are
listed in Table 3.

A. T2T ROUTING PROTOCOL FOR SCENARIO A
1) DATA THROUGHPUT VS. PL FOR DIFFERENT TAG
DENSITY

The T2T routing protocol for Scenario A uses a “margin” in
link discovery to (at least partially) compensate for the addi-
tive nature of interference. More specifically, two reader’s

CW power levels are defined, PL and PH, that allows creating
this “margin” of power. As one could anticipate, settings of
these power levels have a critical effect on the performance
of the Scenario A routing protocol, which we evaluate next
for various tag densities.
Another aspect of the routing algorithm for Scenario A that

is important to understand is the discrepancy between the
predicted throughput of the routing protocol, and the actual
throughput. More specifically, in the proposed algorithm
for Scenario A, for each transmission, only the interference
from one neighbor tag is considered (as determined by the
interference discovery at reader’s CW power of PH), rather
than the total cumulative interference from all neighbor tags.
Although the margin of PH − PL to somewhat compensates
for the lack of considering the cumulative interference, this
margin may not suffice in all situations. Therefore, we evalu-
ate how much the throughput calculated by our algorithm for
Scenario A diverges from the actual throughput that could
be achieved if transmissions were disabled based on the
sum of all interferences. More specifically, we compare the
“predicted throughput” (i.e., the maximum number of con-
current transmissions as calculated by the proposed routing
algorithm, which ignores cumulative interference) with the
“actual throughput” (i.e., the maximum number of concurrent
transmissions as evaluated by simulation, which considers all
the combined interferences),9 both at the reader’s power of
PL. Here, the SIR threshold η is set to 0 dB.10

We set the reader’s CW power for interfering link dis-
covery at PH= 1 W. (This setting maximizes the interfering
link discovery, although the general conclusions in this sub-
section hold for other settings of PH as well.) Then we
investigate the impact of the reader’s CW power for link
discovery, PL, on the data throughput (i.e., the number of
concurrent transmissions), when PL varies from 0.2 Watt to
1 Watt. Fig. 5 shows the simulation results for different tag
densities, μ. We assume that each tag which has available
transmission links (i.e., which has sufficient backscattering
power to reach another tag) has at least one message to trans-
mit. We used the algorithm of Scenario A from Section VI
to determine the set of transmitting tags.
As it is intuitive, Fig. 5 shows that the actual throughput is

generally less than the predicted throughput. The difference
between both throughputs increases as PL increases. It is
also shown that, in general, for each tag density, there is an
optimal power PL that maximizes the actual throughput. For
the small density of 2 /m2, the maximum is not evident in
the figure, as it would occur at PL > 1 W (which is an
infeasible setting as PH= 1 W and PH ≥ PL). In general,
as the value of PL increases, the actual average network
throughput first increases and then decreases. This can be
explained by the fact that for small values of PL, the power
of CW is insufficient to create many links. However, when

9. Note that this is different than maximum network throughput.
10. Which would be the case, for example, when the tags use

CDMA modulation [77].
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FIGURE 5. Actual/Predicted data throughput vs. PL for different tag density. 95%
confidence intervals are shown.

PL is too high, the interference from multiple tags may
add together to prevent a tag from receiving, although each
interference by itself does not have enough power to take
the link down. In fact, this is exactly why we introduced
the two levels of CW power (PH for interference discovery
and PLfor link discovery), by realizing that interference from
multiple sources can disrupt a link.
From Fig. 5, we also see that the optimal CW power PL

tends to decrease as the density μ increases, since as μ

increases the inter-tag distances are reduced, increasing the
inter-tag interferences. In summary, the above discussion of
Fig. 5 demonstrates that judicious selection of the PL is criti-
cal for achieving maximal capacity of the routing algorithm,
especially for large tag densities. As the tag density would
typically be unknown to the reader in most practical situa-
tions, one possible approach is for the reader to progressively
increase the value of PL, while observing the performance,
thus allowing the reader to arrive at a near-optimal setting
for the value of PL.

2) SETTING PH VS. PL TO MAXIMIZE THROUGHPUT

For maximal throughput, the setting of the powers, PL and
PH should be optimized. We also note that, although in the
previous section for demonstration purposes we set PH to
1 Watt, so as to discover most interfering links, however,
for such high PH the transmission links might be “overpro-
tected”. In other words, since PL is used for transmission,
there might be transmissions that do not interfere, but were
inhibited, since they were evaluated under a too large PH .
Therefore, we investigate now the joint impact of both PH
and PL on the actual data throughput. All the simulation
parameters are set as in the previous section, except that
0.1[W] ≤ PL ≤ PH ≤ 1[W].
As shown in Fig. 5, for PL ≤ PH, when PL is fixed,

the average network throughput monotonically decreases as
PH increases. This decrease is due to the fact that available

FIGURE 6. Actual Throughput vs. PH vs. PL (μ = 2/m2).

FIGURE 7. Actual Throughput vs. PH vs. PL (μ = 4/m2).

links are determined by PL, while increasing PH disables
more links. However, the number of “overprotected” links
increases as PH increases. In Fig. 6, with a larger tag den-
sity, when PL is set in a certain range (e.g., when PL = 0.3
Watt), the average network throughput first increases and
then decreases as PH increases. This increase in the through-
put is due to the fact that when PH is too small, there exist
transmissions that actually cause interference, but are not
identified as such (due to too small PH), thus resulting in
a reduced network throughput. From Fig. 7, it is evident
that the impact of PL on the average network throughput
is generally larger than that of PH , but that the impact of
PH increases as the tag density increases. This latter trend
is due to the smaller inter-tag distances at low tag density,
so that there is more interference (and more interference
detected at higher PH level) that more significantly affects
the data throughput.
The above discussion of Figs. 6 and 7 demonstrates again

that judicious selection of the values of PL and PH is critical
for achieving maximal capacity of the routing algorithm for
Scenario A, especially for large tag densities. As mentioned
above, in practical situations, the reader could progressively
increase the value of PLand PH (likely in some discrete
increments), while observing the performance, thus allowing
the reader to arrive at its near-optimal setting.
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FIGURE 8. Number of tags vs. network capacity.

B. NETWORK CAPACITY
In this section, we evaluate the network capacity using
the proposed routing protocols in the three scenarios, with
the goal of understanding how much the extra hardware
capabilities of the tags (i.e., the power measurement and
the transmission attenuation) contribute to the throughput
improvement. We also demonstrate the notable reduction of
the time complexity of the algorithms through our region
partition scheme, as to show that with a small penalty in
capacity, our region partition scheme significantly reduces
the computation time needed for the large-scale networks.
For Scenario A, we set PH = 1 Watt and PL = 0.75 Watt.
For Scenario B, we search the transmit power of the reader in
20 discrete values, starting from 0.24 Watt with increments
of 0.04 Watt. For tags in Scenario C, the reader always oper-
ates at the maximal power level PR = 1 Watt. As the aim
of this simulation is to evaluate the number of concurrent
transmissions, we assume that there is always a message
available to be sent on every existing communication link.
Fig. 8 shows that the throughput of all the three scenarios

(with and without the region partition scheme) monoton-
ically increases with the number of tags. The number of
tags varies from 1000 to 10000, with each region contain-
ing 1000 tags. The data throughput of tags in Scenario C
is larger than that in Scenario B, because of the minimized
interference of tags in Scenario C when tags are able to
attenuate their backscattered power. The data throughput of
Scenario B is larger than tags in Scenario A, because the
values of PH and PL in Scenario A are static and thus not
necessarily optimal for a particular setting. Indeed, since
in Scenario A the actual performance highly depends on
the optimality of the choices of PH and PL, the network
capacity in Scenario A would typically be much lower than
that in Scenario B. However, if PH and PL could be set
to be optimal, the performance of Scenario A would be
close to that of Scenario B. The throughputs obtained by
schemes with region partition are always slightly lower than
the schemes without region partition, due to the small penalty

FIGURE 9. Number of Tags vs. Computation Time.

of the region partition scheme; i.e., the partitioning the glob-
ally optimal solution results in a small degradation, but with
substantial complexity reduction.

C. COMPUTATION TIME COMPLEXITY
The complexity of the routing protocols in a large-scale
network is a critical factor for real-time applications. In
this section, we demonstrate that our proposed scheme with
region partition has a significant improvement in large-scale
network settings. In general, as the number of tags increases,
the time complexity of a routing algorithm increases expo-
nentially. However, with our region partition scheme, as
the number of tags increases, only the number of regions
increases, but the time to solve each region remains constant.
Thus, increasing the number of tags leads only to the linear
processing time increase.
For demonstration purpose in this section, we evaluated

the computation time of a MATLAB implementation of the
proposed algorithms for all the three scenarios, using a com-
puter with an Intel Core i5-7500 CPU @ 3.40 GHz processor
and a 16.00 GB RAM.
Fig. 9 shows that the computation time of Scenario A is the

shortest because of the relatively simpler formulation of the
optimization problem. The computation time of Scenario B
is the longest, because (as opposed to Scenario C) Scenario B
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TABLE 4. Neighbor table of the example.

FIGURE 10. (a) Connection map; (b) Collision map (link from i to j indicates that i
cannot transmit, while j is receiving).

TABLE 5. Routing table of the example.

requires optimization of the transmission power. Combining
the results in Figs. 8 and 9, we can see that in general
the region partitioning slightly reduces the network capacity,
but impressively improves time efficiency. In conclusion, the
region partitioning scheme is an excellent approach to design
practical routing algorithms for large-scale T2T networks.
The simulation results of our evaluations of the three dif-

ferent scenarios allow us to make the following recommenda-
tions: for middle-to-large size networks the extra power mea-
surement capability of Scenario B and C leads to a significant
improvement in throughput as opposed to Scenario A, espe-
cially for large-scale networks. The backscattering attenua-
tion of Scenario C adds additional worthwhile improvement

in capacity for large-scale networks. These improvements
should be considered sufficient incentives to invest in the
extra hardware capabilities of the tags (i.e., power measure-
ment and backscattering attenuation). The implementation
of the region partition scheme is essential for large-scale
networks in any of the three schemes, but definitely for
Scenarios B and C.

X. CONCLUSION AND FUTURE WORK
In this paper, we presented a novel multi-hop passive RFID
T2T network model named NeTa, which incorporates the
turbo backscattering operation for multi-hop routing of mes-
sages. The proposed scheme considerably enhances the
network coverage through multi-hop routing, and signif-
icantly increases the overall network throughput through
distributed routing. Due to the asymmetry of communi-
cation links and interferences in such a network, existing
routing protocols cannot be used. To address this short-
coming, we proposed a routing protocol to identify tags
and their multiple-hop uplink routing. Then considering
three types of passive RFID tags with different capabil-
ities (i.e., received power measurements and transmission
power attenuation), we proposed three corresponding rout-
ing protocols to schedule transmissions, as to maximize
the overall network throughput. Utilizing a greedy algo-
rithm and a region partition scheme, our proposed algorithm
can coordinate transmissions to increase network capacity
in large-scale networks, with a low-complexity computation
time which has a linear relationship with the number of tags.
In general, the results of this research will allow designers

of this new breed of multi-hop battery-less tag networks to
optimally select the needed tag capabilities and to optimally
set the parameters of the routing protocols depending on the
network topologies.
The paper addressed only networks with stationary tags.

Extension of our work to mobile environment will add an
interesting dimension to future applicability of the work.

APPENDIX
SIMPLE EXAMPLE OF ROUTING PROTOCOLS FOR
SIMPLE TAGS – SCENARIO A
We consider here a simple example and follow the cor-
responding routing process as to demonstrate the steps of
the routing protocol. The purpose of the example is to fur-
ther clarify how the algorithm in Section VI-B operates.
Assuming a simple T2T network consisting of a reader
and 8 tags. The complete neighbor table obtained by the
Neighbor Discovery process is shown as Table 4. In Table 4,
ai in a particular row of tag j indicates whether a transmission
link from tag i to the tag j exists when the reader transmits
at power PL, and bi indicates whether an interfering link
from tag i to tag j exists11 when the reader transmits at

11. An interfering link from tag i to tag j indicates that i cannot transmit,
while j is receiving from another tag.
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power PH . ai and bi are both binary variables: “1” repre-
sents that a link/interference exists and “0” represents that
a link/interference does not exist.
In this example, we assume that there are 5 message copies

that need to be transmitted on their preferred routing paths,
as follows:

• c11: from tag 1 to tag 3, with priority parameter p11 = 1,
having no delay (d11 = 0)

• c12: from tag 1 to tag 4, with priority parameter p12 = 2,
having 1 time slot of delay (d12 = 1)

• c41: from tag 4 to tag 5, with priority parameter p41 = 3,
having no delay (d41 = 0)

• c51: from tag 5 to tag 1, with priority parameter p51 = 3,
having no delay (d51 = 0)

• c71: from tag 7 to tag 4, with priority parameter p71 = 3,
having 2 time slots of delay (d71 = 2)

From Table 4, the reader can construct a connection map
and a collision map as shown in Fig. 10 (a) and (b), respec-
tively. From the connection map in Fig. 10 (a), the reader
constructs a complete routing table for every link as shown
in Table 5. In this example, the shortest routing path between
each pair of tags is selected as the preferred routing path.
We assume that there already also exist two message

copies on non-preferred routing paths:

• ccopy71 : A copy of the message c71 from tag 2 to tag 4.
• ccopy11 : A copy of the message c11 from tag 8 to tag 3.

The weights of messages on the preferred routing paths,
assuming α= 0.2 and β= 0.3, are:

w11 = p11(1 + d11α)(1 + h11β) = 1.3;
w12 = p12(1+d12α)(1 + h12β) = 3.12,

w41 = p41(1 + d41α)(1 + h41β) = 3.9;
w51 = p51(1+d51α)(1 + h51β) = 4.8,

w71 = p71(1+d71α)(1 + h71β) = 5.4.

The C2 constraints can be expressed as below:

• Tag 1: x1 (c11 c12 + c11 c12 ) + x1c11c12= 1,
• Tag 2: x2= 1,
• Tag 3: x3= 1,
• Tag 4: x4c41 + x4c41= 1,
• Tag 5: x5c51 + x5c51= 1,
• Tag 6: x6= 1,
• Tag 7: x7c71 + x7c71= 1.

Note that the constraint C2 does not apply to the state
of tag 8, which has only a message copy on non-preferred
routes.
Based on the neighbor table which contains information on

all the interfering nodes, the constraint C3 can be written as:

c11 : g(c11, x2 + x4 + x8) = 1;
c12 : g(c11, x2 + x4 + x8) = 1;
c41 : g(c41, x2 + x3 + x6) = 1,

c51 : g(c51, x1 + x3 + x6) = 1;
c71: g(c71, x3 + x5) = 1.

By solving this binary optimization problem of eq. (7),
the optimal values are:

c∗ = {
c∗11, c∗12, c∗41, c∗51, c∗71

} = [0, 0, 1, 0, 1];
x∗ = [

x∗1, x∗2, x∗3, x∗4, x∗5, x∗6, x∗7, x∗8
]

= [0, 0, 0, 1, 0, 0, 1, 0].

The obtained scheduling shows that 2 messages will be
transmitted in this cycle.
Thereafter, the reader sequentially checks each of the other

message copies if they could still be transmitted. The reader
should first check for all the messages not selected for trans-
mission (starting from the shortest path to the longest path).
Then, similarly, the reader checks the copies of messages
that already have a copy being transmitted (starting from the
shortest path to longest paths), until all the copies have been
checked. Therefore, in this example, we check the message
copies in the following order: (1) ccopy11 : cannot be transmitted
since tag 4 is transmitting, and (2) ccopy71 : can be transmitted.
Once a message reaches its destination, its copies are erased
from all the non-destination nodes.
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