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A B S T R A C T   

Crop failure temperatures (CFTs) are critical upper threshold temperatures above which plant growth and 
development stop. Climate variability with CFTs has an essential impact on agriculture, which leads to a decrease 
in plant yield to nearly zero. This study innovatively combines data analysis and analysis of published literature 
to develop causal chains/loops using Driver-Pressure-State-Impact-Responses (DPSIR) framework. In data 
analysis, CFTs trends were estimated from 21 models participating in the Coupled Model Inter-comparison 
Project Phase 5 (CMIP5) for the historical (1950–2005) and future scenarios (RCP 8.5, 2006–2100) at a 
spatial resolution of 0.125◦x0.125◦ over Florida region. From the scenario funnel plots, it is evident that the 
frequency of number days above CFTs was found to be increasing at the rate of 2 days/year, and maximum mean 
temperature intensity was found in the range of 0.02 to 0.04 ◦C/year till 21st century. The causal chain and loop 
help to understand the complex structure and feedback mechanism for CFTs. This also helps in bridging the gap 
between climate and crop to address the adaptation strategies if the impacts are known. Adaptation strategies 
from the effects of the crops found to be promising to mitigate the effects of climate on crop and which can be 
used by the stakeholders and managers for their own use.   

1. Introduction 

Temperature is one of the critical variables that sustain life on Earth 
(Anandhi and Blocksome, 2017), with changing and varying tempera-
tures impacting it (Sinnathamby et al., 2018) as well as creating eco-
nomic losses (Ben-Ari et al., 2018). Increasing temperatures are 
projected at global scales (Edenhofer, 2015) as well as at regional levels. 
Average global temperatures reached 1 ◦C above pre-industrial times in 
2015 (Howarth and Monasterolo, 2016). In Florida and Southeastern 
United States of America (USA), a meta-analysis of the literature showed 
temperature changes and variability ranged from −3 ◦C to 6 ◦C during 
1950–2100 (Anandhi and Bentley, 2018; Anandhi et al., 2018). The 
estimated economic market/nonmarket impact in the United States 
could be 1.2 percent of gross domestic product per plus 1 ◦C temperature 
rise on average (Ba and Galik, 2019). Globally, more frequent and 
disruptive weather events in 2015 represent 94% of insurance claims (in 
the last decade), costing >$27 billion (Howarth and Monasterolo, 
2016). Abnormally warm temperatures (late autumn) and unusually wet 
conditions (following spring) in breadbasket in France resulted in 
meager yields as well as lower exchange prices in 2016, which resulted 

in ~2.3 billion dollars loss for France (Ben-Ari et al., 2018). 
Agricultural production accounts for ~30% of the global energy 

consumption, ~92% of the human water footprint, and over 20% of 
global greenhouse gas emissions (Nie et al., 2019). About 795 million 
people do not get enough food to lead a healthy active life (Keairns et al., 
2016), while the global demand for food, energy, and water (FEW) is 
estimated to increase by over 50% by 2050, compared with 2015 (Zhang 
et al., 2018). On the other hand, cropland expansion, an adaptation 
strategy used to meet the increasing food demand by 2050, is expected 
to reduce from 14% to 10% due to environmental reasons (Nie et al., 
2019). Therefore, understanding the causality of changing and varying 
temperatures on these plant production systems become important. 

Although, in the agricultural production systems, plant growth and 
development is dependent on low (base temperature), mean (optimum), 
and high temperatures, this study focuses on changes and variability in 
crop failure temperatures (CFTs), which are the upper threshold tem-
peratures that are very hazardous to the plant. CFT can be defined as the 
maximum temperature above which crop growth stops, which leads to 
crop failure (Anandhi and Blocksome, 2017). A closely related term to 
CFT is plant heat stress, which occurs if plants are exposed to high 
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temperatures for a sufficient period, causing irreversible impact (Wahid 
et al., 2007). These threshold temperatures and its influence can vary 
with the crop (Hatfield et al., 2008) and (Hatfield et al., 2011). 
Depending on the crop (e.g., cotton, sorghum, maize, peanuts, and 
beans), it impacts the growth, size, weight, number, and filling duration 
of boll/seed/grain/nut/kernel/bean; harvest index; indehiscence of 
anthers; pollen viability and production (Adhikari et al., 2016; Anapalli 
et al., 2016; Chen et al., 2019; Hall, 1992; Hatfield et al., 2008; Reddy 
et al., 2005); (Hatfield et al., 2008; Prasad et al., 2006; Srivastava et al., 
2010) (Hatfield et al., 2011, 2008; Rotundo et al., 2019) (Ruane et al., 
2014; Vara Prasad et al., 2003); (Hatfield et al., 2011, 2008; Pan, 1996; 
Thomas, 2001); (Gross and Kigel, 1994; Hatfield et al., 2008; Prasad 
et al., 2002); (Adams, 2001; Hatfield et al., 2008; Peet et al., 1998). 
Therefore, understanding the trends in the CFTs, its impact on multiple 
crops are essential, particularly in developing adaptation strategies for 
utilizing the benefits of change while reducing the harmful effects for 
sustainable development of plant production systems. 

Several adaptation strategies are designed to minimize the impact of 
CFTs. In this study, three levels of adaptation, i.e., incremental adap-
tation, system adaptation, and transformational adaptation (Anandhi 
et al., 2016b) are studied. Incremental adaption -strategies observed in 
literature are the planting and sowing dates, changing the planting area, 
water-saving technology, deficit irrigation or changing the frequency of 
irrigation pattern and management of fertilizers are used for different 
heat-stressed crops (Byjesh et al., 2010; Kothari et al., 2017; Ventrella 
et al., 2012; Yang et al., 2014). System adaptation strategies such as 
changing plant cultivators, developing new cultivars for heat tolerance, 
lower stomatal sensitivity to elevated CO2 and water availability, having 
complete biophysical models of crops interactions with environmental 
variations, shifting to short or long season varieties (Nhamo et al., 2019; 
Prasad et al., 2002; Schlenker and Roberts, 2009; Singh et al., 2011). 
Likewise, transformation adaptation includes the land-use change of the 
crop or adaptability of other major crops in the region is studied 
(Chatzidaki and Ventura, 2010; Rockström et al., 2010). 

The DPSIR framework will be used to develop causal chains/loops in 
this study. DPSIR stands for Driver-Pressure-State-Impact-Responses 
was developed in the late 1990s by the Organization of Economic Co- 
operation and Development (Linster, 2003). Several methods have 
been used in previous studies for the adaptation strategies (Jarvis et al., 
2011; Neset et al., 2019; O’connell et al., 2015; Smit et al., 1999). This 
study will innovatively utilize the Driver-Pressure-State-Impact- 
Responses (DPSIR) framework and CFT indicators to develop the 
causal chain loop between the changes in temperature to responses 
(strategies), understanding and representing the cause and effect re-
lationships. Earlier studies from this research group have used CFT (1) as 
an ecosystem indicator to communicate technical data; (2) to interpret 
the relationship between the climate and plant growth; (3) to develop 
the adaptation strategies (Anandhi and Blocksome, 2017); (4) to docu-
ment the exposure (degree of stress) of plants (Anandhi, 2016); (5) to 
access vulnerability of water resources in agro-ecosystems (Anandhi and 
Kannan, 2018). Although trends of high frequency and the extreme 
event of heat stress are already discussed in several studies (Anandhi and 
Blocksome, 2017; Wang et al., 2016), they are a lacuna of studies in 
Florida. 

This study addresses the question: Will climate impact on the crop 
bridges the gap with adaptation strategies with the help of crop failure 
temperature as an indicator? To understand this question, the objectives 
of this study are twofold. The first is to document the variation and 
changes in frequency and intensity of CFT for several crops grown in 
Florida. Second to develop the causal chains/loops that link the climate 
with the plant, which brings out the cause and effect relationships be-
tween how the different drivers and pressures interact and lead to im-
pacts and responses using the Driver-Pressure-State-Impact-Responses 
(DPSIR) framework. This can lead to the sustainable development of 
agro-ecosystems by reducing vulnerability while increasing its adapta-
tion capacities to cope with stress. This provides information for the 

development of adaptation strategies for agriculture and crops in a 
variable and changing environment. 

2. Study area, datasets used and methodology 

The methodology section involved a five-step process: Study scope, 
data set used, estimation of mean temperature followed by determina-
tion of change, development of spatial, temporal, and funnel scenarios 
using MATLAB programming and finally development of causal chain 
and loops with the help of DPSIR framework. Moreover, scenarios are 
studied for the CFTs in terms of intensity and frequency. In this study, 
the frequency was represented by the number of days in a time period 
with any temperature larger than or equal to the given crop failure 
temperature. The intensity was explained by the average maximum 
temperatures during the day with a maximum temperature greater than 
or equal to the CFT. 

2.1. Study area 

Florida State in the southeastern USA is chosen as a study area 
(Fig. 1). Florida is recognized as ‘sunshine state’ because the summer is 
very long and moist (Henry, 1994). Studying CFTs in Florida is useful 
because it has many endemic plants, vertebrates, and insects that are 
only found in Florida and the tropics. Florida is also the major consumer 
of water, where the main source of the irrigation is from the surface and 
groundwater, which is due to the rainfall to grow crops (Marella, 1999). 
Further, the agricultural production in the region is an essential eco-
nomic driver for the state’s economy and ranks seventh in the USA of 
farming exports with over $4 billion in agriculture commodities shipped 
in 2015. Florida plays a vital role in vegetable and fruit production. For 
example, the state ranks first for fresh market snap bean, cucumber, 
grapefruit, oranges, sugarcane, tomatoes, and watermelon production; 
second in production of bell peppers, sweet corn, squash, and straw-
berries; third in production cabbage and honey; and fourth in peanuts 
(FDACS, 2017). Overall, the state accounts for roughly 54% of total USA 
citrus production (Usda-Nass, 2017) and contribute 63% of the winter 
vegetables for the United States with revenues of $1.48 billion in 
1995–1996 (Cheng et al., 2015). This region is highly vulnerable to 
increasing high temperatures (Anandhi et al., 2018; Anandhi and 
Bentley, 2018), which affects the yield and production of crops. 

2.2. Datasets used 

Daily simulations of maximum surface temperature from 21 Global 
Climate Model (GCMs, Table S1) from Coupled Model Intercomparison 
Project Phase 5 (CMIP5) were used in this study (Maurer et al., 2002). 
For further detail, check the link: http://www.engr.scu. 
edu/~emaurer/data.shtml. Results from historical (1950–2005) and 
future (2006–2100) experiments were investigated. The represented 
concentration pathway (RCP 8.5) scenario was considered in the study 
because it followed the historical/present forcing of the global CO2 
emissions (Bhardwaj et al., 2018; Peters et al., 2013). This dataset was at 
0.125◦ × 0.125◦ grid resolution for the complete USA, from which the 
Florida domain data were extracted with 856 grids. Additionally, the 
various threshold CFTs for multiple crops grown in Florida were used 
(Table 1). 

2.3. Methodology 

2.3.1. Analyzed maximum temperature from CMIP5 model simulations 
The annual and monthly plots of daily maximum surface tempera-

tures from all 21GCMs model simulations (listed in Table S1) were 
developed from daily values. Annual scenarios were illustrated, con-
sisting of one temperature value for each year and corresponding for 
each simulation model for historical and RCP 8.5 time period. Similarly, 
monthly climatology from maximum surface temperature is illustrated, 
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showing only the monthly boxplots developed by estimating the mean 
daily maximum temperature for each month during the same 
1950–2100 time period. Each boxplot constitutes from values of 21 
models for a month computed by area averaging over 856 grid points of 
Florida. 

2.3.2. Analyzing the variability of CFTs 
CFT were estimated for each GCM. For each grid and year, the 

number of days in a month with Tmax ≥ CFT was counted using MAT-
LAB programming, which represents frequency. Similarly, for each year 
and grids, when the temperature exceeds, the selected CFT were aver-
aged to get the intensity of CFTs. For each of the crop failure tempera-
tures (Table 1), the mean values for each of the simulation models were 
estimated. This was demonstrated through a boxplot of the values, used 
to observe the interquartile range (lowest-25th and highest-75th 
percentile). 

2.3.3. Assessed annual trends in CFTs: 
For analyzing annual trends, linear regression lines were fitted for 

the six CFTs (30 ◦C, 32 ◦C, 35 ◦C, 39 ◦C and 40 ◦C) for a total number of 
856 grids, 21 model simulations and three different periods each for six 
time periods. These are referred as six time-periods in the rest of the 
manuscript. For more details of these trend estimations, please refer to 
(Anandhi and Blocksome, 2017). Linear regression lines were fitted to 
each of these time series to estimate trends. The slope of the fitted line or 
the linear trend value was given as: 

slope =

∑
(t − t)Tt

∑
(t − t)2 (1)  

where T2 was the predictions (e.g., Tmax and CFTs), and n was the 
number of data points, i.e., year to year. The denominators of Eq. (1) are 
estimated using Eq. (2). 

∑
(t − t)2

=
n(n2 − 1)

12
. (2) 

The t’ followed the t-distribution and was compared with critical t 
values at a significance level (α = 0.05) with (n-2) degrees of freedom. 
The ratio between the estimated trend and its standard error (Sslope) was 
calculated to test if the trends in Tt were significantly different from zero 
and represented by: 

t’ =
slope
Sslope

(3)  

Sslope was calculated using Eqs. (4) and (5) below, representing the 
variance of the residuals (Pagan et al., 2020), with equivalent sample 
size nc to account for lag one serial autocorrelation (r1) in the time series 
showing a correlation between values that are one time period apart. 

Sslope =
1

nc − 2
∑

(Tt − T̂ t)
2 (4)  

nc = n
1 − r1

1 + r1
(5)  

2.3.4. Developed the spatiotemporal plots for CMIP5 model simulations 
The spatiotemporal analysis was done to compare the variations in 

the slope of the number of days (Frequency) and the mean of tempera-
ture (Intensity) above CFTs. The spatial plot is a filled contour plot 
containing the isolines of intensity or frequencies of various CFTs. Iso-
lines represent lines of equal intensity and frequency for each CFT. The 
number of days for each CFT was estimated for three time periods each 
for historical, i.e., 1950–1975, 1976–2005 and 1950–2005 and RCP 8.5 
i.e., 2006–2050, 2050–2100 and 2006–2100 were plotted. Their sig-
nificant median trends for the spatial distribution of frequency and in-
tensity were plotted for the six CFTs, and three-time periods each for 
historical and RCP 8.5 are plotted. 

2.3.5. Synthesized the funnel plots among the 21 CMIP5 model simulations 
The trends in the frequency and intensity of the three-time periods 

Fig. 1. The study region.  

Table 1 
Crop failure temperature for vegetative and reproductive development of 
selected crops adapted from Hatfield et al. (2008) and Anandhi and Blocksome 
(2017).  

Plant name Plant Failure Temperature 

Tomato 30 ◦C 
Bean 32 ◦C 
Maize 35 ◦C 
Peanut, Soybean, Sorghum, Cotton 39 ◦C 
Grass 40 ◦C  
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each for the four time periods (1950 to 1975, 1976 to 2005, 2006 to 
2050, 2051–2100) were synthesized using funnel plots and a range of 
trend values. These form the boundary of the funnel plots. Detailed 
explanation in developing the funnel plot can be obtained from Bentley 
and Anandhi (2020), Anandhi et al. (2018) and Anandhi et al. (2016a). 

2.3.6. Development of causal chain/ loop using DPSIR framework 
Causal loop diagrams (CLDs) were used to map the variables (com-

ponents), relationships, and feedback loop (Binder et al., 2004; Zare 
et al., 2019). According to Sterman (2010), it is generally used to map 
and communicate problems the problem structure and eliciting indi-
vidual and team mental models. The main advantage of using CLDs is 
that they are flexible framework where creators identify and describe, in 
increasing levels of complexity, the cause-effect relationships of 
different sub-components of a more extensive system and to understand 
its feedback mechanisms (Haraldsson, 2004; Ness et al., 2010). Arrows 
are used to link cause-effect relationships, connecting the two compo-
nents to develop the causal chain and loops. The diagrams use different 
symbols to denote different relationships. A definite plus [+] logo be-
tween two variables indicates a parallel behavior of the two, meaning an 
increase in the causative variable also causes the effect variable to in-
crease; furthermore, a decrease in the causative variable denotes a 
reduction in the affected variable. Conversely, a negative minus [−] logo 
indicates an inverse relationship between the two variables, meaning as 
the causative variable increases, the affected variable decreases, or vice- 
versa. 

The DPSIR framework helps to organize and structure indicators in 
the context of a so-called causal chain that links indicators of the envi-
ronmental driving forces, to pressure indicators, to environmental state 
indicators, to impact indicators, and finally to the indicator of responses 
(Niemeijer and de Groot, 2008; Pagan et al., 2020). In this study, driver 
refers to important activities that have a direct impact on the environ-
ment; pressures result from the driving force which impacts the state; 
state refers to the condition of the environment that is not static; Impacts 
are the changes in the states, and finally, the responses indicate to formal 
efforts to address changes in state, impact, and pressures. The responses 
in this study are the adaptation strategies defined as “the general plan or 
some action for addressing the impact of climate change, including 
climate variability and extremes, which includes varied policies and 
measures with a specific objective to reduce vulnerability”(Biesbroek 
et al., 2010). This framework is based on causality (cause-effect) that has 
important benefits to make responses (adaptation strategies) based on 
literature review. Incorporation of DPSIR framework (Fig. 2b) with the 
CLDs will show the complex cause and effect linear and non-liner rela-
tionship, that will able to deal with dynamics (trends), different spatial 
scales and thematic boundaries (Vannevel, 2018). 

3. Results 

3.1. Changes in maximum temperature from CMIP5 models 

From Fig. S1a, the annual surface maximum temperature from 21 

Fig. 2. (a) Flowchart is showing the methodology. The acronyms in the figure: CFTs is crop failure temperature, CMIP5 is Coupled Model Inter-comparison Project 
Phase 5 (b) The DPSIR Framework used in the study (Adapted from Anandhi et al., 2018). 
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CMIP5 model simulations during the 1950–2100 time period, it can be 
observed that the maximum surface temperature increased in the range 
3.5 ◦C to 5 ◦C. The simulated temperatures were in the range 27 ◦C to 
28 ◦C during 1950, later increased to 30 ◦C and 32 ◦C during 2100. The 
variability among the models range from 0.8 to 2 ◦C during 1950–2100, 
was observed from the width of the shaded portion in the figure. 

The boxplots (Fig. S1b) shows the monthly temperature variability 
for historical and RCP 8.5. The highest average temperatures of 33 ◦C in 
July and the lowest average temperature of 21 ◦C in January were 
analyzed for the historical period (1959–2005). While the highest 
average temperature of 35.5 ◦C in July and the lowest average temper-
ature of 22.2 ◦C in January was observed in the RCP 8.5 time period 
(2006–2100). The temperature for the RCP 8.5 scenario during 2006 to 
2100 time period (upper boxplots in Fig. S1b) shows a change in tem-
perature of 2.5 ◦C in July month and 1.2 ◦C in January month. 

3.2. Analyses of intensity and duration of CFTs 

The interquartile range (IQR) [lowest 25th percentile – highest 75th 
percentile] for the Tmax ≥ 30 ◦C is from [145–170] days, respectively, 
and for Tmax ≥ 32 ◦C is from [70–110] days. The IQR is decreasing as 
we increase the CFT threshold, which reduces to the range from [1–10] 
days for Tmax ≥ 35 ◦C and zeros for Tmax ≥ 39 ◦C and Tmax ≥ 40 ◦C. 
For RCP 8.5 (2006–2100), the mean annual frequency shows the 
increasing trend for all CFTs. The IQR increases in the range of 
[160–247] days; [98–220] days; [23–183] days; [2–165] days; [0–63] 
days; [0–31] days for Tmax ≥ 30 ◦C; Tmax ≥ 32 ◦C; Tmax ≥ 34 ◦C; 
Tmax ≥ 35 ◦C, Tmax ≥ 39 ◦C and Tmax ≥ 40 ◦C respectively. The 
Tmax ≥ 39 ◦C and Tmax ≥ 40 ◦C the frequency only happen after years 
2051 and 2066, indicating more CFTs can be observed in future. This 
plays a significant contribution in the preparation of adaptation strate-
gies till 2100. Fig. 3 shows higher the CFTs lowers the frequency of days 
were seen in each CFTs. 

In general, the intensity boxplot for different CFTs (Fig. 4) during 
historical (1950–2005), show an increase. The IQR for intensity was 
31.6–32.4 for Tmax ≥ 30 ◦C, 32.8–33.3 for Tmax ≥ 32 ◦C, 34.3–34.6 ◦C 
for Tmax ≥ 34 ◦C and 35.3–35.4 ◦C for Tmax ≥ 35 ◦C. For Tmax ≥ 39 ◦C, 
the intensity was 39.2–39.4 ◦C towards the later part of the 20th century 
and zero intensity for Tmax > 40 ◦C . The change in the mean intensity of 
temperatures was observed due to the difference in the temperature. In 
RCP 8.5 (2006–2100), the increased intensities were 32–36 for 

Tmax ≥ 30 ◦C, 33–37 for Tmax ≥ 32 ◦C, 34.5–37 for Tmax ≥ 34 ◦C, 
35.5–37.7 ◦C for Tmax ≥ 35 ◦C, for Tmax ≥ 39 ◦C the intensity was 
39.3–40 ◦C after years 2066 and for Tmax ≥ 40 ◦C was 40.6–40.7 ◦C 
after the year 2080. 

3.3. Spatiotemporal changes in the median frequency and intensity for 
CFTs in 21 CMIP5 model simulations 

Here in this section, the median of all the models was shown for the 
trends, as shown in Figs. 5 and 6 for frequency and intensity, respec-
tively. In Fig. 5, the median of all the models trend value for frequency in 
historical and RCP 8.5 time period. From 1950 to 1975, almost no sig-
nificant trend for all the CFTs threshold in 1950–1975, which means 
there was no change in the increase or decrease in the number of days 
can be observed. From 1976 to 2005, there was an increase in trends that 
ranged from 0.2 to 1 days/year for the CFTs 30, 32, 34, and 35 ◦C, 
whereas, in CFT 39 and 40, no significant trend was seen because there 
was no number of days estimated above these thresholds. Moreover, 
from 1950 to 2005 trend for the entire historical period (1950–2005) 
shows lower values in the range of 0.2–0.4 days/year compared to the 
1976–2005 time period, which was consistent due to no significant in-
crease during the 1950–1975 period. Similarly, significant trends were 
shown for the RCP 8.5 time periods. From 2006 to 2050, there was an 
increasing trend in the range of 0.2–1 days/year for 30,32, 34, and 
35 ◦C, but no significant trend was seen for 39 and 40 ◦C. From 2051 to 
2100, the increase in trends was shown for all the CFTs in the range of 
0.2–1 days/year. Moreover, from 2006 to 2100 the complete RCP 8.5 
time period (2006–2100) shows the increase in the trend range from 0.2 
to 1 days/year for all the CFTs. 

However, the spatiotemporal variability of the frequency and in-
tensity for each GCM was shown in the Supplementary material 
(Figs. S2–S45) for the historical and RCP 8.5 time periods. 

Fig. 6 shows the median of all the models trend value for intensity in 
historical and RCP 8.5 time period. From 1950 to 1975, the trend values 
for the 30, 32, and 34 ◦C were in the range of −0.002 to 0.002 ◦C/year 
since there was no increase in temperature change recorded during 
1950–1975, which clear exact the reason for having no trends for the 35, 
39 and 40 ◦C. From 1976 to 2005, the temperature threshold of 30, 32, 
and 34 ◦C shows the only significant increase in temperature trends 
ranged from 0.002 to 0.01 ◦C/year. From 1950 to 2005, shows the 
complete historical trend for the intensity ranged from 0.002 to 

Fig. 3. Variability in the days for each crop failure temperatures (30 ◦C, 32 ◦C, 35 ◦C, 39 ◦C and 40 ◦C).  
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0.004 ◦C/year for 30, 32, and 34 ◦C. Similarly, for the RCP 8.5 time 
period were shown. From 2006 to 2050, there was an increasing trend in 
the range of 0.02 ◦C for 30, 32, and 34 ◦C but no significant trend was 
seen for 35, 39, and 40 ◦C. From 2051 to 2100, the increase in trends was 
shown for all the CFTs in the range of 0.2–1 days/year. Moreover, from 
2006 to 2100 the complete RCP 8.5 time period (2006–2100) shows the 
no trend range for all the CFTs. 

3.4. Development of scenario funnel plot for the trends 

Fig. 7 shows the funnels plot i.e made by the changes in trend lines 
drawn between the years of intervals 1950–1975 and 1975–2005 for the 
each CFTs. For 30 ◦C, it shows the trends over all the models and for all 
the grid points in the range from −0.75 to 0.76 days/year for the 
1950–1975 time period and which increases its minimum and maximum 
values from −0.2 to 1.24 day/year respectively for 1976–2005 time 

Fig. 4. Variability in the annual mean intensity for each crop failure temperatures (30 ◦C, 32 ◦C, 35 ◦C, 39 ◦C and 40 ◦C).  

Fig. 5. Median frequency plots for historical simulation first three columns (1950–1975; 1976–2005 and 1950–2005) and RCP 8.5 in the last three columns 
(2006–2050; 2051–2100 and 2006–2100). Statistical significance was tested with a t-test at a confidence interval of 90%. 
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period. CFT 32 ◦C, shows the changes in the range from −1.5 to 
1.16 day/year and its maximum cone limit to 2.21 day/year for 
1976–2005 time period. For 34 ◦C, the trends were observed from −1.36 
to 0.73 day/year for 1950 to 1975 time period, which is increasing to 
1.86 days/year for the 1976–2005 time period. Similarly, for 35 ◦C, the 
trends were observed from −0.72 to 0.46 day/year and increasing to 
1.14 day/year for the 1976–2005 time period. For 39 ◦C and 40 ◦C, no 
trends were observed during the 1950–2005 period. All the above 
threshold indicates the warming in the upper and lower threshold of the 
cone. 

Likewise, for RCP 8.5, funnel scenario (Fig. 8), trends are showing 
only positive slope values with a more significant number of days 
crossing the temperature thresholds as time period goes in the future. 
CFT 30 ◦C, the trends were showing only positive values ranged from 
0.09 to 1.30 day/ year for 2006–2050. However, both negative and 
positive trends for the 2050–2100 time period varies from −2.1 to 

1.94 day/year, negative projection show only for few grid points or 
model only. For CFT 32 ◦C, the trends were observed positive for 
2006–2050 ranged from 0.08 to 2.25 day/year and observed negative 
and positive trends for 2050–2100 ranged from −1.49 to 2.17 day/year. 
As the threshold increases, the minimum trend varies decreases for other 
thresholds, showing the number of days with Tmax were higher than 
CFTs. For 35 ◦C, the trends were observed positive, i.e., 0.07 to 
2.52 day/year for 2006 to 2050 and −0.60 to 2.94 day/year for the 
2051–2100 time period. But for 39 ◦C, the trend was observed less for 
2006 to 2050 ranged from 0 to 0.13 day/year and increase to 2.6 day/ 
year for2050 to 2100 time period. Similarly, for 40 ◦C, the trends were 
observed again less for 2006 to 2050 ranged from 0 to 0.04 and increase 
up to 1.85 day/ year for the 2051–2100 time period. All ranges in the 
funnel scenario plots clearly explain that under the RCP 8.5, the number 
of days with Tmax were more significant under the 32 ◦C and 34 ◦C. 

For the intensity scenario funnel plot, plots were observed to see the 

Fig. 6. Median intensity plots for historical simulation in the first three columns (1950–1975; 1976–2005 and 1950–2005) and RCP 8.5 in the last three columns 
(2006–2050; 2051–2100 and 2006–2100). Statistical significance was tested with a t-test with a confidence interval of 90%. 

Fig. 7. Funnel plot showing the annual mean frequency from 1950 to 2005 for each CFTs. Significant trend values were shown in the day/year tested with a t- 
test (α = 0.05). 
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increase in the average temperature above the CFTs. As shown in Fig. 9, 
threshold 30 ◦C shows trends ranged from −0.02 to 0.02 ◦C for the 
1950–1975 time period and which increased upto 0.04 ◦C for the 
1976–2005 time period. 

For 32 ◦C, the trends were again observed from −0.02 to 0.02 ◦C for 
the 1950–1975 time period and which increased up to 0.03 ◦C for the 
1976–2005 time period. Similarly, for 34 ◦C the trends were observed 
from 0.01 to 0.02 ◦C for the 1950–1975 time period and which increased 
up to 0.02 ◦C for the 1976–2005 time period. No trends were observed 
for the 35 ◦C, 39 ◦C and 40 ◦C threshold since there were no events 
(Tmax) more than CFTs. 

Likewise, for RCP 8.5 in Fig. 10, the trends were only showing pos-
itive values, which means there was more average temperature higher 
than CFTs. For 30 ◦C, the trends were observed from −0.001 to 0.001 ◦C 
for the 2006–2050 time period and which increased from 0.012 to 
0.06 ◦C for the 2051–2100 time period. For 32 ◦C, the trends were 

observed from 0 to 0.03 ◦C for the 2006–2050 time period and which 
increased from 0.006 to 0.06 ◦C for the 2051–2100 time period. For 
34 ◦C, the trends were observed from −0.002 to 0.03 ◦C for the 
2006–2050 time period and which increased from 0.006 to 0.06 ◦C for 
the 2051–2100 time period. For 35 ◦C, the trends were observed from 
−0.005 to 0.02 ◦C for the 2006–2050 time period and which increased 
from 0.006 to 0.06 ◦C for the 2051–2100 time period. No trends were 
observed for the 39 ◦C and 40 ◦C threshold since there were no events 
(Tmax) more than CFTs. 

3.5. Failure temperatures and its impact on different crops 

This section discusses the effects of various extreme high tempera-
tures on different crops, observed from studies conducted using multiple 
methods such as controlled environment chambers, field studies, and 
crop model simulations. Some definitions used in this section were 

Fig. 8. Funnel plot showing the annual mean frequency from 2006 to 2100 for each CFTs. Significant trend values were shown in the day/year tested with a t- 
test (α = 0.05). 

Fig. 9. Funnel plot showing the annual mean intensity from 1950 to 2005 for each CFTs. Significant trend values were shown in the day/year tested with a t- 
test (α = 0.05). 
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harvest index [the ratio of the harvested product (lint and seed for 
cotton, grain for soybean, maize, peanut, bean) to the above-ground 
plant dry weight or biomass (stems, leaves, and fruit)]. In this section, 
the format 44/34 ◦C describes daytime maximum/nighttime minimum 
temperature regimes. The summary of the impacts on different crops 
from crop failure temperature is in Table S2. 

In this study, the CFT for the cotton crop is 39 ◦C. Temperature is one 
of the most important environmental factors affecting plant reproduc-
tive processes (pollen germination, pollen tube growth, and fruit (boll)- 
set (Kakani et al., 2005). Some of the impacts in cotton due to several 
temperature ranges include (1) zero boll yield at 40/32 ◦C maximum/ 
nighttime minimum temperature regimes (35 ◦C mean) (Hatfield et al., 
2008); (2) temperatures greater than 29 ◦C reduces pollen tube elon-
gation in an experimental filed in Missisippi (Fig. 2 in Kakani et al. 
2005); (3) with 25-26 ◦C and 28 ◦C temperatures, the maximum growth 
rate per boll and highest boll harvest index occurred, declining at higher 
temperatures, while reaching zero boll harvest index at 33–34 ◦C(Hat-
field et al., 2008); (4) mean temperature higher than 30 ◦C, percent boll 
set, boll number, boll filling period, rate of boll growth, boll size, and 
yield decreased under ambient and elevated C02 (Reddy et al., 2005); (5) 
instantaneous air temperature above 32 ◦C reduces pollen viability 
(Hatfield et al., 2008); (6) from field studies in Missisippi, (Pettigrew, 
2008) observed that for two cotton genotypes with 1 ◦C increase than 
current temperatures resulted in 10% lower lint yield, 6% decrease in 
boll mass and 7% less seed in the bolls than the control; (7) cotton yield 
projected using a quadratic equation from its optimum at 25 ◦C to its 
failure temperature of 35 ◦C, then a 1.2 ◦C increase from 26.7 ◦C to 
27.9 ◦C would decrease of 5.7% (Hatfield et al., 2008); (8) in a study 
from China, using models (CMIP5 and RZWQM2 cotton crop model) and 
RCP 8.5 scenario, during 2061–2080 predicted yield decreased by 
0.28 Mg ha−1 (6.5%), with a maximum reduction of 0.73 Mg ha−1 

(17.3%) for the MPI-ESM-LR CM (Chen et al., 2019); (9) a 4–17% 
decrease in seed cotton yield (CO2 at 380 ppm) was observed in DSSAT 
model and three regional climate models for A2 scenarios for CMIP3 
simulations applied to Texas; (10) high temperatures (1.8 ◦C and 4 ◦C 
during 2021–2050 and 2071–2100) in some regions in Greece appeared 
to be less favourable to seedcotton yield by this change when they used a 
combination of eight climate models and AquaCrop crop model 

(Voloudakis et al., 2015); (11) temperature increase by 3.56–4.55 ◦C 
(projected under RCP8.5) resulted in decrease in seed cotton yield by 
6.5% for 2061–2080 (Chen et al., 2019); (12) using combinations of 
several CMIP5 models and RZWQM2 crop model, showed an 10% net 
cotton yield loss for RCP 8.5 in 2080 when compared to baseline climate 
(1960–2015) which superseded the fertilization effect of CO2 in cotton 
growth (Anapalli et al., 2016). 

The CFT in sorghum is 39C in this study. The pollen viability and 
pollen numbers are primary reasons for the failure of grain set, and grain 
yield in sorghum at elevated temperatures with no panicles emerged at 
44/34 ◦C grown under sunlit controlled experiments (Boote et al., 
2018). Some of the other impacts in cotton due to several temperature 
ranges include: High temperature (≥36/26 ◦C) significantly lowered 
seed set, seed number, seed size, seed-filling duration, and seed yields; 
temperatures 36/26 ◦C to 44/34 ◦C, significantly reducted leaf photo-
synthetic rates, while at 44/34 ◦C, panicle exertion was completely 
inhibited were some observations from a study from India using 
InfoCrop-SORGHUM simulation model (Srivastava et al., 2010). This is 
supported by controlled environments for grain-sorghum cultivar DeK-
alb 28E, where temperatures above 36/26 ◦C significantly reduced 
pollen production, pollen viability, seed-set, seed yield, and harvest 
index (Prasad et al., 2006) and falling to zero at 40/30 ◦C (Hatfield et al., 
2008) or 35 ◦C mean temperature (Boote et al., 2018). The temperature 
of 40/30 ◦C delayed panicle exertion by ~30 days; 40/30 ◦C and 44/ 
34 ◦C inhibited panicle emergence (Prasad et al., 2006). In another 
study, the elevated temperature during the time to panicle emergence 
increased from 41 days after sowing (DAS) at 32/22 ◦C to 60 days at 40/ 
30 ◦C temperature with only 10% occurrence of panicle emergence 
(Boote et al., 2018). Finally, from global-scale climate-yield relation-
ships, an 8.4% reduction in the mean sorghum yield for every 1 ◦C in-
crease in temperature was observed (Hatfield et al., 2008). 

Maize is one of the most studied crops for temperature response 
(Hatfield et al., 2011). The CFT in maize is 35 ◦C in this study. In maize, 
the kernel number is a crucial yield component to determine the final 
maize grain yield (Lizaso et al., 2018). Some of the impacts in maize 
during multiple temperature ranges include: (1) An 7% maize yield 
decrease was predicted per 1 ◦C increase relative to mean temperature 
globally and a 6% yield reduction with average temperature > 30 ◦C 

Fig. 10. Funnel plot showing the annual mean intensity from 2006 to 2100 for each CFTs. Significant trend values were shown in the day/year tested with a t- 
test (α = 0.05). 
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each day was predicted for dryland maize in the United States (Rotundo 
et al., 2019); (2) simulated maize yields in the central Corn Belt 
decreased 5 to 8% per 2 ◦C temperature increase which leads to the 
prediction that a temperature rise of 0.8 ◦C over the next 30 yr in the 
Midwest could decrease grain yields by 2 to 3% (Hatfield et al., 2008); 
(3) at global scale from climate-yield relationships during 1961 to 2002, 
8.3% decrease was found per 1 ◦C increase in temperature (Hatfield 
et al., 2008). 

The CFT in peanut is 39 to 40 ◦C in this study. Some of the impacts in 
peanut during multiple temperature ranges include: (1) at 44/34 ◦C no 
seed growth was obtained, and no seeds were formed in the tagged 
flowers (Vara Prasad et al., 2003); (2) The above failure temperature for 
zero peanut yield occurs at 40 ◦C (Boote et al., 2018); (3) at 44/34 ◦C 
and 45/35 ◦C a 90% decrease in yield at ambient CO2 and a zero seed 
harvest index respectively were observed (Vara Prasad et al., 2003); (4) 
peanut produced zero yields at 44/34 ◦C (Boote et al., 2018); (5) in 
Henry county (Alabama, US), yields reduced by 11.7% and 8.6% per 
1 ◦C rise in mean temperature during the growing season under rainfed 
conditions, and under irrigated conditions respectively (Ruane et al., 
2014); (6) From controlled environment growth chambers, at ambient 
CO2, seed yield decreased by 14% and 90% and seed harvest index 
reduced from 0.41 to 0.05 as temperature increased from 32/22 ◦C to 
44/34 ◦C, respectively under several CO2. Additionally, pollen viability 
decreased to 68% at 40/30 ◦C to zero at 44/34 ◦C, while seed-set 
reduced to 50% at 40/30 ◦C and zero at 44/34 ◦C under both ambient 
and elevated CO2 (Vara Prasad et al., 2003). 

Peanut’s and soybean’s CFT is 39–40 ◦C (Boote et al., 2018). The 
yield response to temperature in both these crops is due to functions 
affecting the rate of pollination, seed-set (pod addition), and individual 
seed growth (Boote et al., 2018). Some of the impacts in soybean during 
multiple temperature ranges include: (1) pod number lowered and 
sharply as sharply decreased as temperature exceeded at 40/30 ◦C (Pan, 
1996); (2) a decline in yield, seed size, and harvest index when tem-
perature increases, reaching zero yields and zero seed harvest index at 
39 ◦C (Hatfield et al., 2008); (3) yield decreased at temperatures above 
36/26 ◦C under sunlit controlled environment chambers (Thomas, 
2001); (4) pollen viability of soybean decreased from tempera-
tures > 30 ◦C with a long decline slope to failure at 47 ◦C; reduced pollen 
production by 34%, pollen germination by 56%, and pollen tube elon-
gation by 33% (Hatfield et al., 2008); (5) the weight per seed decreased 
as temperature increased from 28/18 ◦C to 44/34 ◦C regardless of [CO2] 
(Thomas, 2001). 

In this study, the CFT for the tomato crop is 30 ◦C. Tomato industry is 
one of the most globalized and advanced horticultural sectors, with an 
increase of about 300% global annual production during the last four 
decades (Pathak and Stoddard, 2018). Some of the impacts in tomato 
during multiple temperature ranges include: (1) with increase in mean 
daily temperature from 25 to 29 ◦C, yield related characteristics, 
including seeds per fruit, declined sharply., with temperatures > 25 ◦C 
(30/21 ◦C) reduced fruit production (Peet et al., 1998); (2) Rate of fruit 
addition (fruit-set, from pollination) progressively fails as temperature 
reaches 32 ◦C beyond optimum temperature of 26 ◦C (Adams, 2001; 
Hatfield et al., 2008); (3) there was a reduction of 90% in the number of 
fruits per plant at 32/26 ◦C day/night (29 ◦C mean) when compared to 
those in 28/22 ◦C (25 ◦C mean) (Peet et al., 1998); (5) assuming an 
optimum temperature and failure temperatures for yield of 23.5 ◦C and 
30 ◦C, respectively, yield was projected to decrease 12.6% for 1.2 ◦C rise 
above optimum in a non-linear yield response (Hatfield et al., 2008); (6) 
at 32/26 ◦C temperature for 0–15 days before anthesis the set fruit failed 
due to disruption of anther components (Sato et al., 2002); (7) tem-
peratures > 35 ◦C caused poor pollination and flower abortion (Hartz 
et al., 2008); (8) increased heat during the blooming period reduces 
yield (Pathak and Stoddard, 2018); (9) at high temperatures, tomato 
yellow leaf curl virus infection occurs most frequently, enhanced by the 
presence of whiteflies (B. tabaci), infected transplants and weedy fields 
with many alternative hosts. Besides, the insect vector (B. tabaci) also 

prefers high temperatures (Ramos et al., 2019); (10) pollen sterility 
occurs at 32 ◦C, while at temperatures from 28/22 ◦C to 32/26 ◦C 
decreased fruit set with significantly higher decrease with > 35 ◦C, while 
pollen sterility occurs at 32 ◦C (Shah Chishti et al., 2019). 

In this study, the CFT for the bean crop is 30 ◦C. A 5% yield declines/ 
decade was observed on harvested, and 12% yield declines respectively 
on the sown area at an annual and national scales (Sanders et al., 2019). 
The red kidney bean crop showed zero yields as temperature increased 
to 37/27 ◦C (32 ◦C mean)(Hatfield et al., 2008). When flower buds were 
exposed to 32/27 ◦C during the 6–12 days before anthesis resulted in 
reduced fruit-set and at anthesis, caused by non-viable pollen, failure of 
anther dehiscence, and reduced pollen tube growth (Gross and Kigel, 
1994). Bean yield will likely reduce ~ 7.2% and 8.6% per 1 ◦C and 
1.2 ◦C, respectively, for temperature rise > 23 ◦C (Hatfield et al., 2008). 
Model results show that bean is highly temperature-sensitive, with a 
decline of 21% yield relative to mean values per ◦C (Gourdji et al., 
2015). 

3.6. Adaptation strategies for CFTs to reduce or positive impacts 

This section discusses the various adaptation strategies discussed in 
the literature to reduce the adverse effects of extremely high tempera-
tures changes in three ways (Fig. 11, Table S3, and explained in text 
form). The plant’s ability to withstand these stresses greatly varies from 
species to species is improved by adopting the genetic approaches or by 
inducing the stress resistance (Fahad et al., 2017). Adaptation is also 
considered as one of the policy responses to the impacts of drivers and 
pressures (Smit and Skinner, 2002). It can involve decision-making by 
stakeholders and producers. Implementing adaptation options reduce 
vulnerability, improve resilience to future changes, and higher potential 
for well-being (Lim et al., 2005). 

Some definitions used in this section are adaptation strategies, which 
are defined as the general plan or some action for addressing the impact 
of climate change, including climate variability and extremes, which 
includes various policies and measures with a specific objective to 
reduce vulnerability (Biesbroek et al., 2010). The term stakeholders 
encompass a spectrum of professions and are broadly used to ensure 
inclusivity as to whom can utilize the methods/results used in this study. 

Adaptation strategies for changes in CFTs can be described under 
three levels of adaptation strategies, i.e., (1) Incremental adaptation, (2) 
System adaptation, and (3) Transformation adaptation. Incremental 
plans are the practices and technologies with minor changes (such as 
changing planting dates) within existing fields; System adaptation 
strategies which are the significant changes in existing agriculture fields 
(such as precision agriculture) and; Transformational strategy are the 
ones with robust change (such as land-use change) in a new area rather 
than the existing one (Anandhi, 2016). There could be an increase in 
intricacy, cost, and risks in action while moving from incremental to 
transformational change (Howden et al., 2007; Kates et al., 2012). 

Each level of the adaptation strategies has approaches to reduce the 
impact of CFTs and to utilize the benefits of CFTs for different crops, as 
shown in Fig. 11. 

Different studies have been done on different crop adaptation stra-
tegies being impacted by high crop temperatures. Some of the adapta-
tion strategies observed in literature are (1) (Morales et al., 2003) 
observed preconditioning as an adaptation strategy. The precondition-
ing was to expose the 20-day old tomato plant to 4 day each of 30/23 
and 35/28 temperatures to combat the heat stress because they had 
better performances due to better osmotic and stomatal adjustment; (2) 
(Ventrella et al., 2012) suggested adaptation strategies such as an in-
crease in the frequency of irrigation (i.e., start the automatic irrigation 
when soil reached 40 and 60% of available crop water) and nitrogen 
fertilization showed a positive effect in minimizing the negative impacts 
of climate change on the productivity of tomato cultivate in southern 
Italy. They also observed these strategies for a temperature change of 
around 5 ◦C; (3) (Fahad et al., 2017) suggested preconditioning of plants 
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through pre-sowing hydration of the seed in such a way that the 
germination metabolism is initiated. Still, the emergence of the radicle is 
avoided proved very useful to combat heat stress. For example, pre- 
sowing the seeds of pearl millet when exposed to a higher temperature 
(42 ◦C) resulted in better performance; (4) (Mauget et al., 2019) sug-
gested early planting of cotton to combat heat stress. They observed this 
provides additional growing degree days from May planting can sub-
stantially increase lint yields relative to June planting, while minimizing 
a cotton crop’s later exposure to cooling hours; (5) (Kakani et al., 2005) 

observed identification of cotton cultivars with high-temperature 
tolerance would be beneficial in high-temperature environments 
with > 30 ◦C during flowering to improve boll retention and yield in 
cotton; (6) 

((Moradi et al., 2013) suggested, in general for Maize in Iran, an 
earlier planting date (1 May from May 10 and 20) and changing irri-
gation intervals in the anthesis stage as adaptation strategies; (7) 
(Asseng et al., 2019) observed genotypes with a trait of an extended 
growing period to delay anthesis, combined with a character with a 

Fig. 11. Adaptation Strategies showing the three levels of adaptation with different approaches that reduce the impact and benefits from effects.  

Fig. 12. DPSIR framework for the crop failure temperature.  
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higher rate of grain filling were effective in countering some of the yield 
declines occurring in non-adapted cultivars when grown in warmer lo-
cations or during a warmer part of a season. They suggested this can 
improve global yield by 9.6% by 2050; (8) (Boomiraj et al., 2010) 
synthesized several quantitative strategies for multiple crops from 2002 
to 2006. 

3.7. Development of causal chain/ loop to develop adaptation strategies 

The DPSIR framework is used to describe the issue of crop vulnera-
bility in this study. The changes in temperature (drivers) impact the 
crops as one indicator, i.e., crop failure temperature (CFT) (Pressure) 
and changes the condition of the environment for plants and soil, which 
are heat stresses (State). The change in the state have significant impacts 
on the state as the decline in crop productivity, plant death, etc. (Impact) 
and finally measures to reduce the vulnerability or impact which can be 
changed in planting dates, modifying the crop genetics (responses to 

develop adaptation strategies) which would help stakeholders and 
managers as shown in Fig. 12. 

This DPSIR was further made complex to develop the causal chain 
and loop to show the cause-effect relationship till the end and to un-
derstand the feedback mechanism. This causal loop also maps the 
structure of driver, pressures, which changes the state condition, giving 
direction to impacts and adding responses, which therefore leads to 
being one driver or pressure. It was explained with the help of examples 
for CFT 30 ◦C and CFT 35 ◦C based on literature review. In Fig. 12, two 
causal loops have been developed (a) CFT 30 ◦C and (b)CFT 35 ◦C, which 
has their multi-level impacts and responses. For example, in Fig. 13a, the 
increase in temperature results in an increase in the number of days 
(frequency) and mean temperature above crop failure temperatures 
(intensity) 30 ◦C) and increases the probability of changing the state of 
soil and crop, i.e., soil moisture and heat stresses tomato. The change in 
this state will eventually make the tomato plant dead and decrease 
productivity and increase soil erosion. Thereby, responses will help in 

Fig. 13. The causal chain and loops development with the help of the DPSIR framework for a) CFT at 30 ◦C and b) CFT 35 ◦C.  
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easing the harsh impacts by early planting of tomato plant by one 
month, using cover cropping method and mulch, increasing the fre-
quency of irrigation, growing the genetically modified crop varieties or 
changing the land use for tomato plants will eventually help policy-
makers and stakeholder to use responses for their purpose. 

Similarly Fig. 13b shows the increase in change in temperature re-
sults in the rise in temperature results in an increase in the number of 
days (frequency) and mean temperature above crop failure temperatures 
(intensity) (35 ◦C) and increases the probability to change the state of 
soil and crop, i.e., soil moisture and heat stresses maize. The change in 
this state will eventually make the maize crop dead and decrease the 
productivity with less percentage of the kernel or less percentage of 
grain weight per plant and increase the soil erosion. Thereby, responses 
will help in reducing the impact by various strategies like early planting 
of a maize plant by one month, using cover cropping method and mulch, 
increasing the frequency of irrigation, increasing the genetically modi-
fied crop varieties, or changing the land use for tomato plants will 
eventually help policymakers and stakeholder to use responses for their 
purpose Adaptation strategies in this study provides better insight which 
highlights the complexity and considered a government policy response 
in agriculture, as it involves decision-making by stakeholders and pro-
ducers (Smit and Skinner, 2002) which is further discussed. 

4. Discussion 

In this study, CFT was demonstrated as a useful ecosystem indicator 
for changing diurnal temperatures and their impact on crops in Florida. 
CFT was also used to develop the causal chain and loop using the DPSIR 
framework to provide quantitative values. The usefulness of CFT was 
demonstrated using observations and CMIP5 model simulations for 
historical and future scenarios. From the scenario funnel plots, it is 
evident that frequency was found to be increasing at the rate of 2 days/ 
year. For intensity, it was found in the range of 0.02 to 0.04 ◦C from 
2006 to 2100 that will help in understanding the big picture of changing 
trends, the impacts of it and addressing the responses. The causal chain 
and loop were also developed to understand the complex structure and 
feedback mechanism for CFT at 30 ◦C and 35 ◦C. This also addresses that 
the causal chain and loop will finally help in bridging the gap between 
climate and crop to discuss the adaptation strategies if the impacts are 
known. 

4.1. Contribution of technological diffusion and policy measures for 
sustainable development 

Contribution of technological diffusion during the last few years 
have been put forward to combat the problem, mainly targeting the 
unsustainable urban development and cleaner production (Aldieri et al., 
2019). These include empirical shreds of evidence that strict policies, 
such as carbon tax, promote corporate innovation and knowledge 
sharing, which enhance firm productivity and financial value. Adopting 
new development paradigms to make cities more sustainable, resilient, 
and smarter—e.g., smart city and intelligent urbanism movements 
(Aldieri et al., 2019, 2020) and incentivizing green technology and 
cleaner industrial development. Environmental innovation through 
technological diffusion has given importance since it can be useful in 
combating the problems in agriculture and help in the modernization of 
clean and green earth (Aldieri et al., 2019). Technological diffusion 
focuses predominantly on the invention and innovation, or science and 
R&D like genome practices (Gupta et al., 2020) or new varieties of crops 
that confer tolerance to drought and heat, tolerance to salinity and early 
maturation to shorten the growing season and reduce farmers’ exposure 
to the risk of extreme weather events; adoption of modern irrigation 
techniques that contribute a change in productivity growth (Chatzi-
michael et al., 2020) like the adoption of wet-dry irrigation technologies 
(Alauddin et al., 2020), adoption of climate-smart farm practices 
(Nowak, 1987; Pagliacci et al., 2020; Shahzad and Abdulai, 2020). 

Policy measures for sustainability development also played a crucial 
role in agriculture that is affected by climate variability. Implementation 
of technological diffusion through policy mix is critical to achieving 
sustainable economic growth. Hence, adopting climate-smart agricul-
ture through i) improving the design of financially supported voluntary 
schemes and the related tools of information provided to farmers; and ii) 
complementing them with proactive information-based regulations 
(Pagliacci et al., 2020) helps in improving the vulnerability. Significant 
policy implications also include information diffusion about the CSA 
through farmers’ education and training for widespread adoption and 
diffusion of water-saving technologies, a substantial strengthening of 
institutional support services, scientific research, and rethinking of the 
cropping-mix (Alauddin et al., 2020). Lack of awareness for the tech-
nological diffusion at the farmer’s level is one of the limiting factors 
which can be reduced by making an effort at the farmer’s level to adopt 
the technology. For progress on implementing adaptations to climate 
change in agriculture, there is a need to better understand the rela-
tionship between potential adaptation options and existing farm-level 
and government decision-making processes and risk management 
frameworks (Smit and Skinner, 2002). Innovations in microfinance 
generally and in micro-insurance products specifically may aid farmers’ 
capacity to adapt to climate change, especially in settings that will 
experience more significant variability and more frequent extreme 
events (Lybbert and Sumner, 2012). 

In our study, technological diffusion is the adoption of adaptation 
strategies for the crops that are impacted by the high temperature. For 
example, the adoption of genetically improved crops, adopting conser-
vation agriculture, using water-saving technologies, etc. not only re-
duces the effects on crops but also increase productivity and benefits in 
an area. This study is very important because the knowledge flows 
through adaptation strategies for clean technologies by stakeholders and 
managers, which not only help domestically but nationally through Intra 
sectorial spillovers. Knowing the impacts of climate on crops helps in 
adopting adaptation strategies at different levels, i.e., 1) Incremental 
adaptation, (2) System adaptation, and (3) Transformation adaptation 
will help stakeholders and farmers, etc. for better understanding of 
technological diffusion in agricultural land. Moreover, the DPSIR also 
provides a practical methodology, i.e., causal chain and loop that can 
effectively capture the entire range of causes and effects and the in-
terrelations between indicators and thereby will help the environment 
for a better future world. 

5. Conclusion 

This study is unique because the crop failure temperature used 21 
CMIP5 models during historical (1950–2005) and future RCP 8.5 
(2006–2100. Then they were combined with quantitative impacts and 
adaptation strategies from published literature with frequency and in-
tensity trends in CFTs (data analyzed) to develop causal chains/loops 
using the DPSIR framework. The combination of synthesizes and data 
analysis to create causal chains/loops would improve the linkage be-
tween climate impacts and adaptation research for planning and man-
agement studies so stakeholders can use this study for their practices and 
work. 
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