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A B S T R A C T   

Significant variabilities in planting and harvesting dates of crops have been observed throughout Florida in 
recent decades, indicating a change in their phenology. This study innovatively uses an agroecosystem indicator, 
growing degree days (GDD), to understand the change in cotton crop phenology throughout the region and 
develop adaptation strategies using the Driver-Pressure-State-Impact-Response (DPSIR) framework. GDD is the 
amount of heat absorbed by the growing stages of cotton. It is computed from temperature simulations obtained 
from the 21 models participating in the Coupled Model Inter-comparison Project Phase 5 (CMIP5) for the his-
torical (1950–2005) and future scenarios (Representative concentration pathway (RCP) 8.5, 2006–2100) at a 
spatial resolution of 0.125◦x0.125◦. The future projections from the 21 models show an increase in surface 
temperature ranging from 3.5 ◦C to 5.5 ◦C. Additionally, the variability in dates for the different phenological 
stages shows an early occurrence of the simulation’s growth stages. Historically, the minimum and maximum 
ranges of trend shift towards the funnel’s negative side in the RCP 8.5 scenarios. The trends are estimated for two 
time-periods during historical (1950–1975 and 1976–2005) and future (2006–2050 and 2015–2100) periods of 
time. They ranged from −3.5 to 3.4 days per decade and −3.6 to 0 (no change) days per decade, respectively, 
among the six stages namely: emergence stage, the appearance of the first square, the appearance of the first 
flower, peak blooming, first open boll, and defoliation. Warming accelerated plant growth and shortened the 
growing period, which is translated to develop adaptation strategies for a climate-resilient crop production 
system, using casual chain/loops and the DPSIR framework. Identifying the multiple adaptation strategies for 
levels of adaptation and degree of climate change and variability can be used by different stakeholders and 
policymakers as a guide for making decisions to adapt cotton to climate change better. Although this method-
ology is applied to the cotton crop in Florida, it can be used for other crops and regions of the world.   

1. Introduction 

Cotton is a perennial, annual crop grown in both tropical and sub- 
tropical regions. It is the most widely used textile globally, accounting 
for 25% of total fiber use (USDA-E, 2019). The United States (USA) is the 
third-largest cotton producer after China and India (Johnson et al., 
2014) and a leading cotton exporter, accounting for one-third of raw 
cotton’s global trade. The US cotton industry accounts for more than $21 
billion in products and services annually. Additionally, it generates more 
than 125,000 jobs in the industrial sectors spanning from farms to textile 
mills (USDA, 2019). Gossypium hirsutum, or Upland cotton, comprises 

the bulk of cotton growth worldwide. In the United States, 95% of cotton 
grown is Upland cotton, while the rest is Pima cotton. Florida was 
ranked among the top 15 cotton-producing states in 2016 (USDA, 2017). 
The cotton production in Florida largely overlies the panhandle region 
(northwestern part of Florida). Santa Rosa and Jackson counties have 
the highest cotton production, accounting for 115,200 bales 
(25,081,344 kg) in 2016 (USDA, 2017). 

The productivity of crops like cotton depends on the plant’s favor-
able nourishment via soil moisture and atmospheric conditions. Atmo-
spheric conditions impact the plant phenology and play a vital role as 
the stressor on plant growth/development and ultimately yield (Doherty 
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et al., 2003). Agriculture is highly vulnerable to climate variabilities due 
to atmospheric conditions such as temperature, sunshine, and soil 
moisture. A meta-analysis of 32 studies demonstrated the surface tem-
perature change from 1950 to 2100 in Florida is between −3 ◦C to 6 ◦C 
(Anandhi et al., 2018). Changes in the phenological stage can further 
increase the vulnerability of ecological systems in the region. 

The cotton crop is considered drought-tolerant (Esparza et al., 2007), 
such that temperatures in the range of 32.2 ◦C to 35 ◦C (90◦F to 95◦F) are 
considered near ideal for cotton growth. However, very little change 
occurs below 15.5 ◦C (60◦F) or above 37.7 ◦C (100◦F), especially if soil 
moisture is low (Wright et al., 2005). Multiple factors, such as light, 
rainfall, relative humidity, winds, soil, pests, etc. affect the cotton crop’s 
productivity. A warmer environment provides favorable conditions to 
increase pests’ growth rate and thus decreases the overall crop pro-
ductivity (Hatfield and Prueger, 2015). This knowledge creates an ur-
gent need to adapt cotton production to take advantage of the benefits of 
changes while reducing its adverse impacts. 

The changes in the phenological stages create an immediate effect of 
temperature change on the cotton crop. Studies have observed temper-
ature changes accelerated the phenological stages inhibiting maximum 
boll weight development in cotton (Doherty et al., 2003). Moreover, the 
number of days to reach maturity for cotton also differs according to the 
temperature zones. In Florida, cotton takes 130 to 160 days to reach 
maturity (Wright et al., 2005). The USDA’s plant hardiness zone maps 
show the year 2012 differs from 1990 and displays the northwards 
movement zone, indicating the zones are getting warmer (Daly et al., 
2012). In short, the changes in phenological stages and hardiness zones 
due to climate change and variability are also vital for understanding 
adaptation and mitigation responses (Wyman and Flint, 1967). 

There are many numerical models studied both globally (Luo et al., 
2013; Voloudakis et al., 2015; Yang et al., 2014a, 2014b) and regionally 
(Doherty et al., 2003; Esparza et al., 2007; Reddy et al., 2002) relating 
crop yield to climate variability (Table 1). However, only a few studies 
have been conducted for cotton within the Florida region, creating the 
necessity to understand if any changes in phenological stages exist for 
cotton observed in the context of climate change. Thus, this study‘s first 
objective is to assess the change in cotton phenology by GDD using 
Coupled Model Inter-comparison Project Phase5 (CMIP5) in Florida. The 
second is to develop the causal loop and chain with the DPSIR frame-
work’s help, which can be utilized by the stakeholders for management 
decisions and developing responses. 

2. Definitions, study area, datasets used, and methodology 

The methodology section involved a six-step process: definition of 
GDD; the study scope; data set used; estimation of mean temperature 
followed by determination of change; development of spatial, temporal 
plots using MATLAB programming; and finally, development of causal 
chain and loops with the help of DPSIR framework. Moreover, scenarios 
are studied for the growing degree days for the cotton crop in Florida to 
develop a DPSIR framework to draw responses or adaptation strategies. 

2.1. Definition: Growing degree days (GDD) 

Growing Degree Day (GDD), also known as heat units (HUs) or 
thermal time concept, is one of the most essential indicators in under-
standing the cotton plant phenology. GDDs are used as a phenological 
and climatic measurement to signify the difference in temperature 
change related to the cotton crop (Anandhi, 2016). To produce a high- 
yield, high-quality cotton crop, it is evident that a proper understand-
ing of the growth and development of the cotton plant is necessary. The 
equation for GDD uses air temperature (McMaster and Wilhelm, 1997) 
as follows: 

HU =
∑n

i=1
GDDi (1)  

GDD = MAX
[

0,

(
(Tmax + Tmin)

2
− Tb

) ]

(2)  

Tmax =

⎧
⎨

⎩

Tmax if 37.7◦C > Tmax > Tb
37.7 ◦C if Tmax ⩾ 37.7◦C

Tb if Tmax ⩽Tb

⎫
⎬

⎭
(3)  

Tmin =

⎧
⎨

⎩

Tmin if 37.7◦C > Tmin > Tb
37.7 ◦C if Tmin ⩾ 37.7◦C

Tb if Tmin ⩽Tb

⎫
⎬

⎭
(4) 

In Eq. (1), i is an index for each growing day in the crop growing 
duration (season’s length) for n (days). In Eq. (2), Tmax and Tmin are the 
maximum and minimum daily air temperatures. Tb is the crop’s base 
temperature (15.6 ◦C), defined as the temperature below which plant 
growth and development stops (Wright et al., 2005). 37.7 ◦C is the upper 
threshold temperature because plant roots have difficulty taking in 
water for growth and development (Wright et al., 2005). Eq. (2) de-
scribes the heat units or thermal time concept received by the cotton 
crop over a given time by integrating the area under the diurnal 

Table 1 
Previous studies that relate the effects of climate change on cotton crops 
worldwide.  

Author Region Model Data Changes in 
plant growth/ 
development 

Yang et al. 
(2014a),  
Yang et al. 
(2014b) 

Northwest 
China 

APSIM- Oz 
Cot crop 
growth 
model and 
HadCM3 
GCM (A2, 
A1B, B1) 

Observed 
(1951–2012) 
Projected 20- 
year future 
periods 
centered on 
2030, 2050, 
2070, and 2090 

Simulations 
showed shorter 
growing 
seasons 

Voloudakis 
et al. 
(2015) 

Greece FAO aqua 
crop 
simulation 
model 

Data from three 
periods, 
1961–1990, 
2021–2050, 
and 2071–2100 

Lower increases 
in temperature 
caused 
reduction of the 
length of the 
growing period 
(2021–2050 & 
2071–2100) 

Reddy et al. 
(2002) 

Mississippi 
Delta 

GCM 1964–1993 Rise in CO2 

decreased 
cotton 
production in 
normal years 

Luo et al. 
(2013) 

Australia CCAM 
model 

Baseline 
(1980–1999) 
and a future 
period 
(2020–2039) 

Advanced 
growth in 
future 
compared to 
baseline. Crops 
planted 10 days 
earlier 
(emergence 
earlier). Crops 
planted 10 days 
later 
(harvesting 
delayed) 

Doherty 
et al. 
(2003) 

SEUS GCM and 
RCM 

1960–1995 The changes in 
climate 
hastened 
phenological 
processes. Does 
not allow for 
maximum boll 
weight 
development 
due to 
relatively 
warmer 
temperature.  

A. Sharma et al.                                                                                                                                                                                                                                 



Ecological Indicators 124 (2021) 107383

3

temperature curve and summing the daily heat units accumulated by the 
cotton crop in a given time period. 

2.2. Study area 

Florida is the selected region for this study (Fig. 1). It is popularly 
known as the “Sunshine State” as summers throughout the state are long, 
very warm, and humid (Henry and Portier, 1994), whereas winters are 
mild. The Florida peninsula (25◦N to 31◦N) makes it a diverse climatic 
region characterized by differences in frost occurrence, chill accumu-
lation, growing degree accumulation, and solar radiation affecting crop 
growth (Her et al., 2017). Agriculture in Florida notably contributes to 
the economy. It ranked first in the USA for cucumber, grapefruit, or-
anges, squash, sugarcane, fresh market snap beans, and fresh market 
tomatoes production values (FDACS, 2017). Exposure of the agriculture 
crops in this changing climate is critical since it can prolong the growing 
season length, increase pests and diseases, and ultimately disturb the 
region’s environmental system. Crops in Florida are irrigated frequently, 
especially in winter. Florida has the most extensive acreage of wet sandy 
soil with an organic-stained subsoil, Myakka, which is dark with some 
being acidic and others being rich in organic matter (USDA, 2019; Watts 
and Collins, 2008). The soil differs in the southern portion of the state, 
though, where bogs and marshes are more common. 

2.3. Dataset used 

21 CMIP5 downscaled models for the surface temperature 
(maximum and minimum) are downloaded for historical (1950–2005) 
and Representative Concentration Pathways (RCPs) (2006–2100) 
(Maurer et al., 2002) and plotted. The RCPs are future projections with 
the mitigation scenario that assume policy actions to reduce emission 
targets. These RCPs are consistent with high emission scenarios (RCP 
8.5) (Taylor et al., 2011). The RCP 8.5 combines assumptions about high 
population and relatively slow income growth with modest rates of 
technological change and energy intensity improvements, leading in the 
long term to high energy demand and increased greenhouse gas (GHG) 
emissions in the absence of climate change policies (Riahi et al., 2011). 
This data is available at 0.125◦ × 0.125◦ grid resolution for the entire 
United States, which is further extracted for the Florida domain (i.e., 856 
grids). The list of all 21 models is shown in Table S1. We utilize data 
analysis from only one future scenario, RCP 8.5. This is because RCP 8.5 
follows the present forcing of the global CO2 emissions, which continue 
to track this emission’s high end (Bhardwaj et al., 2018; Misra et al., 
2019; Peter et al., 2013). Moreover, observed monthly precipitation and 

temperature data are downloaded from the Climate Prediction Center 
(CPC) of the National Centers for Environmental Prediction (NCEP) 
(Kalnay et al., 1996). Precipitation datasets are available globally over 
the land surface at 0.5 × 0.5 spatial resolution from 1979 to 2018 (Chen 
et al., 2008; Xie et al., 2007). The dataset is used to compute the 
climatology of the precipitation and monthly surface temperature over 
Peninsular Florida. 

2.4. Methodology 

In this methodology section, steps are well-defined for the analyses 
done for the GDD, spatial, and temporal plots in Florida and, finally, to 
develop adaptation strategies from the DPSIR framework. These steps, 
also illustrated in Fig. S1, are necessary because they clearly define the 
terms and concepts of the GDD to develop the plan and analyze it. 

Step 1: Analysis of literature for cotton production, phenology, and 
planting and harvesting dates: Cotton crop production data is downloaded 
from the National Agricultural Statistics Service (USDA/NASS, 2018) 
from 1960 to 2018. Documentation of information is done to know the 
causes behind the gradual decrease/increase in cotton production. 
Additionally, an intensive literature review is conducted to identify the 
number of stages with GDD value and different planting dates across the 
United States. This study, May 1, is chosen as the planting date to 
compute Florida’s heat units. A discussion of this step is provided in 
section 4.1 (Fig. S4). 

Step 2: Data analysis with CMIP5 models: Data analysis with 21 CMIP5 
for historical (1950–2005) and RCP 8.5 (2006–2100) is used to analyze 
and compare the mean variability in maximum and minimum surface 
temperatures. Annual scenarios are illustrated, consisting of one tem-
perature value for each year and corresponding for each simulation 
model for historical and RCP 8.5 time periods. 

Step 3: Calculate GDD and cumulative GDD: Data analysis of CMIP5 
models is performed with daily minimum and maximum temperatures 
to compute the daily GDD values using Eq. (1) for historical and future 
simulations. To compute GDD, tmax and tmin are selected for the cotton 
crop, i.e., 37.5 ◦C for maximum threshold. Eqs. (3) and (4) clearly in-
terprets that if tmax < Tb, then Tmax = Tb and if Tmin < Tb, then Tmin = Tb. 
The detailed interpretation of GDD calculation is given in (McMaster 
and Wilhelm, 1997). The daily GDD values from May 1 of each year are 
accumulated at each grid point of the Florida domain (Table 3). 

Step 4: Estimate the day of the year to reach each growth stage and 
duration of each stage: The day when the approximate cumulative GDD is 
reached for each of the six growth stages is documented. The duration of 
each growth stage is calculated as the number of days between two 
growth stages. 

Step 5: Estimate trends: For each crop stage, least-squares linear trends 
are fitted to the day of the year, and the growth stage’s duration using 
linear regression. Significance test of trends: A variant of the t-test is 
used to calculate the trend’s significance and account for the serial 
autocorrelation in the time series. This method is based on Anandhi, 
2016, and is described briefly in the Supplementary material. 

Step 6: Estimate the variability in the dates of different cotton stages: For 
each stage, the selected CMIP5 model’s mean values from 856 grid 
points are portrayed as a box plot to check increasing or decreasing 
trends. Each boxplot shows the 21 CMIP5 models for the area average 
for each stage. The Julian days for each stage that range between two 
time-periods both in historical (1950–1975, 1975–2005) and RCP8.5 
(2006–2050, 2050–2100) are tabulated. 

Step 7: Estimate the spatial variability of trend lines: For each stage, the 
average trend values from 856 grid points in Florida are for three periods 
both for historical (1950–1975, 1975–2005, 1950–2005) and RCP 8.5 
(2006–2050, 2050–2100, 2006–2100) for 21 models. The minimum and 
maximum trends across 856 grids for each of the time-periods are 
tabulated. Similarly, for each cotton stage and model, the slope value 
change for three time-periods both for historical (1950–1975, 
1975–2005, 1950–2005) and RCP 8.5 (2006–2050, 2050–2100, Fig. 1. Study Domain.  
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2006–2100) is shown. The statistical significance is tested with a t-test at 
a confidence interval of 90%. 

Step 8: Temporal variability in each stage: For each stage, the trend 
values from each of 856 grid points in Florida for two time-periods, 
historical (1950–1975, 1975–2005) and RCP 8.5 (2006–2050, 
2050–2100), for the 21models are plotted. Scenario funnels provide a 
dynamic view of the future by exploring various change paths in vari-
ables (Anandhi et al., 2018). Thus, displaying slope for combinations of 
grids, time-periods, and GCM can be inventive. For the funnel plot, lines 
are drawn between years, showing a change in trend values. Each sce-
nario line is plotted between the start and end year of the known change. 
Hence, the scenario funnel plot is derived by combining one or more 
scenario lines. The changes in trends observed in the cotton phenolog-
ical stages in CMIP5 simulations with years are plotted to generate the 
funnel plot. The x-axis in funnel plots represents the time (years), 
whereas the y-axis represents the trends in each stage’s Julian days. 

Step 9: Develop the causal chain and loop using the DPSIR framework: 
The DPSIR (Driver-Pressure-State-Impact-Response) framework was 
developed in the late 1990 s and proposed by the Organization of Eco-
nomic Co-operation and Development (OECD, 2003). This framework’s 
primary purpose was to structure and organize indicators in a mean-
ingful way for the decision-makers. Later, the DPSIR framework was 
adopted by the European Environmental Agency (EEA) in 1995 
(Gabrielsen and Bosch, 2003). Furthermore, in the DPSIR framework 
(Fig. S2): the “Driver” refers to significant social and economic processes 
outlining human activities having a direct impact on the environment; 
“Pressure” results from the driving force which impacts the environ-
ment; “State” refers to the condition of the environment that is not static; 
“Impacts” are the changes in the states; and “Responses” refer to formal 
efforts to address changes in state, as prioritized by impacts. DPSIR is a 
casual chain link to inspect the most critical root of vulnerability, 
identifying where and how different drivers and pressures interact and 
lead to vulnerability, as well as the available capacities to cope with 
threats. Those responses (e.g., adaptation strategies) are defined as the 
general plan or some action for addressing the impact of climate change, 
including climate variability and extremes, which includes various 
policies and measures with a specific objective to reduce vulnerability 
(Biesbroek et al., 2010). 

Adaptation is a crucial feature of sustainable ecological, social, and 
agricultural systems (Anandhi, 2017). Adaptation is also considered a 
policy response to the impacts of drivers and pressures (Smit and 
Skinner, 2002) and can involve decision-making by stakeholders and 
producers. Increasing temperatures have shortened crop duration with 
fewer days for growth and development and reduced yield (Anapalli 
et al., 2016). Different levels of adaptation strategies are shown in Fig. 7 
for the changing climate. These include incremental adaptation, system 
adaptation, and transformational adaptation, as discussed. These are 
defined as 1) Incremental strategies are the practices and technologies 
with minor changes (such as changing planting dates) within existing 
fields; 2) System adaptation strategies are the significant changes in 
existing agricultural areas (such as precision agriculture); and 3) 
Transformational strategies include robust change (such as land-use 
change) in a new field rather than the existing one (Anandhi, 2016). 
Hence, applying the DPSIR framework for decision making and for the 
development of GDD to develop adaptation strategies for the trends is 
innovative in this study. 

3. Results 

3.1. Analysis of literature for cotton production, phenology, and planting/ 
harvesting dates 

In the early 1970s, due to widespread pest problems, there was a 
decline in yield growth, falling to 4.8% from 1974 to 1978 (Cooke and 
Sundquist, 1991). Cotton was a significant “power” crop in Florida’s 
early 80’s (Hering, 1954) where St. Marks, Port Leon, Newport, and 

Apalachicola were the important cotton ports with dockside ware-
houses. In the early 1980s, productivity was increased by 5.6% as 
farmers adopted shorter season production systems, improved pest 
management practices, and suspended production on marginal acreage 
(Cooke and Sundquist, 1991). The USDA dissipated the cotton crop in 
the early 1990s because of its susceptibility to the boll weevil. In the 
1990s, production rose rapidly by the use of advances in technology 
(seed varieties, fertilizers, pesticides, and machinery) and production 
practices (Fig. S3). In 2016, Florida ranked 14th out of the 17 states 
reporting cotton statistics. In 2016, Florida produced 196,000 bales 
(41,388,800 kg) of cotton (USDA, 2017). According to the special pro-
jects from UF/IFAS Communications, almost all of Florida’s cotton crop 
had been damaged, with losses totaling around $51 million, due to 
Hurricane Michael in 2018 (Nordlie, 2018). The five studies with 
growing degree units for each of the phenological stages of cotton ob-
tained from the literature review are synthesized in Table 2. The table 
shows that the number of phenological stages with GDD heat units 
varied from 5 to 7 among the studies. A range of heat units for a 
phenological stage in cotton was observed. In this study, the six 
phenological stages of cotton-based on Wright et al., 2005 are used. The 
six phenological stages of cotton are emergence, the first square’s 
appearance, the appearance of the first flower, peak blooming, 
appearance of first boll, and defoliation (Fig. S4). In three of the six 
stages, the number of days in each stage was available and documented 
(Table 3). 

Table 2 
Studies showing the Different Growing Degree Days (GDD) stages for cotton.  

Author Region Base 
Temperature 

GDD stages and values 
(Days) 

Oosterhuis 
(1990) 

Mid-south 60 ◦F Seed emergence- 50–60 
Nodes up- 45–65 
First square emergence- 
425–475 
Square to white flower- 
300–350 
Planting to first flower- 
775–850 
White flower to open 
boll- 850 
Planting to harvest- 
2600 

Ritchie et al. 
(2004) 

Georgia 60 ◦F Emergence- 50 
First square- 550 
First flower- 950 
Open ball- 2150 
Harvest- 2600 

Wright et al. 
(2005) 

Southeast 
United States 

60 ◦F Emergence- 45–130 
First square- 440–530 
First flower- 780–900 
Peak Blooming- 
1350–1500 
First open boll- 
1650–1850 
Defoliation- 1900–2600 

Tsiros et al. 
(2009) 

Greece 15.6 ◦C Sowing to emergence- 
50 
First leaf- 450 
Square to bloom- 330 
Bloom to open bolls- 950 
Normal crop production- 
>2800 

Hutmacher et al. 
(2004) 

California 60 ◦F Emergence to the first 
flower- 425–500 
Emergence to first 
bloom- 750–900 
Emergence to peak 
bloom- 1350–1500 
Emergence to first open 
boll- 1650–1850 
Emergence to 60% open 
boll- 2200–2350  
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Variability in the planting and harvesting dates for the Southeastern 
Unites States (SEUS), i.e., Florida, Georgia, Alabama, Mississippi, Ten-
nessee, North Carolina, and South Carolina were taken from USDA 2010 
and 1997 (Fig. S5). In the figure, green and blue represent the most 
active planting and harvesting dates. Among the states, the planting 
dates for Mississippi and North Carolina during 1997 are similar, while 
Alabama shows the earliest planting date. In 2010, Florida marked the 
earliest planting date with Alabama and Mississippi showing similar 
dates. The harvesting dates for the year 1997 display the earliest dates 
for Alabama and Florida’s latest date. Mississippi has the earliest har-
vesting date from 2010, while Georgia and Alabama have similar har-
vesting dates. With that being said, the focus of this study is on the state 
of Florida. 

It is clear from Fig. S5 that the planting and harvesting dates for 
Florida changed from 1997 to 2010. For 1997 the planting dates were 
from April 1 to June 15, while it changed from April 15 to June 15 for 
2010. Similarly, the harvesting dates for 1997 were from September 15 
to December 1, while for 2010, they changed to September 20 to 
December 15. In some studies, it is shown that if planting dates are 
changed or modified due to climate impacts, it will advance or delay 
harvesting, ultimately impacting crop yield (Luo et al., 2013). Since 
cotton crop originated in a warm climate (Reddy et al., 1992) and its 
growth is dependent on a certain thermal threshold, we can attribute the 
change in cotton crop planting and harvesting dates to the interannual 
or decadal changes in surface temperatures, which affect the pheno-
logical stages. Therefore, in the following sections, we examine a sig-
nificant trend in surface temperature in Florida during the 1950 to 2100 
periods from climate model simulations. 

3.2. Analysis of surface temperature of Florida 

Temperature plays a critical role in the growth and development of 
the cotton crop. The continuing rise in global atmospheric carbon di-
oxide and greenhouse gases is expected to cause a rise in atmospheric 
temperatures. The principal effect of an increase in carbon dioxide is an 
increase in photosynthesis (Baker et al., 1990) and the partial closure of 
stomata that leads to reduced leaf transpiration (Jones et al., 1985). This 
results in an increase in tissue temperature. Thus, we can predict 
considerable alterations in plant phenology with climate change due to 
the rise in CO2 and the corresponding temperature increase. Therefore, 
in this section, Florida’s temporal variability of surface temperature is 
analyzed using CMIP5 model simulations. The annual average 
maximum and minimum surface temperatures of Florida from 21 CMIP5 
models for the historical and RCP 8.5 scenarios are shown in Fig. 2. The 
RCP 8.5 scenario is a baseline scenario in which the greenhouse emis-
sions and concentration increase considerably over time. Surface 
maximum temperature change ranges from 3.5 to 5 ◦C, whereas surface 
minimum temperature change ranges from 3.5 to 5.5 ◦C. Thus, one can 
anticipate changes in the phenological stages of the cotton crop in 
Florida. The monthly mean climatology from 1979 to 2017 is shown in 
Fig. S6. A maximum temperature of 28 ◦C is recorded for July, and a 
minimum temperature of 14 ◦C is recorded for January. 

3.3. Variability in the dates of the different crop stages for cotton in 
CMIP5 simulations 

The variability in the dates for six phenological stages for the cotton 
crop is shown in Fig. 3. The historical simulation shows the variability in 
the cotton crop dates from 21 models for the period 1950–2005 for each 
phenological stage. The x-axis represents the years, and the y-axis rep-
resents the days for each stage, represented as Julian days. A Julian day 
is the number of elapsed days since the beginning of the year. Each 
boxplot shows the 21 CMIP5 models for the area average for each stage. 
The emergence stage starts on average after 127 Julian days, meaning it 
emerges five days after planting. It requires approximately 153 Julian 
days or 27 days from emergence for the first square to appear. The first 
flower appears at an average of 173 Julian days, meaning it requires 20 
days from the first square. For the peak blooming, it took an average of 
202 Julian days, meaning it requires approximately 47 days from the 
first flower. The first open ball emerged 44 days from the first flower, 
which took nearly 217 Julian days. The defoliation stage takes on 
average 244 Julian days, meaning it takes 117 days to reach maturity. 

Table 3 
Approximate accumulated growing degree days (GDD) or heat units in Fahr-
enheit required for the cotton crop to reach different growth stages from the time 
of planting (May 1).  

Growth stage Days Heat units (DD60s) * 

Emergence 7 45–130 (87.5) 
Appearance of first square 39 440–530 (485) 
Appearance of first flower 62 780–900 (840) 
Peak blooming n.a 1350–1500 (1425) 
First open boll n.a 1650–1850 (1750) 
Defoliation n.a 1900–2600 (2250) 

*Source: Adapted from Wright et al., 2005. The values in parenthesis are values 
used in this study. n.a. refers to not available. 

Fig. 2. Comparison of Florida mean variability in maximum and minimum surface temperatures from climate models during 1950–2100.  
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Fig. 3. Variability in the dates of the different crop 
stages studied from the 21 models for historical 
(1950–2005) and RCP 8.5 (2006 to 2100). Different 
boxplots in different colors are for six phenological 
stages: Emergence (Red); Appearance of the first 
square (Black); Appearance of first flower (Blue); 
Peak blooming (Dark red); First open boll (Green); 
Defoliation (greenish-blue). (For interpretation of the 
references to colour in this figure legend, the reader 
is referred to the web version of this article.)   

Fig. 4. Spatial changes in the cotton (a) emergence, (b) appearance of first flower, (c) peak blooming, (d) first open boll, (e) appearance of first ball, and (f) 
defoliation across Florida for historical (1950–2005, first three columns) and RCP 8.5 (2005–2100, last three columns). Statistical significance was tested with a t-test 
at a confidence interval of 90%. 
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Table S4 shows the approximate days to reach maturity after planting. In 
the next section, we investigate how these stages will change in the 
future from RCP 8.5 simulations. Wright et al., 2005 observed that it 
takes 130 to 160 days for the crops to reach maturity, while our results 
indicate 117 days, meaning it takes less time to reach maturity. The 
historical simulations from the CMIP5 models show the various 
phenological stages are starting earlier, and maturity is achieved in 
fewer days than in previous studies. 

However, the RCP 8.5 scenario shows the variability in the cotton 
crop dates in 21 CMIP5 models from 2006 to 2100 for each phenological 
stage. The emergence stage starts on average at 125 Julian days, 
meaning it emerges on the 4th day after planting. The appearance of the 
first square appears at 144 Julian days. It requires 19 days from the 
emergence for the first square to appear. The cotton’s first flower ap-
pears at an average of 163 Julian days, 19 days from the first square. The 
peak bloom requires approximately 26 days from the first flower and 
occurs at an average of 189 Julian days. The first open boll appears after 
205 Julian days, requiring 42 days from the first flower. The defoliation 
stage is reached an average in 220 Julian days, thereby taking 95 days to 
reach maturity. The range of each phenological stage in Julian days is 
presented in Table S2. Similarly, it is seen from the study that each stage 
between the time-period 2006 to 2100 is going to reach maturity very 
early, specifically in 95 days. The occurrences of the six stages observed 
from the 21 CMIP5 models over Florida are also shown in Table S2. 

3.4. Spatial changes in the cotton phenological stages for 21 CMIP5 
models 

Spatial plots (Fig. 4) show the variability in trends (days per year) of 
each phenological stage for all 21 CMIP5 models at each grid point of 
Florida for historical and RCP 8.5 scenarios for all stages (A, B, C, D, E, 
and F). For the emergence stage (A), trends show a negative change in 

slope revealing early emergence (0 to −0.02) from 1950 to 2005. From 
2006-2050, +0 to 0.01 days/year change in slope is shown for 
panhandle regions. Overall, the emergence stage shows 0 to −0.05 days/ 
year from 2006 to 2100, which clearly indicates early emergence. For 
the appearance of the first flower (B), the panhandle region shows the 
positive range of 0–0.02 days/year from 1950 to 1975 and 2006 to 2050. 
Overall, this stage shows a 0 to −0.05 days/year slope value, which 
means the first flower’s early formation. The peak blooming shows a 
slope value of 0 to −0.05 days/year from 1950 to 2021, but from 1950 to 
1975 and 2006 to 2050 it shows delaying in a stage near the panhandle 
region and southern Florida. The fourth stage shows a negative slope 
from 1950 to 2005 in the range of 0 to −0.02 days/year, whereas it 
shows −0.02 to −0.05 days/year for the later time period. For the last 
two stages, i.e., the appearance of first ball and defoliation, it shows the 
range from 0 to −0.05, explicating these stages early appearances. The 
interesting point to note here is the last three stages are affected most 
due to increasing temperature causing them to show early. Moreover, 
the spatial variability in the length of each stage of cotton is discussed 
and plotted for historical (1950–2005) and RCP 8.5 (2006–2100) 
(Figs. S7–S27) due to the huge volume of figures. Interestingly, the 
common fact is noted that all stages of the cotton crop show a negative 
slope, i.e., all stages will be early in the future. Thus, it is clear from the 
analysis that temperature increase is the primary factor affecting the 
shift in the length of phenological stages. As a result, this information 
helps the stakeholders and other managers use this information and 
results for decision making. 

3.5. Temporal variability in each stage of the cotton crop 

Temporal variability of the trends in Julian days for the six stages of 
the cotton crop from historical simulations (1950–1975 and 1976–2005) 
is illustrated in Fig. 5. The historical simulation during 1950–2005 is 

Fig. 5. Development of scenario funnel plots for the trends from 1950 to 1975 and 1976 to 2005, in which x-axis in funnel plots represented the time (years) whereas 
y-axis represents the changes in trends (◦C). Statistical significance was tested with a t-test at a confidence interval of 90%. 
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symmetric funnel scenario until the appearance of the first flower stage. 
The funnel spread has increased in the direction of a positive trend in the 
remaining stages, marking the delay in reaching maturity. Whereas for 
the rest of the period, 1976–2005, the funnel is asymmetrically showing 
the spread towards the negative values. As the stages go on, the spread 
increases to higher negative values. This indicates the cotton crop’s 
phenological stages are starting earlier. Similarly, Fig. 6 is the repre-
sentation of the future funnel scenario for RCP 8.5, from 2006 to 2050 
and 2050 to 2100. The early period of 2006 to 2050 depicts a near-zero 
trend pattern for the emergence stage. The trend pattern shows negative 
values slowly increasing its extent in the succeeding stages. The late 
period, 2051 to 2100, shows more negative trends indicating the stages 
will be earlier nearing 2100 compared to the 2050s. These changes in 
the phenological stages can alter crop production. From this study, the 
analysis of the stages with different GCMs for the historical and RCP 8.5 
scenarios shows both delay and early occurrence in stages of the cotton 
for historical simulations and early occurrence in the future scenario. 

3.6. Development of a causal chain/loop using the DPSIR framework 

To utilize the benefits of increasing temperature and reduce its 
impact, several adaptation strategies can be developed (Anandhi, 2017; 
Anandhi et al., 2016) by applying the DPSIR framework. The framework 
is widely used in multiple ecosystems, such as marine ecosystems, 
coastal ecosystems, and agroecosystems (Anandhi and Kannan, 2018). 
In this study, climate change is considered the driving force and tem-
perature change is the pressure affecting the cotton plants. An increase 
in the number of pests and extreme events such as hurricanes are also 
considered pressure. The cotton plant’s state is represented using a 
growing degree day indicator that represents the plant’s growth and 
development. The pressures eventually impact phenological stages, crop 
quality, and crop yield. Responses are made through different adapta-
tion strategies. The DPSIR framework developed for the cotton crop for 
other pressures such as temperature change, extreme events (Hurricane, 
tornado, etc.), and the number of pests are documented in 

Figs. S28–S30. 
The DPSIR framework helps in demonstrating the cause-effect rela-

tionship between environmental and human systems. Using the DPSIR 
framework in the agricultural sector can be beneficial for the stake-
holders and farmers so a decision can be made with proper adaptation 
strategies, which could be one of the above three levels of adaptation 
strategies. Incremental strategies in literature have little effectiveness 
and benefits (Fig. 7) other than the transformational adaption strategies. 
Additionally, there will be an increase in intricacy, cost, and risks in 
action while moving from incremental to transformational change 
(Howden et al., 2007; Kates et al., 2012; Stokes and Howden, 2010). 
When developing adaptation strategies, the multidisciplinary nature of 
adaptive management of ecosystems and knowledge gaps existing when 
translating the biophysical information into adaptation strategies may 
limit our understanding of how to adapt with regards to ecosystems 
purposes (Anandhi et al., 2018; Prokopová et al., 2019). 

4. Discussion 

This study is an improvement of a previous study by the corre-
sponding author in which the use of GDD was demonstrated as an 
effective ecosystem indicator for changing diurnal temperatures and 
their impact on corn growth stages in Kansas (Anandhi, 2016). In the 
present work, GDD is used to develop a causal loop using the DPSIR 
framework to provide adaptation strategies. The usefulness of GDD is 
demonstrated using observations and CMIP5 model simulations for 
historical and future scenarios. 

For 2100 an increase of ~5 ◦C day and nighttime temperatures were 
simulated from 21 CMIP5 models. A meta-analysis of published surface 
temperature change from 1950 to 2100 in Florida showed an increase of 
6 ◦C by 2100 (Anandhi et al., 2018). Experiments on cotton plants 
revealed developmental stages occurred much more quickly with 
increased temperature. There were decreases in the number of days to 
the appearance of the first square (flower-bud), first flower, and mature 
open boll (Reddy et al., 1997). Similar results were observed in the 

Fig. 6. Development of scenario funnel plots for the trends from 2006 to 2050 and 2051 to 2100, in which x-axis in funnel plots represented the time (e.g., years) 
whereas y-axis represented the changes in trends (◦C). Statistical significance was tested with a t-test at a confidence interval of 90%. 
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developmental stages from model simulations in this study. Although 
both day and night temperatures influence cotton bolls’ production, it 
was found that nighttime temperature was more influential on boll 
maturation (Viator et al., 2005). Higher temperatures cause early 
maturity of the cotton bolls resulting in a severe decrease in seed and 
cotton yield and shorter growing season length (Chen et al., 2019; Yang 
et al., 2014a, 2014b). Yield loss of up to 16% by 2080 under RCP 8.5 was 
predicted (Anapalli et al., 2016; Chen et al., 2019; Voloudakis et al., 
2015). The decrease in the number of days between stages will reduce 
crop yields and affect cotton fiber quality. 

Fiber-quality is impacted during the different phenological stages of 
fiber development. These include the period of peak rates of elongation 
post-anthesis, a transitory period, and secondary cell wall bio-
synthesizing phase (8–10 days, 12–16 days, and up to ~ 35 days post- 
anthesis for a cotton variety, respectively) (Hinchliffe et al., 2011). 
High-temperatures in cotton cause luxuriant vegetative growth due to 
premature boll abscission, hastening development, especially during the 
boll-filling period, resulting in smaller bolls and lower yields with poor 
lint quality (Reddy et al., 2002). In addition to temperature, other 
abiotic stressors such as soil moisture (from rainfall/irrigation) and CO2 
levels impact cotton production (Williams et al., 2015). As sunlight is 
essential to cotton plants for photosynthesis, the climatic extremes can 
reduce photosynthesis and cause the fruit to shed. Evaporative cooling 
keeps the temperature of the plant below 90◦F. If the soil moisture is 
insufficient for cooling to occur, the boll may shed. 

On the other hand, excess soil moisture can reduce photosynthesis, 
causing the fruit to shed. Thus, the production in cotton varies among 
different regions depending on their climate and soil moisture. The 
variability in surface temperature can also affect the soil moisture con-
tent, which leads to changes in the phenological stages of the cotton crop 
(Hatfield and Prueger, 2015; Sement, 1988). 

Cultural practices such as earlier planting may be used to avoid the 
negative impacts of high temperatures during mid to late summer 
(Reddy et al., 2002). Earlier planting can be a useful adaptation strategy 
to mitigate cotton yield reduction due to future temperature increase 
(Chen et al., 2019). The optimum temperature for cotton growth, boll 
development, and retention is around 28 ◦C to 32 ◦C (critical for yield), 
while at about 35 ◦C the reproductive growth stops completely (Anapalli 
et al., 2016). Earlier planting could decrease cotton yield reduction due 
to future temperature increase (Chen et al., 2019). Marek and Bordovsky 
(2006) suggested planting must occur when soils are warm enough for 
rapid growth early in the growing season in Texas. No-tillage practices 
with cover cropping would increase the lint yield by more than 10% 
(Delaune et al., 2019). 

Climate change studies for cumulative GDD and Florida trends were 
limited, but it has been estimated for different areas. For example, USDA 
estimated the planting and harvesting dates in 2010 were April 15 to 
June 15 and September 20 to December 15. They changed from April 1 
to June 15 and September 15 to December 1 in 1997 in Florida. The 
decrease in dates between planting and harvest could be contributed to 
changing temperatures, shorter period cotton varieties, improved pest 
management, and agricultural practices. It was estimated that cotton 
development between planting and squaring ceases below 11.4 ◦C in 
New South Wales. A delay of one week in planting decreased the 
planting to the emergence phase by 0.9 days, the emergence to squaring 
phase by 2.2 days, and the squaring to the flowering stage by 0.4 days 
(Constable, 1976). DeTar (2008) shows deficit irrigation of cotton on 
sandy soil can significantly reduce yield. (Reddy et al., 1992) observed 
time to the first square was more sensitive to a temperature of 27 ◦C than 
other phenological stages, boll-filling period became shorter as tem-
peratures increased, and boll size was reduced at temperatures above or 
below 26 ◦C. Schaefer et al. (2018) observed that mid to late-season 
irrigation improved yield and fiber quality between 525 and 750 GDD. 
Viator et al. (2005) observed that DD3017 (30 and 17 as thresholds) 
provided the best results with the cotton yield. 

The results presented in this study are subjective to the following 
assumptions. Firstly, in this study, a commonly used threshold temper-
ature of 15.6 ◦C (Wright et al., 2005) was used. However, several studies 
were using other threshold temperatures, namely: 17 ◦C degree day 
(Viator et al., 2005), 16.5 ◦C (Chen et al., 2019), and 15.5 to 16 ◦C 
(Yfoulis and Fasoulas, 1978). The results are subjective to the threshold 
temperatures used. Although the planting dates can vary, planting is 
considered May 1 in this study. 

Additionally, the accumulated heat units for a cotton crop variety to 
reach different growth stages from the time of planting are used. The 
current study utilizes 21 CMIP5 models that link climate impacts 
research with adaptation planning, and management is an essential 
aspect of this study. The DPSIR framework is helpful because it focuses 
on different drivers, their impacts, and possible responses (Poppy et al., 
2014). Additionally, it helps identify a vulnerability index’s indicators 
as a cause-effect relationship and provides the feedback of the cause- 
effect process (Khajuria and Ravindranath, 2012). It also helps iden-
tify and describe processes and interactions in human-environmental 
systems and assess sustainable agricultural development (Zhou et al., 
2013). However, one of the disadvantages of this framework is its lack of 
specifically illustrating transparent cause-effect relationships for envi-
ronmental problems (Carr et al., 2007). Developing a decision support 
tool will help in evaluating and comparing decision outcomes. 

Fig. 7. The potential adaptation to changing GDD with increasing climate variability. This was adapted from Strokes et al, 2010.  
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Implementing adaptation options significantly reduces vulnerability, 
improves resilience to future changes, and has a higher potential for 
well-being (Brooks and Adger, 2005). In addition to the three levels of 
adaptation strategies (incremental, system, and transformation adapta-
tion strategies) used in the study, other classifications of adaptation 
strategies available in literature can also be used. 

This study (trends and duration of the stages) and adaptation stra-
tegies can provide quantitative information for crop breeders. Re-
searchers to develop new genetically modified crops, i.e., system 
adaptation strategies, can mitigate the adverse effect of climate. Man-
agers, crop advisors, and producers can use this information to select 
genetically modified varieties of cotton from existing ones (e.g. early to 
late maturity varieties), which is incremental adaptation, or can decide 
to change the cotton crop landscape, i.e., transformational adaptation. 

5. Conclusion 

This study is innovative because GDD is used to develop causal loops 
using DPSIR to link pressure (changing temperatures) to response 
(adaptation strategies). The method is demonstrated for the cotton crop 
in Florida. Subsequently, the methodology can be applied to other crops 
and regions of the world. The study investigated the increasing trend in 
temperature on the phenological phases of cotton crop using historical 
and RCP 8.5 simulations from 21 CMIP5 models. The historical simu-
lations (during 1950–2005) show an increase in the length of emer-
gence, first flower appearance, peak blooming, first open boll, and 
defoliation stages of cotton across Florida. The future simulations (RCP 
8.5) from 2006 to 2010 exhibit early occurrence for all the stages. 

Additionally, the trend analysis provides quantitative values to 
develop the causal loop. Finally, adaptation strategies to cope with the 
increase in temperature have been drawn from the DPSIR framework. 
The use of multiple adaptation strategies for different adaptation levels, 
specifically incremental adaptation, system adaptation, and trans-
formational adaptation, address various changes in trend values. The 
incremental adaptation involves changing the planting and sowing 
times and developing new cultivars that need higher GDD requirements 
according to the future temperature rise. System adaptation devises the 
adoption of precision agriculture for the cotton crop. Transformational 
adaptation is the most efficient and relevant to agricultural adaptation 
to climate change, but it can be tricky. As this article has demonstrated, 
this study improves the linkage between climate impacts on cotton’s 
phenological stages and develops adaptation strategies for future plan-
ning and management studies for stakeholders to use for their practices 
and work. 

Overall, this study found that 1) due to the increase in temperature 
during historical and RCP 8.5 scenarios, the quality of cotton and pro-
duction will decline 2) the phenological stages of the cotton crop is 
shortened that affects the flower and boll stage maturity, and 3) adap-
tation strategies can reduce the effects of climate at different levels 
(incremental, system, and transformational strategy). In the future, it is 
suggested that this study is applicable to other regions and crops. 
Moreover, this work can be ‘refined’ with an improved version of data 
models by exploring the implications of these changes on crop yield and 
quality and comparing the differences with model simulations (past and 
future) for sustainable agricultural production. 
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