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Abstract Complex analyses involving multiple, depen-
dent random quantities often lead to graphical models
— a set of nodes denoting variables of interest, and cor-
responding edges denoting statistical interactions be-
tween nodes. To develop statistical analyses for graph-
ical data, especially towards generative modeling, one

needs mathematical representations and metrics for match-

ing and comparing graphs, and subsequent tools, such
as geodesics, means, and covariances. This paper uti-
lizes a quotient structure to develop efficient algorithms
for computing these quantities, leading to useful statis-
tical tools, including principal component analysis, sta-
tistical testing, and modeling. We demonstrate the ef-
ficacy of this framework using datasets taken from sev-
eral problem areas, including letters, biochemical struc-
tures, and social networks.

Keywords Graph statistics - Modeling graph vari-
ability - Graph matching - Graph PCA

1 Introduction

Due to rapid advances in sensing and measurement
technology, data is increasingly becoming complex and
structured, reflecting the growing need for newer ap-
proaches and problem formulations. One common ap-
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several variables of interest in the data, designates them
as nodes, and represents their interactions as edges.
Such a graph captures variability and interactions as-
sociated with a large number of variables, and lends
to higher-order statistical analysis. Examples of graph-
ical representations can be found in many areas, includ-
ing social networks [58], gene expression networks [64],
brain connectivity data [12], geographical data [37], fi-
nancial stocks [67], communication networks [22], epi-
demiology [53], and so on. Fig. 1 shows some exam-
ples: a social network; a molecule with atoms as nodes
and chemical bonds as edges; a video represented as a
pattern theoretic graph [13] with objects or actions as
nodes and their relationships as edges; and a brain ar-
terial graph whose edges are 2D/3D curves connecting
nodes.

We focus on the problems where one has several
graphs, each representing a snapshot or an observa-
tion of a system. One is interested in capturing, mod-
eling, and analyzing statistical shape variability across
these graphs. For instance, consider the representation
of functional connectivity of parts of a human brain
during performance of a particular task, as measured
by fMRI signals, using graphical structures. Given sev-
eral of these graphs, one for each human subject under
each task and performance, one has a large amount of

proach to understanding complex, high-dimensional datasetgraph data to analyze and model. Similarly, one may

is to represent them as graphs. Typically one identifies

X. Guo and A. Srivastava

Department of Statistics, Florida State University, Tallahas-
see, FL 32306, USA.

E-mail: {xiaoyang.guo,anuj}@stat.fsu.edu

S. Sarkar

Department of Computer Science and Engineering, Univer-
sity of South Florida, Tampa, FL 33620, USA.

E-mail: sarkar@usf.edu

have graphical representations of different social or eco-
nomic networks, each representing different communi-
ties. The general goal of statistical analysis is: (1) derive
common characteristics across observed graphs, (2) dis-
tinguish graph-populations using statistical testing, and
(3) model variability in graph shapes using analytical
generative models. Further, using these tools, one can
generate synthetic graphs that follow dominant vari-
ability in observed complex graphs. An interesting use
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Brain Artery

Fig. 1 Some examples of graphs representing knowledge in
different applications.

of generative models is in augmenting training data that
enables more data-driven deep learning approaches. In
the long term, this theory can support deep learning
on non-FEuclidean spaces of graphs, where the data ele-
ments are themselves graphs.

The structured nature of graphs makes them chal-
lenging to analyze using classical statistical tools. A
graph is a non-Euclidean data object consisting of a set
of variables as nodes and their interactions as edges.
There are two sources of variability in shapes of graphs
— (i) different number and values (attributes) of the
nodes, and (ii) different connectivity patterns and val-
ues of the edges. Therefore, one is interested in mathe-
matical representations that enable a quantitative sta-
tistical analysis of graph data using both edge and node
attributes. For quantifying differences between graphs,
one requires metrics that can incorporate measures of
these properties. However, one big issue in analyzing
shapes of graphs is that nodes across graphs often come
without matchings or correspondences. Although it is
possible to bypass the issue in some subproblems, for
example by counting common substructures [34], the
problem of establishing correspondences of nodes across
graphs (named registration or graph matching) is fun-
damental and represents one of the biggest challenges
in the statistical analysis of graphs.

1.1 Literature Review

The use of graph representations is of great interest in
several broad problem domains. We cover some of these
areas in a brief survey.

In machine learning, primarily geometric deep learn-
ing, the focus is on learning geometry of the manifold of
the data elements (nodes) which, in turn, can be nat-
urally represented as a graph. In a related problem,
some papers consider entire graphs as the entities of
interest. For instance, papers, such as graph2vec [40]
and UgraphEmbed [4], consider the problem of assign-
ing a vector space representation to entire graphs. Some
other papers seek to find vector representations for nodes
such that distances in the vector space preserve a graph’s
original neighborhood structure. Examples include mod-
eling random-walks through the nodes [44, 20], or ones
that preserve first and second-order proximity informa-
tion [63, 57], or ones that consider larger neighbor-
hood structures as captured by node coarsening [8].
Some other papers utilize graph convolutions, i.e., con-
volutions over the nodes, respecting their neighborhood
structure. Examples include graph signal processing [42,
14], or works that direct processing via the local graph
structure [31, 23]. Similar to the embedding approaches,
these papers also consider a single graph and operate
on the nodes of that graph. We refer the readers to [48]
for an overview of Graph Neural Networks (GNN).

A central problem studied in this paper is graph
matching. In this context, there are mainly two types of
approaches: exact matching and inexact matching [41].
The exact matching implies finding a bijective map such
that the nodes and edges across two graphs are in one-
to-one correspondence. If we can match two graphs ex-
actly, then the mapping is also called an isomorphism.
A related topic is subgraph isomorphism [6], where one
graph matches a subset of another graph. In contrast,
inexact matching seeks optimal registration between
graphs that may be dissimilar. The inexact matching
is more common in practice because of the complexi-
ties associated with real data. Since matching of two
sets of nodes is essentially a problem of combinatorics,
the problem of finding a global optimum for inexact
graph matching is NP-complete [11]. Therefore, most
algorithms for graph matching seek approximate solu-
tions based on different relaxations of the original prob-
lem. As described later, one achieves a mathematical
representation of registration of nodes (across graphs)
using a permutation group — a permutation of the or-
dering of nodes in a graph changes its registration with
an ordered set of nodes representing another graph.
The approximate solutions result from expanding be-
yond the permutation group to some larger set where
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the solutions are more readily available. One idea is to
replace permutations by orthogonal matrices and then
use spectral (eigen-decomposition based) approaches to
find optimal rotations, see [59, 5]. Another direction
is to replace permutations with doubly stochastic ma-
trices and find a solution in that larger space. In all
these cases, the final solution is eventually restricted
to the discrete set of permutation matrices, see e.g.,
[18, 36, 68]. Besides these approximations, there are
some other algorithms for approximate graph match-
ing [2, 33, 47].

There is also a significant amount of work on analyz-
ing graphical data using graph kernel methods [34, 52,
61, 66]. The basic idea here is to design kernel functions
that measure similarities between graphs. These ker-
nels are then used in kernel-based methods, such as the
support vector machine (SVM). There are also kernel-
based statistical methodologies, including kernel mean
embedding [54] and kernel PCA [49]. However, the tasks
performed by graph kernel methods are mainly discrim-
inatory, and it is usually impossible to map the results
from a feature space back to the original graph space.

Recently, there has been progress in analysis of graph-
ical data using optimal transport (OT) [7, 9, 10, 39, 45,
50, 60]. More specifically, these papers use Gromov-
Wasserstein distance to handle the structured relational
information. The OT-based approaches seek a soft (prob-
abilistic) registration of nodes, but we need a hard node
permutation. Note that in certain cases, the soft regis-
tration is tight because the matching energy is concave
and the solution is a permutation [38]. The focus in our
paper is on shapes of graphs, both in a visual and a
mathematical sense. In these situations, the geodesics
and the mean shapes under the Gromov-Wasserstein
framework with soft registrations will be messy because
it will result in dense connections between nodes across
graphs. Furthermore, we seek a representation space of
graphs where statistical tools, such as mean, covariance,
and PCA, can be derived. So far, OT-based approaches
have developed only some of these tools.

The most relevant past research related to our ap-
proach comes from Jain et al. [28, 29, 26, 27] who first
introduced and developed a mathematical framework
of representing graphs as elements of quotient spaces.
These papers provided a rigorous theory for quotient
space geometry and developed some basic statistical
tools for graph data analysis.

1.2 Our Contributions

In this paper, we further develop the framework of [28,
29, 26, 27, 32], leading to a comprehensive approach
for comparing, summarizing, and analyzing the shapes

of graphs. The basic idea, first introduced in [28], repre-
sents graphs as matrices and formulates the registration
problem as that of permutation of entries in those ma-
trices. Mathematically speaking, we represent the reg-
istration variability using the permutation group’s ac-
tion on the set of matrices representing all graphs. To
remove this nuisance group, we form a quotient space
and inherit a metric on the quotient space from the
original set of matrices. This procedure is similar to the
development of shape spaces in the statistical analysis
of shapes [15, 55]. We use a standard Euclidean met-
ric with appropriate invariance properties because it
allows for efficient registration of nodes across graphs.
One can use the quotient space metric to define and
compute statistical summaries, such as sample mean,
covariance, and principal components. The principal
component analysis or PCA helps perform dimension
reduction and impose compact statistical models on
observed graphs. These models play essential roles in
hypothesis testing and other statistical inferences in-
volving graph data.

This paper borrows several ideas from the current
literature and develops them into a more comprehensive
theory that facilitates deeper statistical analysis and
modeling. The novel contributions of this paper are as
follows:

1. It adapts a quotient space metric structure on the
set of graph representations, originally introduced
in [28] and further developed in [29, 26, 27, 32],
and extends it to include both node and edge at-
tributes. It uses this metric structure to quantify
graph differences and to compute optimal deforma-
tions (geodesics) between graphs. Using this metric
structure, it establishes a framework for comput-
ing sample statistics such as mean and covariance
for graph data. In comparison, although the paper
[26] includes both node and edge attributes in the
analysis, it relies on a kernel representation to do
so. The limitations of a kernel-based approach have
been noted earlier.

2. A key idea here is that it does not assume the graphs
to be equal-sized and matched. That is, one allows
nodes to remain unmatched across the graphs. Past
metric-based approaches often insist on matching
every node to a proper node during graph compar-
isons.

3. It defines a notion of PCA for graphs and uses that
to develop low-dimensional representations of ob-
served graphs. Unlike the previous work [51], the
proposed PCA is invariant to the node ordering.

4. Tt develops a simple Gaussian-type model for cap-
turing graph variability in observed graphs and uses
it to generate random samples from such graphical
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models. This sampling, in turn, can be used either
to augment graph neural networks or Bayesian in-
ferences involving graphical data, although we have
not pursued that direction here.

The rest of this paper is as follows. Section 2 de-
scribes the chosen mathematical representation of graphs
using symmetric matrices. Section 3 studies the graph
matching problem using the action of the permuta-
tion group. Section 4 extends this framework to in-
clude both node and edge attributes in the framework.
Section 5 presents techniques for statistical analysis of
graph data. Section 6 shows a number of experiments il-
lustrating this framework. The paper ends with a short
discussion and conclusions in Section 7.

2 Graph Representation and Metric Structure

In this section, we will present a framework for the
structure of graphs first developed in [28, 29, 26, 27, 32].
We apply and advance this framework as described be-
low.

2.1 Adjacency Matrix Representation

We start by providing a mathematical representation
for analyzing weighted graphs. A weighted graph G is
an ordered pair (V,w), where V is a set of nodes and
w is a weighting function: w : V. x V. — M. That is,
w(v;, v;) characterizes the edge between v;,v; € V,i #
J, where elements of the set £ = {(v;,v;) € VXV i #
j} are the edges of G. In the literature, M is usually
limited to be RT, i.e., non-negative real numbers. How-
ever, we allow M to be any Riemannian manifold on
which one can define distances, averages, and covari-
ances. For example, in case of brain arterial network
shown in Fig. 1, the edges attributes are shapes of 3D
curves connecting the nodes (junctions). Assuming that
the number of nodes, denoted by |V|, is n, G can be rep-
resented by its adjacency matrix A = {a;;} € M™*",
where the element a;; = w(v;,v;). For an undirected
graph G, we have w(v;,vj) = w(vj;,v;) and therefore
A is a symmetric matrix. (In this paper, we only fo-
cus on undirected graphs although the framework is
extendable to directed graphs also.) The set of all such
matrices is given by A = {A € M"*"|4 = AT}.

Let d,,, denote the Riemannian distance on M. We
will use this to impose a metric on the representation
space A. For example, d,,, can be the Euclidean distance
if M = R or a shape metric when M is the shape space.
For any two A, Ay € A, with the corresponding en-

tries a}j and afj, respectively, the metric d, (A1, A2) =

\/ > dm(al;, aZ;)? quantifies the difference the graphs
they represent. Under the chosen metric, the geodesic
or the shortest path between two points in A can be
written as a set of geodesics in M between the corre-
sponding components. That is, for any Ay, As € A, the
geodesic 6 : [0, 1] — A consists of components § = {0;;}
given by 6;; : [0, 1] = M, a geodesic path in M between
Oilj and Q?j. In case M = R, then A is a vector space,
equivalent to a Euclidean space of dimension n(n+1)/2,
and the geodesic between two points in A is a straight
line. That is, for any Ay, As € A, 6 :[0,1] — A given
by 6(t) = (1 — t)A; + tAs is the geodesic path.

Since the ordering of nodes in graphs is often arbi-
trary, the subsequent analysis should not be dependent
on this arbitrary choice. We view the ordering variabil-
ity as a nuisance and seek to remove its influence from
the analysis. A different way to state this issue is that
nodes across graphs are registered during comparisons,
and we will use permutations to perform registration.
Let P be the set of all permutation matrices of size
n X n. A permutation matrix is a matrix that has ex-
actly one 1 in each row and each column, with all the
other entries being zero. This finite set forms a group,
with the group operation being matrix multiplication
and the identity element being the n x n identity ma-
trix. Note that P is a subgroup of O(n), the set of all
n x n orthogonal matrices. For any P € P, the inverse
of P is given by P, the transpose of P. We define the
action of P on A using the map:

PxAr A, (P,A)=PAPT .

One can easily verify that this is a proper group action.
For any A € A, its orbit under the action of P is given
by:

[A] = {PAPT|P € P} .

It is the set of all possible permutations of the node or-
dering in a graph represented by A. Since P is a finite
set, each orbit under P is also finite. Any two elements
of an orbit denote the same graph, except that the or-
dering of the nodes has been changed. Therefore, the
membership of an orbit defines an equivalent relation-
ship ~ on the set A:

Ay~ Ay 3PP :PAPT = A, . (1)

One can check that any two orbits [A;] and [As], for
any Aj, Ay € A, are either equal or disjoint. The set of
all equivalence classes forms the quotient space or the
graph space:

G=A/P={[A]|Ac A} . (2)

G is a nonlinear space because it is a quotient space —
one cannot perform linear operations, such as addition
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or multiplications on its elements directly. For exam-
ple, £1[A1] + x2[A2] is not well defined in G for arbi-
trary x1,22 € R. Actually, this type of space is called
an orbifold [28, 29, 26]. Next, we will impose a metric
structure on this quotient space and use this metric to
compute statistical summaries and to perform statisti-
cal analysis.

We can inherit the chosen distance d, from A on
to the quotient space G, but that requires the following
result.

Lemma 1 The action of P on A is by isometries under
dg. That is, for any Ay, As € A and P € P, we have

do(PA,PT, PAPT) = d, (A, As) . (3)

The proof is easy since an identical permutation on both
graphs leaves the registration between nodes (across
graphs) remains unchanged. This lemma enables the
following definition.

Definition 1 (Graph Metric) Define a metric on the
graph space G according to:

dg([A1], [A2]) = min da (A, PAPT)

= min do(Ag, PALPT) (4)
The last equality comes from the fact that the action
of P is by isometry (Eqn. 3) and that P is a group.
The minimizer P* provides the optimal registration be-
tween graphs A; and As. That is, any element of Ay
is matched to the corresponding entry of the matrix
P* A, P*T,

What can we say about the existence and unique-
ness of the minimizer in Eqn. 4?7 Since P is finite, the
minimum exists. The uniqueness, however, is not guar-
anteed in all cases. In theory, it is possible to have mul-
tiple permutations that attain the minimum of d,. This
can happen when an edge on one graph matches with
more than one edge on the other graph. However, if the
edge attributes are continuous variables, this event’s
probability is zero for non-zero edges. (It can happen
for trivial or zero edges, but that can be characterized
as trivial multiplicities). Therefore, in this case, the for-
mulation enjoys the uniqueness of the registration so-
lution as well. In the case of discrete edge attributes,
there may potentially be multiple optimal registrations.
In this case, any of these solutions work in the subse-
quent analysis. This uniqueness issue is further studied
experimentally later in Table 1.

One can define geodesics in the graph space G as
follows. For any two graphs, with the adjacency ma-
trices Ay and Ay, and P* the optimal permutation of
As to best register it with A; (according to Eqn. 4).
Then, the geodesic path between [A;] and [As] in G

is given by the line ¢ — [0(t)], where the components
6;;(t) denote geodesics in M between the registered el-
ements of A; and P* A, P*T. This geodesic, in turn, is
useful in computing graph summaries and graph PCA,
as defined later. For any two graphs with continuous-
valued edge attributes, the registration solution exists
and is unique with probability one. Consequently, the
corresponding geodesic between them also exists and is
unique. There is a potential for multiple optimal reg-
istrations and multiple corresponding geodesics in the
graphs with discrete edge attributes. We can select one
of these multiple solutions for display and other uses.
The lack of uniqueness of geodesics is quite common in
shape analysis and is often handled that way in prac-
tice.

2.2 Alternative Representation: Laplacian Matrix

In the special case when M = RT, one can also use
graph Laplacian matrix [25, 51] as a mathematical rep-
resentation, instead of the adjacency matrix, for a graph.
The graph Laplacian matrix L = [[;;] is defined as fol-

lows:

. {w(vi,vj), if i#£j

T Dk wviyvg), i i=g
(One can develop a notion for Laplacian on non-Euclidean
domains also but with some additional geometric nota-
tion.) One can consider Laplacian matrices to be ele-
ments of £, the set of all positive semidefinite matrices
of size n xn. There is a bijective mapping between adja-
cency matrices and Laplacian matrices ¢ : A — £ with
¢ defined as follows. Suppose A is an adjacency matrix
and L is the Laplacian matrix for the same graph G.
Then, L = ¢(A) = D — A, where D = diag(A(117 —1))
and 1 is the vector of all ones. The inverse of ¢ is
given by: ¢! 1 L — A, A = ¢~ Y(L) = diag(L) — L.
The bijection of ¢ can be proved as follows. First, if
L1 = LQ, D1 — A1 = D2 — A2 and it implies A1 = A2
(Injection). And VL € L, we can find the pre-image
A = diag(L) — L € A (Surjection). There are some in-
teresting properties associated with the two represen-
tations:

1. Since diag(PAPT (117 —T1)) = Pdiag(A(117 -1))P7,
we have ¢(PAPT) = Py(A)PT, for all P € P.
2. For any geodesic path 0(t) = (1—t)A;+tAs in A, the
corresponding path in £ is given by: 3(t) = ¢(6(¢))
= (1 — t)(diag(A1 (117 — 1)) — A1) + t(diag(A2(117 — 1)) — As)
= diag(((1 — t) A1 + tA2) (11T — 1)) — (1 — ) A1 + tA3)
= (1—t)L1 +tLy .

Note that 5(t) is generally not a geodesic path in £
under the commonly used metrics on £ (please refer
to [51] for these metrics). As an aside, we note that
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the adjacency matrices, in general, are not positive
definite. So they are not elements of L.

3. A related fact is that, under the Frobenious norms
on A and L, the mapping ¢ is not isometric, i.e.

lp(A1) — p(A2)|| # || A1 — Az, in general.

The framework developed in this paper also applies to
the Laplacian representation, instead of the adjacency
representation. For simplicity, we mainly focus on the
adjacency matrix representation in this paper.

3 Graph Matching Problem

The problem of optimizing over P, as stated in Eqn. 4,
becomes a key step in evaluating the graph metric and
performing statistical analysis. Let Gy = (V1,w1),Go =
(Va,ws) be any two weighted graphs, and let Ay, A3 be
the corresponding adjacency matrices. To simplify the
discussion on graph matching and existing literature,
we will completely focus on the case where M = R.
(For the non-Euclidean domains, we refer the reader to
a follow-up paper [21].) Then, the registration requires
solving the problem:

P* = argmin |[PA; PT — Ay . (5)
peP

So far we have assumed that the two graphs being
compared have the same number of nodes. In general,
the graphs GG; and G5 may have n; and no nodes, re-
spectively, with n; # ns. To handle this situation, we
add ng,n1 null nodes to G1, G2, respectively, to bring
each of them to the same size n; + ng. The null nodes
are unattached nodes with zero values for the edge and
node attributes. As a result, the new adjacency matri-
ces of G1 and G are:

A/l _ <0 Al 8n1><’n2> 714./2 — (0 A2 8“2)(774) (6)
na Xni noXng ni Xng nig Xni

The new matrix dimensions are A}, A € R(m1+n2)x(nitnz)

and, therefore, we are back to matching graphs of the
same size. This idea of extending the adjacency matrix,
using Eqn. 6, can be applied even when the graphs be-
ing compared have the same number of nodes. This
extension results in a more flexible matching since it
allows the given nodes to match with null nodes. By
doing this, one has more degrees of freedom in order to
reach a better match. We elaborate on this flexibility
later in the experiments section.

In the next two subsections, we present two different
solutions for the optimization problem stated in Eqn. 5.

3.1 Umeyama Algorithm

First, we introduce a classic solution from [59] that is
based on the eigendecomposition of representation ma-
trices. This method is summarized in Algorithm 1 and
not repeated in the text here. Note that Algorithm 1
applies to the current discussion with A = 0, the more
general case is discussed later in Section IV. As noted
in [59], the solution P is the global solution for iso-
morphic graphs but is usually a good initialization for
more general graph matching problems. Thus, we use
it as an initial condition for a greedy search (pairwise
exchanges of rows and columns) that seeks to improve
the solutions further.

We illustrate this idea using some simple examples
in Fig. 2. This dataset has binary graphs representing
uppercase English letters [46]. The edge attributes are
binary in this example. Each row shows the original
graphs G (first graph) and Go (last graph), and their
matched versions G, and Ggp, in the middle. Gy, is
the optimal permutation from Algorithm 1 of G, while
Gop is same as G with possibly some null nodes added.
The first row shows the simpler case, where G; and G4
have same number of nodes. We still add null nodes to
both of them and permute G to match G, resulting in
G1p. As expected, the null nodes of G are registered
to null nodes of G2, and are not displayed here. For
the second row, the graphs G; and Gy are different
letters. In the last row, where the two graphs G; and
(G5 have different sizes, a null node 5 has been added
to reach a natural matching. For display purposes, we
need to choose node attributes, i.e., the placements of
the null nodes. We have placed the null nodes at the
same coordinates as their corresponding non-null nodes
to improve the display.

3.2 Fast Approximate Quadratic Programming

Algorithm 1 generally works well for smaller graphs,
but it slows down when the number of nodes gets large.
Recently, [62, 36] have used the Frank-Wolfe algorithm
[17] to develop a different solution, called Fast Approz-
imate Quadratic or FAQ. The main idea is to restate
matching problem according to:

. T 2 _ : —Tr T .
min [|[PAPY — A glelg( (A, PA, P))

The right-hand side of above equation is a special case
of quadratic assignment problem. One can solve it using
the gradient of the cost function f(P) = —Tr(A;,PA; PT).
In order to handle the discrete nature of permutation
matrix, the procedure first replaces the permutation
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Fig. 2 Examples of graph matching using edge weights. In
each row, the corner graphs, labeled G; and Ga, are the orig-
inal graphs. The inner two, G1, and G2p, are outcomes that
are matched to each other. The outcome graphs may have
some null nodes added, and the indices of G; are permuted
as G1ip.

matrix by a doubly stochastic matrix:

min f(P) = min (=Tr(4;PAP1)) (7)

where D is the set of doubly stochastic matrices. These
are matrices whose: (1) all entries are non-negative, and
(2) rows sum, columns sum equal to one. After the opti-
mization, the solution P is projected back to the space
P. We summarize this approach in Algorithm 2, with
the current context applicable for A = 0.

In theory, the algorithm should be able to find the
exact matching when two graphs are isometric, even
when we add null nodes to the graphs. However, how
well does it perform in practice? To study this ques-
tion, we randomly simulated graphs of different types
and sizes, and then randomly permuted their nodes.
We then solved for the registration between the original
graph and the permuted graph using the FAQ method.
(Although the two graphs are of the same size, we still
add null nodes.) Two types of graphs are studied — bi-
nomial and fully-connected real-valued graphs. Table 1
below shows the fraction of correct registrations mea-
sured over 1000 random graph matchings (for each en-
try). One can see that for continuous-valued edge at-
tributes, the algorithm finds the optimal matching per-
fectly. However, in the case of binary graphs, especially
with a small number of nodes, there is a possibility of
multiple global solutions. Thus, the algorithm may not
find the original registration. In all cases, the algorithm
is very robust to the addition of null nodes.

Table 1 Fraction of correctly registered nodes across random
graphs for different graph types and graph sizes.

Number of Nodes

Binomial Graphs

Fully Connected
Weighted Graphs
(weights ~ t(1))

[5, 10] 0.634 1
50, 60] 0.992 1
[100, 120] 0.999 1

4 Extension Involving Both Edge Weights and
Node Attributes

In many cases, the structure of a graph can be iden-
tified by comparing edge weight exclusively. However,
sometimes the information associated with the nodes
of graphs is also crucial in matching and comparing
graphs. Next, we extend the previous framework to in-
corporate node information also.

Let NV be the set of potential node attributes and
let € € N be a distinguished element denoting the null
or void element. A node-attributed weighted graph is
represented by G = (V,w, «), consisting of: (i) a finite
nonempty set V' of nodes, (ii) a weight function w for
edges, and (iii) an attribute function for nodes given by
a:V — N. Let dy be an appropriate distance in N,
do : N xN — RT.

For any two graphs G; = (Vi,wi,;1) and Gy =
(Va, wa, az), each with n nodes, let D denote the n x
n matrix of pairwise squared distances between nodes
across the two graphs. That is,

D = [dij = d(o1 (v"), a2 (v)))?] € R™™,

where vl(l) € Vl,vj(?) € Vo,i,7 = 1,2,...,n. Now the

matching problem becomes:

P = argmin{||PA,; PT — A,||> + N\Tr(PD)} , (8)
PeP

where A > 0 is the tuning parameter to balance the
contributions of edge and node attributes in match-
ing. Using the same arguments as for Eqn. 4 earlier,
a solution for this matching problem exists and is also
unique (with probability one) when the node and edge
attributes are continuous variables. For FAQ, the equiv-
alent matching problem is defined as:

P = argmin [-Tr(A,PA; PT) + A\ Tx(PD)] . (9)
PeP

The gradient for this objective function is (—Ay PAT —

AYPA; +ADT). The previous algorithms can be simply

modified to handle the new formulation. In fact the so-

lutions of this extended problem are already presented

in Algorithms 1 and 2 for a general \.
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More generally, for Gy, Gy with ny,ne (n; < no)
nodes, we extend the n; X ny matrix D according to:

D’:( D Dmxnz) . (10)
D’ILQXTLI On2><n2

Here, the off-diagonal elements d;; = d(ozl(vgl)), €)? in
Dy, ., represent the node-attribute squared distance

between v(l) € V1 and jth null node € in G3. The choice

i
for the null node attribute is arbitrary. The smaller val-

e .
ues in Dy, ., encourage real nodes to register to null

nodes while larger values prevent it. The explanation
applies to Dy, .., as well. There are also some similar
ideas used in the G-W framework for comparing graphs

with different sizes [19, 43]

Algorithm 1 Umeyama with Extension Involving
Node Attributes

Given graphs G1 and G2 and the associated adjacency matri-
ces A; and As, and D is the node attribute squared distance
matrix.

1: Compute the eigendecompositions A1 = U Z1U{ and
Ag = U XoUT

2: Find P = argmax Tr(PT (0,0 — ADT)) using the Hun-
garian algorithm [35]. As earlier, U;,i = 1,2 denotes a
matrix with values that are magnitudes of the correspond-
ing elements of U;.

3: (Optional) Find the best exchange of two nodes of G
based on P, call it P*, such that P* = argmin ||PA; PT —
Az2]|2 + ATr(PD) and update P = P*

4: Repeat 3 until the value of ||PA1 PT — A3||2 + ATr(PD)
does not decreases.

Algorithm 2 FAQ with Extension Involving Node At-

tributes

Given graphs G1 and G2 and the associated adjacency matri-
ces A1 and As, and D is the node attribute squared distance
matrix.

1: Choose an initial P € P.

2: Compute the gradient of f(P): Vf(P) = —AsPAT —
AgPA1 + ADT.

3: Approximate f(P) by first order Taylor expansion around
the current estimate P*: f(P) ~ f(P*)+ Vf(P*)T(P —
P*) and use Hungarian algorithm to minimize it, get Q.

4: Line search to determine the optimal step size n € (0,1)

5: Update the doubly stochastic matrix P* = P* 4+ n(Q —
P*)

6: Repeat 2-5 until convergence

7: Project back to the permutation matrix using Hungarian
algorithm.

Our approach here for choosing the null node at-
tribute € is the following. We let this value be a variable
and let the data dictate what it should be. Note that the
node attributes are entered in the framework through

the extended distance matrix D*, so the choice of node
attributes is implicit. In Eqn. 10 we set all entries of
D* corresponding to one or both null nodes to be zero.
This implies that the null node attribute is set equal
to the attribute of the matched node. So, the null node
attribute can change from node to node and registra-
tion to registration, but this attribute is never explicitly
stated. This choice is logical because the introduction
of null nodes does not contribute to the cost. In other
words, we do not want the attributes of the null node
(which is a synthetic addition) to add to the matching
cost in any way.

In Fig. 3 we present some illustrations of graph
matching using both edge and node attributes. In this
example, we use the planar coordinates of nodes of let-
ter graphs as their attributes and keep the edge at-
tributes binary-valued. The first row is the case with-
out using any node attributes, i.e. A = 0 (in Eqn. 8). In
second row, we add node attributes with A = 0.5. Com-
pared to the first row, this case shows a better corre-
spondence across graphs since the edges 0 — I are now
registered across graphs. If we further increase the node
attributes’ weight, as the last row (A = 1) shows, the
matching mostly ignores the edge correspondence. In
the second row, only one edge 2 — 5 of G, is matched
to a null edge, while in the last row, two edges: 0 — 6
and 5 — 6 of G, are matched with null edges. We can
also see both G1p and Gyp are padded with null nodes
in the last row.

An important strength of this framework is that it
provides geodesic paths between graphs in the quotient
space G. The geodesics in the pre-space A and the graph
space G are linear interpolations, except for the optimal
registration in the latter case. Fig. 4 is a comparison
between geodesics in A (top row) and G (bottom row)
between the same two graphs. The two original graphs
are at the two ends, representing the letter A’ and the
letter 'F’. In this example, we also use the 2D (centered)
coordinates of nodes as node attributes with A = 1.
As one can see, geodesic in G shows a more natural
deformation from one graph to the other, resulting from
an improved matching of nodes.

As stated in the previous section, we can also use
Laplacian matrices to represent graphs. Although one
can easily map an adjacency matrix to a Laplacian
matrix using ¢, and vice-versa, the past literature has
rarely used the Laplacian representation for graph match-
ing. We present an example in Fig. 5 where we per-
form matching under both the representations — adja-
cency matrix and Laplacian matrix, using Algorithm
1. This implies that we are using the Frobenious norm
for the Laplacian representation, although other norms
can also be used instead. Since the mapping ¢ is not
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Fig. 3 Example of graph matching using both edge weight
and node attributes with different A. In each row, the out-
ermost graphs, labeled G; and G2, are the original graphs.
The inner two, G1p, and Gap, are the matched graphs. The
matched graphs may have some null nodes added, and the
indices of G are optimally permuted to reach G1y.

an isometry under the Frobenious norm between the
two representations, the minimization of ||PA;PT —
As||? results in a different solution than minimization
of ||PL1PT — L2||2.

To demonstrate the generalizability of this frame-
work to more complex (edge and node) attributes, we
present an example of registration and geodesic involv-
ing shape graphs. Here the edges are 2D curves connect-
ing some planar nodes, and their attributes are shapes
of these curves. The shape space of these curves is non-
Euclidean and requires more elaborate procedures for
computing node registration and graph geodesics. For
more details on these constructions, we refer the reader
to the paper [21]. As the figure shows, the geodesic in
G shows a more natural deformation than that in A.

Another simple extension of this framework is to
include directed graphs, i.e., have graphs with directed
edges. The only difference between directed and undi-
rected graphs is that the symmetry of the adjacency
matrices is lost for the directed graphs. All the other
parts of the approach remain the same. We present an
example between geodesic in graph space and interpo-
lation in adjacency matrix space in Fig. 7. The geodesic
in graph space better matches the edges and thus shows
a more natural deformation.

5 Statistical Analysis of Graphs

We have developed a metric space G for representing,
matching, and comparing graphs. Additionally, we have
tools for computing geodesic paths in G between arbi-
trary graphs. Together, these tools help us derive sta-
tistical summaries of graph data and develop analytical
stochastic models to capture the observed variability in
given data. We start by defining sample means and co-
variances.

5.1 Mean of Graph Data

Given a set of graphical data, it is important to sum-
marize given graphs using the notion of a mean or a
median. However, a simple average of the adjacency
matrices does not make much sense if the nodes are
not registered, which is usually the case in practice.
Therefore, we would like to seek the mean in the graph
space G [28, 29, 26, 27]. Given a set of m graphs, G; €
G, i =1,..,m, with corresponding adjacency matrices
A; € R™™™ the adjacency matrix of the mean graph is
defined as:

[A,] = argminy ~ d,([4], [Ai])* (11)

where dg4([A],[A;]) is as defined in Eqn. 4.

What about the existence and uniqueness of this
mean graph? As discussed earlier, the optimal registra-
tion between any two graphs (with continuous-valued
attributes) exists and is unique. That is, for a gen-
eral A, the optimal permutations A} of A; that at-
tain dg([A], [Ai]) = do (A, AY) are unique. Furthermore,
given all A}, their Euclidean mean is also unique, result-
ing in the existence and uniqueness of [4,,]. For graphs
with discrete attributes, the uniqueness of registration
is not guaranteed, and the mean [A,] may be set-valued.
That is, there may be several different graphs that at-
tain the minima in Eqn. 11. In that case, one can use
any element of this set for further analysis.

An algorithm for computing this mean is given next.
This algorithm is based on a greedy algorithm and may
result in a local solution of the optimization problem
presented in Eqn. 11. One can use improved initializa-
tions, stochastic searches, or some more advanced ideas
to mitigate this problem.

In case the node attributes are also included in the
analysis, we will need to endow the node attribute space
N with a metric structure so that one can average the
node attributes directly. For Euclidean node attributes,
that is straightforward. However, in the case of categor-
ical node attributes, one needs to embed these values
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Fig. 4 Comparison between geodesics in original space and graph space for two different graphs, A = 1. The time point is
labeled on the top of each graph, while 0 and 1 indicate the original graphs. Dash lines imply that the edges are changing.
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Fig. 5 Comparison between geodesics in graph space using
adjacency and Laplacian matrix representation, A = 0. Time
point is labeled on the top of each graph while 0 and 1 indi-
cate the original graphs. Dash lines imply that the edges are

changing.
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Fig. 6 Comparison between geodesics in original space and
graph space for two different graphs when M is a shape space.
The leftmost and rightmost are two graphs whose edges are
attributed as shapes. The correspondence is encoded in color.

in a metric space (such as one-hot encoding) and use
that structure to compute the mean node value. We
observe that when comparing multiple graphs, the two-
way null nodes padding (making both graphs the same
size ny +ng) results in a slower algorithm. Therefore, in
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Fig. 7 An example of comparing two directed graphs: the top
shows the geodesic in the quotient space, while the bottom
shows an interpolation in .A.
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Algorithm 3 graph Mean in G
Given graphs G; and the associated adjacency matrix A;,
i=1,...,m
1: Initialize a mean template A, (e.g., the largest one).
2: Match A; to A, using Algorithm 1 or 2 and store the
matched graph as A}, fori=1,..,m
3: Update A, = = 3™  A?. In case we include node at-
tributes in the analysis, we also perform an averaging of
the registered nodes, as discussed below.
4: Repeat 2 and 3 until >-7" | ||A7 — A,||? convergence.

some cases, we implement a faster approximation that
applies only one-way null node padding. Given multiple
graphs, we pad all the other graphs with null nodes to
register with the largest graph.

5.2 Principal Component Analysis (PCA) of Graphs

The high dimensionality of graph data is a problem in
many domains. For a graph with n nodes, the number
of potential edges can be as high as ( ) It will be useful
to have a technique for projecting graph data to smaller
dimensions while capturing as much intrinsic variabil-
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ity in the data as possible. We use PCA as a simple
linear projection and dimension reduction tool and dis-
cover dominant directions/subspaces in data space. As
mentioned earlier, the non-registration of nodes in the
raw data can be an obstacle in applying PCA directly
on elements of A. Instead, one can apply PCA in the
quotient space G, as summarized in Algorithm 4. With
PCA, graphs are represented as low-dimensional Eu-
clidean vectors that facilities further statistical model-
ing and analysis. While several graph embedding tech-
niques can be used to map graphs into Euclidean vec-
tors, see for example [3], the PCA approach comes with
well-known optimality, and one can map the principal
scores back to the graphs.

Given a set of graphs with adjacency matrices A; €
A, let [A,] denote their sample mean in G (obtained
using Algorithm 3) and A} be the matrices registered
to A,. Then, the differences {Af — A,} are elements
of the vector space A and one can vectorize them and
compute a covariance matrix, whose SVD provides the
desired PCA. The algorithm for PCA follows.

Algorithm 4 Graph PCA

Given graphs G; and the associated adjacency matrix A;,
i=1,..,m:
1: Obtain the mean A, and the matched graph A},i =
1,2,..,m, using Algorithm 3
2: Vectorize A7 — A, compute their covariance matrix and
use SVD of this matrix to perform PCA. Obtain direc-
tions and singular values for the principal components.

The extended adjacency matrices can be used for
the graphs with the different sizes, as mentioned before.
One can also append {A} — A,} with node attributes
when nodes are taken into account. The details are left
out here to save space.

5.3 Generative Graph Model

In some situations involving statistical inferences, it
is useful to develop analytical generative models for
graphical data. For example, it can be useful to pro-
duce new chemical molecules [65]. However, model esti-
mation directly from observed graphs may have extra-
neous variance because the graphs are not registered.
We introduce a simple Gaussian-type model in graph
space G to better capture the essential variability of
graphical data. In conjunction with the graph PCA and
potential dimension reduction, we can reach a straight-
forward and efficient statistical model.

Assume that we have a set of graphs with adjacency
matrices A;,7 = 1,...,m. By applying Algorithm 4, we

can get the PC scores s; € R¥ by projecting each A;
to the first k£ principal components space. For model-
ing the principal scores s;’s, we impose a k dimensional
Gaussian model with sample mean and covariance as
the model parameters. Note that while we use a Gaus-
sian model here, one can also use any other paramet-
ric or nonparametric model instead. As alternatives,
some machine learning methods [48] can also provide
ways of reaching Euclidean representations of graphs
and learning generative models directly. For example,
[24] presents a generative graph model where one needs
to gradually add nodes and edges to get a new sample
graph.

6 Experiments and Applications

To illustrate this framework, we have implemented it
on various graph datasets and present the results next.

6.1 Letter Graphs

The Letter Graphs dataset is a part of the TAM Graph
Database used in [46], and consist of small graphs de-
picting 15 uppercase letters (A, E, F, H, I, K, L, M,
N, T, V, W, X, Y, Z) that can be drawn using straight
lines. The edge weights in these graphs are either one
or zero. The nodes have location coordinates in R? so
that the collection of edges form the shape of a letter.
The authors also introduced distortions to the proto-
type graphs at three different levels: low, medium, and
high. Fig. 8 shows some sample graphs of letter A’ at
these three different distortion levels.

First, we use Algorithm 3 to compute mean graphs
of 50 observations associated with the letter ’A’, at each
of the three distortion levels. Fig. 9 shows the results.
To match nodes across multiple graphs, one has to add
several null nodes in the mean shape, as seen in the
resulting means. The mean graphs resemble the letter
A’ in all three cases, despite a significant variability
and distortions in the original data.

Additionally, we perform PCA on this letter data
in the quotient space G and display results in Figs. 10,
11 and 12, for low, medium and high distortion graphs,
respectively. In these figures, each row depicts shape
variability along a principal direction in the given data
in the form of graphs at mean 0,+1,+2 standard de-
viation. This analysis helps identify the main modes of
structural variability in the original data. For example,
Fig. 10 shows graphs along the first three principal di-
rections of variability in the low distortion dataset. In
all these graphs, the primary edges are stable, and there
are no significant changes in principal directions. This
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Fig. 8 Sample graphs of Letter A’ in different levels of dis-
tortion
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Fig. 9 Mean graphs of letter "A’.

implies that observations in this set are quite similar
in shape. However, the results for the medium distor-
tion data shown in Fig. 11 are different. The horizontal
edge 5 — 6 changes significantly in the first principal
direction. In the high distortion level case, there are
significant changes in shapes along all principal direc-
tions. For instance, there are extra edges in the top row
(1 — 4 and 4 — 0) that dominate each principal direc-
tion.

Additionally, we fitted a Gaussian model on PC
scores of these letter graphs. We first use PCA to re-
duce the dimension to capture approx. 80% variance,
resulting in the first 6, 13, and 13 principal compo-
nents out of 35 dimensions for low, medium, and high
distortion letters, respectively. Then, we impose a mul-
tivariate Gaussian model on these principal component
scores. To evaluate this model, we generate some ran-
dom samples from this model and project them into
graph space, presented in Fig. 13. A visible similarity
of these random samples to the original graphs under-
scores the goodness of the model.

G/Ai ; A

Fig. 10 First three principal variations of letter A’ low dis-
tortion. From top to bottom, each row shows the variation for
the first, second and third principal directions, respectively.
For each row, the middle one is mean while toward left and
right, they are the graphs after perturbing the mean by one
and two square root of singular value.
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Fig. 12 Same as Fig. 10, high distortion.

Another vital application of PCA is dimension re-
duction — perform PCA on all graph data and represent
each one using its first few PC scores. In this experi-
ment, we project all 750 samples (50 samples in each
letter class) into the first two principal scores and dis-
play them as their class symbols in Fig. 14. Although
we do not use the class information in this PCA, note
that low-dimensional representations of letter graphs
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Fig. 14 Low distortion letter graphs project into two-
dimensional principal subspace.

separate well into different clusters, according to their
classes.

6.2 Molecular Graphs

In this section, we analyze another graph dataset from
IAM Graph Database [46], this time involving molecu-
lar compounds. These molecules are straightforwardly
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Fig. 15 Sample graphs of molecules.

converted into graphs by representing atoms as nodes
and the chemical bonds as edges. This dataset con-
sists of two classes (active, inactive), which denotes
whether the molecules are active against HIV or not.
Fig. 15 shows some example graphs of active and in-
active molecules. We use the binary edge weights and
atom labels (converted to one-hot vector) as node at-
tributes in these experiments. Setting A = 1 for match-
ing graphs, we present two pairs of geodesics in A and
G in Fig. 16. One can see that the path in G has a more
natural deformation.

The complex structure of molecules results in the
high-dimensional representation in the graph space G,
but we can reduce the representation size using graph
PCA. We perform a graph PCA on the molecule data
as follows. For the 50 active molecules, due to lim-
ited sample size, we only use edge weights (and not
the node attributes) to perform graph PCA. However,
for 200 inactive modules, we utilize both edge weights
and node attributes. Fig. 17 plots the captured variance
versus the number of principal components. We use the
first 22 and 36 principal components for active and in-
active classes, respectively, containing roughly 80% of
the total variance to represent these molecules. For ac-
tive classes, we reconstruct them from the principal
scores. As shown in Fig. 18, one can successfully re-
construct the original graphs with the chosen smaller
dimensions. For inactive classes, we fit a multivariate
Gaussian model to the principal scores. Fig. 19 shows
some random samples generated from the model. Since
the model includes both node atoms and their chemical
bonds, the sample graphs contain both these attributes.
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6.3 Wikipedia Graphs

Our last example comes from communication networks
of the Chinese Wikipedia [1, 56]. In these graphs, the
nodes represent the Chinese Wikipedia users, and an
edge (0 or 1) denotes whether one user left a message
on the talk page to another user at a certain timestamp.
We emphasize that the goal here is to study connectiv-
ity patterns between users and the actual user identity
is not important. We take monthly graphs from the
year 2004, resulting in a sample size of 12 graphs, see
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Fig. 18 Reconstructed graphs of active molecules. For each
pair, left is the reconstruction while right is the original graph.
Some weak edges (around 10% edges weight) have been re-
moved to focus on the prominent edges.
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Fig. 19 Random samples from the Gaussian model for inac-
tive molecules.

Fig 20. On average, each graph has around 300 nodes
and 431 edges. We compute the mean in graph space
G, with results shown in Fig. 21. This graph shows a
clear clustering of users, implying that major subsets of
users actively interact with others in their clusters.
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Fig. 20 Wikipedia graphs
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The results from PCA analysis of these graphs are
shown in Fig. 22. These results show that most of the
user interactions are stable and remain unchanged, while
principal variations in the data come only from a hand-
ful of active users.

6.4 Classification

Even though our prime goal is to develop analytical gen-
erative models for graph data, the framework also eas-
ily applies to classification problems. Here we present
classification results on some benchmark graph datasets
using the proposed framework as follows. We use SVM
with Radial Basis Function (RBF') kernel as the classi-
fier and distance vectors dg (between an unlabelled test
graph and a set of labeled training graphs) as the input.
We first report the results on the letter and molecule
graphs from TAM database [46] in Table 2. The data
have already been split into training, validation, and
test set by the owners. So we report results on the
same test set as in [46]. Additionally, we also apply
this method on some graph datasets from the popular
TU database [30]. For this, we adopt the nested five-
fold cross-validation technique, similar to [34, 60]. The
hyperparameters of SVM are searched on a grid in the
inner loop, while the results are reported on the test
folds of the outer loop. We compare the results with
[60] that uses optimal transport-based distances and
the interquartile interval of corresponding results from
different graph kernels in [34]. (One can find a larger
comparison of graph neural networks in [16].) As the
results show, the proposed metric achieves classifica-
tion results that are comparable with other published
methods.

7 Discussion & Conclusion
In this paper, we build on the foundation laid by Jain

et al. and develop a statistical framework for learning
and analyzing structures of graphs. The quotient space

formulation removes the nuance permutation variability
and helps register nodes across graphs in a natural way.
Due to the isometric action of the permutation group,
the quotient space inherits metric that enables metric-
based statistical analysis of graphs — geodesics, means,
PCA, and Gaussian-type models.

The set of tools developed in this paper are use-
ful in several contexts. For instance, one can use them
to analyze geometrical deep learning methods, where
both data and inferences can involve graphs in different
forms. Low-dimensional Euclidean representations of
graphs will enable direct use of more sophisticated sta-
tistical models, including many deep learning architec-
tures. The ability to reconstruct full graphs from these
representations is vital in synthesizing new graphs.
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