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Abstract

The question why the solar corona is much hotter than the visible solar surface still puzzles solar
researchers. Most theories of the coronal heating involve a tight coupling between the coronal magnetic
field and the associated thermal structure. This coupling is based on two facts: (i) the magnetic field
is the main source of the energy in the corona and (ii) the heat transfer preferentially happens along
the magnetic field, while is suppressed across it. However, most of the information about the coronal
heating is derived from analysis of EUV or soft X-ray emissions, which are not explicitly sensitive
to the magnetic field. This paper employs another electromagnetic channel—the sunspot-associated
microwave gyroresonant emission, which is explicitly sensitive to both the magnetic field and thermal
plasma. We use nonlinear force-free field reconstructions of the magnetic skeleton dressed with a
thermal structure as prescribed by a field-aligned hydrodynamics to constrain the coronal heating

model. We demonstrate that the microwave gyroresonant emission is extraordinarily sensitive to
details of the coronal heating. We infer heating model parameters consistent with observations.
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1. INTRODUCTION

Why the outer region of solar atmosphere, the so-
lar corona, is much hotter than the visible surface of
the Sun, the photosphere, remains one of the greatest
challenges in solar and stellar physics. Comparison of
the full Sun images in the extreme ultraviolet (EUV)
or soft X-ray (SXR) ranges with photospheric magne-
tograms shows that the EUV/SXR brightness from the
areas with strong magnetic field, active regions (ARs),
is noticeably larger than from the quiet Sun areas. This
implies that release of the magnetic energy plays a role in
the coronal plasma heating (e.g., Klimchuk 2006, 2015,
and references therein). However, neither the exact
physical mechanism for the coronal heating nor phe-
nomenological relationship between the magnetic field
properties (e.g., strength, twist, etc.) and thermal coro-
nal plasma have yet been established. Several physical
processes have been proposed for the coronal heating
(see an overview by Mandrini et al. 2000), which fall
in two large groups: stressing models and wave mod-
els. Each model predicts its unique scaling between
such properties of a magnetic flux tube as its length, L,
and the mean (or a footpoint) magnetic field By, (or
Byoot) and the resulting volumetric heating rate @, often
parametrized as power-laws @ o< By, , /L. Once these

properties have been obtained over a representative sub-
set of coronal magnetic flux tubes, the scalings could be
straightforwardly derived from the data. The challenge
is that it is extremely difficult to isolate and reliably
measure properties of individual coronal flux tubes.
Routinely available approaches to probing thermal
coronal plasma rely on either EUV or/and SXR data.
These emissions in the corona are optically thin, which
has both advantages and disadvantages. The advantage
is that the entire corona can be probed at once as the
EUV/SXR intensity (from a given line of sight, LOS) is
determined by distribution of the thermal plasma along
the entire LOS. This includes distributions of density,
temperature, and elemental abundances. By the same
token, this makes extremely difficult to isolate any lo-
calized contribution to the emission, e.g., from a flux
tube of interest. In addition, elemental abundances can
vary in both space and time. Finally, neither EUV nor
SXR emission depend on the magnetic field explicitly;
thus, it is difficult to link the thermal properties with the
underlying magnetic properties. Numerous attempts of
performing such analysis with EUV or SXR data have
yielded somewhat controversial results (Schrijver et al.
2004; Warren & Winebarger 2006, 2007; Lundquist et al.
2008; Winebarger et al. 2008; Dudik et al. 2011; Ugarte-
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Urra et al. 2017, 2019; Schonfeld & Klimchuk 2019) over-
all favoring the ranges 0.2-1 for both a and b (Ugarte-
Urra et al. 2019).

A complementary, but largely unexplored approach,
is the use of coronal thermal radio emission. Main ad-
vantages of the radio emission in addressing the coronal
heating problem are (i) the radio emission is explicitly
sensitive to the magnetic field; (ii) it can be both op-
tically thin and thick; (iii) the magnetic-field-sensitive
gyro emission is unique as it is typically optically thick
from several small gyroharmonics (s =2, 3) and, in ad-
dition, does not depend on the elemental abundances.
To fully utilize the potential of the microwave emis-
sion in addressing the coronal heating problem, spatially
resolved data at many frequencies would be desirable
(Gary et al. 2020).

In this paper we employ microwave data at only two
frequencies focusing on gyro emission at 17 GHz. We se-
lected an AR with a favorable range of the photospheric
magnetic field values that produces optically thick and
thin gyro emission at 17 GHz in multiple locations. We
employ three-dimensional (3D) modeling with GX Sim-
ulator (Nita et al. 2018b) based on several reconstruc-
tions of the coronal magnetic field (Fleishman et al.
2017) which we fill with a thermal plasma according
to a range of parametric heating models. From each
3D magneto-thermal model, we compute synthetic ra-
dio maps and compare them with observations. The
best model, which offers an almost perfect match with
the observational data employed in this study, favors a
parametric heating with ¢ = 1 and b = 0.75.

2. METHODS
2.1. Gyroresonant Mechanism of Microwave Emission

Radio emission from the quiescent corona is formed by
two processes—iree-free and gyro emissions (Zheleznyakov
1962; Kakinuma & Swarup 1962). The gyro emission
from thermal plasma with 7' < 10MK is commonly
called gyroresonant (GR) emission as it typically has
large optical depth at a given frequency f at only sev-
eral resonant layers where the frequency matches small
integer multiples (s = 1, 2, 3...) of the gyro frequency

IB;
f[Hz] = sfp = 2.8 x 1055 B[G]. (1)

For typical coronal temperatures, T'~ 1 —3MK, s =3
is the largest optically thick gyro harmonics (e.g., Lee
2007). The brightness temperature Tz of thermal opti-
cally thick emission is equivalent to the plasma tempera-
ture T', which allows the conversion T5(f) to T'(B) (Nita
et al. 2011; Tun et al. 2011; Wang et al. 2015). This
means that gyroresonant microwave emission provides
spatially resolved information on the coronal magnetic

field and associated thermal structure simultaneously:
the morphology (shapes) of the microwave emission at
various frequencies yields the spatial distribution of the
coronal magnetic field, while the brightness of this emis-
sion directly yields the electron temperature of the coro-
nal plasma.

This simple picture of optically thick GR emission
from the third gyro harmonics has important limitations
that, in fact, help model validation. The GR opacity de-
pends on the viewing angle between the LOS and the di-
rection of the magnetic field vector. The opacity is small
within a conical region along the magnetic field, which
results in a longitudinal transparency window. The an-
gle of this cone, which is typically within 10-20°, de-
pends on T, ne, s, and the wave-mode o: o = 1 for the
ordinary (O) mode and o = —1 for the extraordinary
(X) mode. This means that the GR emission from the
third gyro layer can be weak if it is observed within such
a transparency window. Then, for higher temperatures,
T 2 4MK, gyro-resonant layers at higher harmonics
(s = 4,5) can have a significant optical thickness to
produce unexpectedly bright gyro emission from regions
with relatively small magnetic field.

This implies that the microwave GR emission is sensi-
tive to details of the spatial distribution of coronal mag-
netic field and thermal plasma. We employ this sensitiv-
ity to constrain a likely parametric heating model of the
solar corona. Below, we devise and validate a set of 3D
magneto-thermal models, as illustrated in the work flow
chart shown in Figure 1 and described in the remainder
of this section.

—
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Figure 1. Workflow showing main steps of production and
validation of the magneto-thermal models of an AR. Input,
outcome, and iterative steps are given on top of dark gray
background.



2.2. Selection of Active Region—AR 11520

In this study, we employ optical/magnetic field
data available from the Solar Dynamics Observa-
tory /Helioseismic and Magnetic Imager (SDO/HMI,
Scherrer et al. 2012) and microwave data available from
the Nobeyama Radioheliograph (NoRH, Nakajima et al.
1994) at 17 GHz and the Siberian Solar Radio Telescope
(SSRT, Grechnev et al. 2003) at 5.7GHz. Our focus
is on the 17GHz data where we searched for reason-
ably complex cases with multiple bright sources, which
might be produced by a combination of optically thick
and thin GR emission. Among several candidates, we
selected the AR 11520 while around the solar disk center,
which later produced one of the largest solar eruptions
ever observed (Baker et al. 2013).

Figure 2 shows an overview of the data used in our
analysis, on 2012-Jul-12, around 05:00 UT. Panel (a)
shows the photospheric LOS magnetogram; the cor-
responding vector magnetic data are used as a bot-
tom boundary condition for coronal magnetic recon-
structions using either potential (POT) or our validated
nonlinear force-free field (NLFFF) extrapolation codes
(Fleishman et al. 2017); three sets of field lines obtained
from the best magnetic model are color coded to facili-
tate our analysis. Flux tubes 1 and 2 originate from cen-
ters of two large umbrae with positive magnetic polarity,
while flux tube 3 originates from a smaller umbra with
negative magnetic polarity located next to a neutral line.
This flux tube projects very close to the neutral line.
Panel (b) shows the photospheric white light map, which
is used to create a model of solar chromosphere (Nita
et al. 2018b). This chromospheric model does not have
any free parameter to be fine tuned in our modeling; but
it is needed to define the location-dependent height of
the transition region (TR), where the hot corona begins.
Panel (c) shows the brightness distribution of microwave
emission at 17 GHz along with the polarization informa-
tion. This is the main data source employed to fine tune
and validate the 3D magneto-thermal models of the AR.
Panel (d) shows the microwave brightness distribution
at a lower frequency, 5.7 GHz, which is used to double
check the model validity in the 3D domain. The bright-
ness peak of the 5.7 GHz emission projects onto a neutral
line and flux tube 3, although in our case the brightness
temperature of this source is not as high as the “pecu-
liar” neutral-line-associated sources reported by Kundu
et al. (1977); Uralov et al. (2008) and others.

Figure 2¢ displays two bright, right-hand circularly po-
larized (RCP; green contours), GR sources that project
onto two largest umbrae in the center of panel (b), which
are associated with two patches of strong positive mag-
netic field in panel (a). A weaker microwave source, ex-
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Figure 2. Images of AR NOAA 11520 taken at 2012-Jul-
12 05:00 UT: SDO/HMI LOS magnetic field (a), SDO/HMI
Continuum (b), NoRH image at 17 GHz at 05:10UT; the
peak brightness temperature is 360.6 kK (c), and SSRT daily
averaged observations at 5.7 GHz; the peak brightness tem-
perature is 2,670.9kK (d). Microwave intensity images (c,
d) are over-plotted with contours showing positive (green)
and negative (blue) polarized brightness of the radio emis-
sion. Contours correspond to the Stokes V brightness at
the levels of [ -4, 75, 150, 225, 300, 375, and 450] kK for
NoRH and [-600, -500, -400, -300, -200, -100, 50, 100, 150,
200, 250, and 300] kK for SSRT data. The filled gray el-
lipses in the upper right corners of panels (c) and (d) show
the FWHM instrumental beams for NoRH and SSRT data.
The three numbered colored bundles in panel (a) are flux-
tubes demonstrating the NLFFF magnetic field connectivity
of three regions (umbrae) with the strongest magnetic field,
see Table 1. They are color coded to facilitate further anal-
ysis and discussion.

tending towards a left-hand circularly polarized (LCP;
blue contours) source, projects on a region of a negative
magnetic field and a neutral line in panel (a).

Eqn (1) implies that having a gyro resonance with
s = 3 at 17GHz requires B,.; ~ 2024 G. Inspection
of the photospheric magnetogram in these three regions
shows that the maximum magnetic fields are ~ 3280,
3490, and 2600, respectively, which exceed the resonant
value B, in all these regions. Thus, the LOS towards
each of these regions must intersect the resonant level
at a certain height. If this happens at a coronal height,
where the plasma is hot, the GR source should be bright;
if at a chromospheric height, where the plasma is cool,
the GR source should be dim. From our 3D reconstruc-
tions described below, the estimated maximum values at



4

the 1 Mm height are =~ 2620, 2830, and 1880 G, respec-
tively. This is consistent with having only two bright GR
sources at 17 GHz; the third one would also be bright if
the fourth gyro harmonics were optically thick, which
is not observed. This offers very stringent constraints
on the coronal temperature distribution and makes this
AR highly suitable for studying the coronal heating.

2.3. 8D Reconstructions of the Coronal Magnetic Field

In this study we employ a few different methods of
coronal magnetic field reconstruction. Perhaps, the sim-
plest one is the potential field reconstruction (POT)
which uses a vertical B, component of the photospheric
magnetogram. We use a very fast (although, not neces-
sarily the most precise) fast Fourier transform (FFT) im-
plementation of the POT reconstruction, which is an in-
tegral step of the automated model production pipeline
(AMPP, Nita et al. 2018a, Nita et al. 2020 in prep.) in
the GX Simulator package (Nita et al. 2018b). In ad-
dition, we use several NLFFF reconstructions that uti-
lize full vector boundary condition based on: (i) the AS
code that follows the weighted optimization algorithm
(Wiegelmann 2004), which is also part of the AMPP;
(ii) the IM code that follows full optimization algo-
rithm (Wheatland et al. 2000) with varying boundaries;
and (iii) the IMO code—full optimization algorithm with
fixed boundaries. The AS and IM codes were described
and validated by Fleishman et al. (2017).

2.4. Modelling thermal structure

Nita et al. (2018b) described the general approach to
dressing the magnetic skeleton with a thermal plasma
within the GX Simulator modeling framework. It is
based on the field-aligned hydrodynamic models with
assumed heating on the individual magnetic flux tubes
defined by the extrapolated field line structure. The vol-
umetric heating rate on a given field line is modelled as
a power-law of the magnetic field B,,4 averaged along a
field line and its length L

a b
Q= Qo <B§;g> (LLO> , Jergem™ s (2)

where a and b are power-law indices depending on the
heating mechanism, By = 100 G is a typical (normaliza-
tion) magnetic field, Ly = 10 cm ™3 is the normalization
length, Qo is a typical heating rate. This form of the vol-
umetric heating rate is often referred to as parametric
heating law. To apply such a heating law to every voxel
associated with a closed magnetic field line, GX Simu-
lator processes the 3D magnetic data cube to create all
relevant field lines and compute their B, and L. Fig-
ure 3 displays the scatter plot of B,,, and L values for
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Figure 3. Averaged magnetic field (panel a) and (a = 1,
b = 0.75) heating rate (panel b) versus magnetic field line
length, for all volume voxels (black symbols) and the three
color-coded fluxtubes shown in Figure2a. The blue lines
over-plotted on each panel represent an empirical fit that
assumed an empirical-inferred non-linear dependence given
by log? Bav, = 48.61 — 1.84log L.

the best magnetic reconstruction obtained in our study
in panel (a) and a corresponding scatter plot of @ and
L values obtained for the same model dressed with an
optimal parametric heating law in panel (b).

Once these properties have been computed and the
heating law selected, GX Simulator applies precom-
puted lookup tables to fill each voxel with the corre-
sponding differential emission measure (DEM) distribu-
tion. These lookup tables are obtained from hydrody-
namic simulation code—Enthalpy-Based Thermal Evo-
lution of Loops (EBTEL, Klimchuk et al. 2008; Cargill
et al. 2012a,b; Bradshaw & Viall 2016; Ugarte-Urra et al.
2017). GX Simulator contains two lookup tables, de-
scribed by Nita et al. (2018b); see their Egs. (4), (5) and
the associated text. One of them, EBTEL-steady, as-
sumes small, but very frequent heating episodes, which
results is essentially steady heating. The other one,
EBTEL-impulsive, assumes more seldom, but propor-
tionally stronger heating episodes (having a symmetric
triangular shape with duration of 20s, repeating every
10,000s) with long cooling phase—the case of the im-
pulsive heating. The default lookup table, used in this
study, is EBTEL-impulsive, as the impulsive heating is
favored by observations (e.g., Klimchuk 2015).

The release of GX Simulator described by Nita et al.
(2018b) employed a rather time consuming method of
field line computation and a time consuming interpola-
tion of the DEM from the neighboring B4 and L grid
points of the EBTEL lookup tables. Since then, the
tool was substantially upgraded such as the speed of the
field line computation increased greatly and a few faster

Q (erg /cm®/s)



approaches to the DEM interpolation were developed.
In this study we employ the fastest “nearest index” ap-
proach, which greatly facilitates producing a large num-
ber of thermal models needed in our analysis. Our tests
show that this method slightly underestimate the heat-
ing for a given @)y, which can easily be compensated by
a slight increase of ()y. To compute microwave emission
we employed moments of the DEM distributions:

N = < / DEM(T) dT)1/2 , (3)
_ /T -DEM(T)dT

2
ne

T

2.5. Sensitivity of the Gyroresonant Microwave
Emission to the Coronal Parametric Heating

The plasma temperature in a given flux tube is deter-
mined by a volumetric heating rate () and the length of
the loop L. It can be approximated by a power-law

T x Q*L7, (4)

with indices a and [ varying depending on the heat-
ing details. For example, « = 2/7 =~ 0.286 and
B = 4/7 = 0.57 for a classical steady heating (Rosner
et al. 1978); see also (Patsourakos & Klimchuk 2008;
Nita et al. 2018b).

We computed the mean temperatures using Eq. (3) for
all gridpoints for both lookup tables separately, and then
determined the best indices from fitting on the clouds of
the data points. Figure 4 shows the results of this fit-
ting for EBTEL-steady (panel a) and EBTEL-impulsive
(panel b) tables. For EBTEL-steady this analysis yields
Osteady = 0.28 and Bgready = 0.57, which is consis-
tent with the classical steady heating values given above
(Rosner et al. 1978). The default EBTEL-impulsive ta-
ble yields mp = 0.34 £ 0.07 and By = 0.44 £ 0.04,
which is measurably different from the steady heating
case. Substituting a given parametric heating law de-
scribed by Eq. (2) into Eq. (4) we obtain:

T x B*[P~bo, (5)

Let us demonstrate that the distribution of the coronal
temperature over strong magnetic field regions in the se-
lected AR is highly sensitive to the parametric heating
indices. To do so, we employ properties of the mag-
netic field lines associated with three strong-magnetic-
field regions in Figure2a. Tablel shows two metrics
needed for our heating model (two top lines) along with
several other metrics, because some models may em-
ploy them (see, e.g., Schrijver et al. 2004): L: magnetic
field line length; (Bgyg): mean magnetic field along the

5

Table 1. Geometrical and magnetic field properties for
the flux tubes shown in Figure 2a, averaged over 400 field
lines.

Parameter  Fluxtube 1  Fluxtube 2  Fluxtube 3
L(10%m)  2228+0.21 12.96+0.23 2.04+0.19
(Bavg) (G) 18243 197+5 1107 £ 59
(B_)o(G)  714+156 146 £29 1799 + 206
(B_)rr (G) 541+£61 128+15 1354 £ 273
(Biop) (G) 200 32+1 945 £ 135
(By)rr (G) 2840+£141 25324122 1082 4205
(By)o(G)  3410£13 2984430 1199 +223

field line; (B_)o & (B_)rg: negative polarity footpoint
mean absolute magnetic field at the photospheric and,
respectively, transition region heights; (B )¢ & (B )7r:
positive polarity footpoint mean absolute magnetic field
at the photospheric and, respectively, transition region
heights; By,p: mean magnetic field at the loop top. The
metrics needed to apply our heating model for the three
selected flux tubes are: Bgyg1 = 182G, Ly = 220 Mm;
Bavg2 = 197G, Ly = 130Mm; and Bgyg3 = 1100G,
L3 = 20 Mm; see Table 1. Here, for illustration only, we
adopt the impulsive heating indices o = iy = 0.34,
B = Bimp = 0.44, b = 0.75 (see Table2), and consider
two values of a: a =1 and a = 2.

Normalizing the volumetric heating rate such as Ty =
2 MK, we obtain comparable values of T7 = 2.15 MK and
T5 ~ 2.55 MK for a = 1. In contrast, for a = 2, we ob-
tain remarkably different temperatures of 77 ~ 2.1 MK
and T3 ~ 4.6 MK. This estimate implies that the bright-
ness ratios between the radio sources associated with
these three different areas will differ measurably depend-
ing on the involved heating mechanism. This sensitivity
permits us to substantially constrain the parameters of
the coronal heating law.

2.6. Computing Synthetic Radio Maps

GX Simulator permits us to select an arbitrary FOV
within the model with arbitrary size of the image pixel.
Once selected, the tool solves for intersections between
each LOS and the model voxels over a non-uniform grid
and creates the LOS information to be used by the ra-
diation transfer codes. This LOS information is then
sent to a computing engine (a dynamic link library, dll)
that numerically solves the radiative transfer equation
(Fleishman & Kuznetsov 2014). This radiative trans-
fer includes GR and free-free emission and absorption
and also accounts for the polarization transformation
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Figure 4. Scatter plots and best linear regression laws obtained with the cross-correlation for two EBTEL lookup tables
available at GX Simulator—the steady state (a) and impulsive (b). The indices a and § of the regression laws are given in the

panels along with the correlation coefficient r.

along LOS; in particular, when the radiation propa-
gates through quasi-transverse (QT) magnetic field lay-
ers, where the mode coupling can be either strong or
weak depending of the frequency and ambient plasma
parameters. The results of this radiation transfer for
each pixel over a selected range of frequencies are put
together to form a set of multi-frequency images. The
image resolution is defined by the user-selected size of
the image pixel, while does not depend on any instru-
mental resolution.

In our analysis, in all cases, we selected the same
200" x 200" FOV for all models with the 2”7 x 2" pixel
size. We made computations over 100 frequencies be-
tween 1 and 42 GHz that include both 17 and 5.7 GHz
for direct comparison with the NoRH and SSRT data.

2.7. PSF-convolution of synthetic maps and their
co-alignment with the observed ones

To compare quantitatively the synthetic and observed
radio maps, we performed the following steps:

a) The synthetic radio map was convolved with the in-
strument PSF and shifted to correct for the possible in-
strumental positioning inaccuracy (see below). We used
the model PSFs of NoRH (provided by the SolarSoft
NoRH package) and SSRT (using the code provided by
V. Grechnev, private communication) corresponding to
the times of observations. The model NoRH beam was
corrected (degraded) by a factor of 1.185 to improve the
overall comparison with the observed images; this is sim-
ilar to a ‘Clean Beam Width Factor’ often applied while
generating RHESSI images (Kontar et al. 2010).

b) The observed radio map was interpolated and trun-
cated to match the resolution and FOV of the synthetic
map, respectively, which enabled pixel-by-pixel compar-
ison.

Since interferometric instruments do not always pro-
vide an accurate image positioning, we applied an ad-
ditional 2D shift to the synthetic radio maps' to pro-
vide a better alignment with the observed ones. The
best alignment was achieved by maximizing the pixel-
by-pixel cross-correlation coefficient r(Az, Ay) of two
radio maps. We searched for the local maximum of the
cross-correlation coefficient using the steepest-descent
method, starting with zero shift. In all cases, the op-
timum shift proved to be smaller than the instrument
PSF width. We computed the optimum shift using the
intensity maps, and the same shift was then applied to
the polarization maps. After this co-alignment, a cut-
out of the observational map with the same 200" x 200"
FOV (as in the synthetic map) was used in the analysis.

2.8. Selecting best heating rate for a given parametric
heating model

Once we have selected a coronal magnetic field struc-
ture, the synthetic radio emission map becomes only de-
pendent on the average heating rate Qg and the heating
model parameters a and b; thus our aim is to find the
combination of these three parameters that provides the
best match to the observations. For a given combina-
tion (a,b), we searched for the best-match heating rate
Qo using the total emission intensity (which increases
as the heating rate increases). The total synthetic ra-
dio emission intensity (in sfu) from the considered active
region 1124 (Qy) was computed by integrating the emis-
sion intensity over the region of interest (ROI) above a
given brightness threshold (in this case adopted to be
12% of the map brightness peak), for several represen-

1 Technically, this is more convenient than to shift the observed
maps.
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Figure 5. Illustration of the procedure used to find the best
heating rate for a given pair of a and b exponents in the para-
metric heating law. Five synthetic images are computed for
different heating rates Qo and displayed as background maps
and [12; 30; 80]% black contour levels, to be compared with
the observed NoRH 17 GHz image, overlaid as [12; 30; 80]%
orange contour levels. The computed Pearson correlation co-
efficients r and the (p) metrics are computed and displayed
in each case. The (p) metrics are plotted in the last panel as
a function of Qo, the data are interpolated, and the intersec-
tion with the level zero (black dashed lines) gives the best
Qo for the given pair of a and b. Intersections with the edges
of the (p) confidence interval (red dashed lines) provide the
Qo confidence interval.

tative values of the heating rate Qo (see Fig. 5). Then
the dependence of log I'™°4(Qg) on log Qy was interpo-
lated by a third-degree polynomial. The best-fit value of
Qo was found by solving the equation I{gﬁﬁ(Qo) = Itoft;l,
where Ifobtil is the total observed radio emission intensity
from a ROI within a 12% contour of the observed radio
map obtained as described in Section 2.7. The confi-
dence range of (Qy can be estimated from the relation
Imod(Qg) = Iohs | &+ AISRS | where AISE, is the instru-
mental uncertainty in determining the absolute radio
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flux. This algorithm can be implemented by equating
to zero one of the following metrics:

1
N 4

3

<p>:}v§}(i”>’ (©

where x; and y; are the model and, respectively, the
observed brightness in pixel ¢, and NV is the total number
of valid pixels for which the comparison is made.

2.9. 2D Cross-Correlations, Residuals, and Other
Metrics of Success

(R) = (i — i),

N
=1

To quantify goodness of models we want to use nor-
malized sum of squares of the individual residuals:

N 2
W-xxG-). o
n_ 1o 2
<R>:NZ($i_yi)' (8)
i=1

However, these measures are biased for the following
reasons. In Section 2.7 we used a residual (p) computed
within a user-defined area of the image to specify the
best heating rate Qg for each given case. Ideally, we
must have (p) = 0 and (R) = 0, but in reality they
are not zeros. A more important is that these (best)
residuals are different for various models. This means
that each ‘best Qo synthetic image is systematically off
by its unique (small) value compared with the observed
image.

To make up for such potentially non-zero residuals, we
adopt following metrics of success:

N
= i — = (R = (R = (R)E, (9)

which reduce to Eq. (7) and (8) in the ideal case of zero
averaged residuals.

Original image observed by NoRH contains two well
separated microwave sources associated with two um-
bras of a complex sunspot located in the middle of AR
11520. To quantify the ability of different models to
reproduce the relative locations of these sources, we in-
troduced an additional metric dyoq/dobs, Where diyoq is
the distance between the brightness peaks of these two
sources in a synthetic map, while d,,s is the distance
that was actually observed by NoRH at 17 GHz.
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Figure 6. Synthetic and residual maps for thermal mod-
els produced using POT extrapolation. Left column: PSF-
convolved best-Qo synthetic maps obtained for various para-
metric heating laws (indices a and b are printed in the pan-
els) are shown as background images and black contours at
[12, 30 and 80]% of the maximum brightness temperature.
The shift (Az and Ay) needed to co-align the model image
with the observed one is printed in the panels. The observed
17 GHz NoRH images are shown in yellow at the same con-
tour levels. The color scale in each column is shown by the
colorbars placed at the top of the Figure. Right column: the
associated residual maps. The cross-correlation coefficient
(), mean residual ((p)) and variance (o) are printed in the
panels.

2.10. Validation and selection of the best
magneto-thermal model

In this study, we employ distribution of the brightness
temperature of Stokes I, Ty 17, at 17 GHz to fine tune the
heating rates g and to then select the best a and b pairs
for each 3D magnetic model. This forms a set of best
thermal models, whose metrics of success (Table 2) can
be compared to each other in order to select the very
best model.
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Figure 7. Same as in Figure6 but for AS NLFFF extrap-
olation. The color scale in each column is shown by the
colorbars placed at the top of the Figure.

In addition, we use two more metrics to validate the
magneto-thermal models. One of them is the bright-
ness distribution of the Stokes V parameter, Ty 17, at
17 GHz. This gives a complementary information to the
T7,17 distribution because the absolute values of both
T7 and Ty depend on local conditions at the gyro layer,
while the sign of Ty depends also on conditions along
the LOS: if there is (are) QT layer(s) along the LOS, the
sense of polarization can be affected. Thus, having a cor-
rect Ty 17 distribution additionally justifies the magnetic
model at high heights of the data cube. This is impor-
tant because building the magnetic field lines, used to
create the thermal model, depends on the magnetic field
at those high heights. Another measure sensitive to the
magnetic field at high heights is the radio brightness at
a low frequency, which forms high in the corona. Here
we employ the radio brightness at the available 5.7 GHz
SSRT frequency.



3. MAGNETO-THERMAL MODELS, THEIR
COMPARISON AND VALIDATION

To create the magneto-thermal models, we used four
different magnetic models—one POT and three NLFFF
extrapolations, see Section 2.3, using exactly the same
FOV, model sizes, and spatial resolution. To select the
best parametric coronal heating model (the best com-
bination of Qo, a, and b) we performed a number of
initial tests, from which we concluded that models with
a > 1 do not offer any good morphological match be-
tween synthetic and observed 17 ;7 images: they all pre-
dicted measurably stronger emission from the eastern
footpoint of Flux Tube3 than observed. Ugarte-Urra
et al. (2019) found that a and b are not independent, so
that an increase of a can be (partly) compensated by a
decrease of b and vice versa. Therefore, we adopted a
single ¢ = 1 value and considered three different values
of b =1, 0.75, 0.5. For each a and b pair, we identified
the best Qg as described in Section 2.8; Figure 5. A more
systematic study of the a — b grid is underway.

To compare the PSF-convolved best-Qq synthetic
maps with the observed 17 ;7 maps, we co-align them
as described in Section 2.7, compute and plot the resid-
ual maps, and compute metrics of success as described
in Section2.9. This set of maps for the reference case
of POT extrapolation is shown in Figure 6, while the
best NLFFF case obtained with the AS code is given
in Figure 7; we do not show maps for two other NLFFF
extrapolations, IM and IMO, as the AS NLFFF extrap-
olation outperforms the other ones for this instance of
AR 11520; see below. Metrics of success of these ‘best
o’ models are given in Table2. The best metrics for
each magnetic cube are highlighted by the boldface in
Table2. Note that for various magnetic models, their
best heating laws are not identical to each other. For
example, we found b = 0.5 to be the best for the POT
model, and b = 0.75 for the AS model.

Between four best magneto-thermal models high-
lighted in Table2 we now select the very best one by
comparing their O'IQ) and other metrics shown in Table 2.
This favors the AS model with @ = 1 and b = 0.75. This
choice, made based on the numeric metrics, is consis-
tent with the visual inspection of the residual maps: the
middle row residual map in Figure 7 is almost uniformly
green (near zero residuals); thus, the model reproduces
the data equally well throughout the entire ROI.

Additional confirmation in favor of this selected model
comes from the inspection of other metrics given in Ta-
ble3. In particular, the correlation coefficient between
the synthetic and observed polarization maps, Ty 17, is
99.1% (Figure 8), while the corresponding residual map
is almost uniform, with 03 = 0.05. The brightness tem-
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perature distribution at 5.7 GHz is also reproduced well,
see Figure 9, in particular, the brightness peak projects
on the neutral line as observed because the hottest
plasma is located there as illustrated in Figure 10; the
correlation coefficient is 99.4% and 0,% = 0.037. We do
not put too much quantitative weight on this 77 5 7 met-
rics because the SSRT image is obtained using a long
integration; thus, both magnetic and thermal structures
could evolve during this time. For the same reason, we
do not use the polarization map at 5.7 GHz. We con-
clude that the AS model with @ = 1 and b = 0.75 is
our best magneto-thermal model, which truthfully re-
produces both the magnetic and thermal structures of
AR 11520 on 2012-Jul-12 05:00 UT. The thermal struc-
ture of this best model is illustrated in Figure 10. This
animated Figure shows the 3D distribution of electron
temperature, density, and pressure along with the mag-
netic field pressure. Importantly, despite of a relatively
simple heating law that depends on only three param-
eters, the thermal structure shows a lot of complexity
due to the underlying complexity of the magnetic skele-
ton above the 1000 km height. Below that height, only
the standard chromospheric model described in Nita
et al. (2018b) is present, and thus not shown, while
between 1000 and 2000 km there are both coronal and
chromospheric voxels depending on the underlying chro-
mospheric structure. Panels (d,f), for comparison, show
the hydrostatic atmosphere solutions (dashed curves) for
T = 3MK. Note that at high heights the numerical so-
lutions are rather close to the hydrostatic ones, while
they deviate from each other strongly in the low corona;
especially, for the red line that corresponds to the flux
tube associated with the neutral line. This is because,
in the magnetically closed corona, the thermal structure
primarily depends on conditions along the magnetic field
lines, rather than on the height.

4. DISCUSSION AND CONCLUSIONS

Starting from Kundu et al. (1977), spatially resolved
microwave observations from many instruments, such as
VLA, RATAN-600, OVSA, NoRH, and SSRT, have been
employed to infer both magnetic and thermal properties
of ARs (see, e.g., Alissandrakis et al. 1980; Gary & Hur-
ford 1994; Topchilo et al. 2010; Korzhavin et al. 2010;
Tun et al. 2011; Kaltman et al. 2012; Wang et al. 2015;
Stupishin et al. 2018; Alissandrakis et al. 2019, and ref-
erences therein). These and other studies reported dis-
tributions of radio brightness temperature indicative of
coronal temperature distribution over the corresponding
gyroresonant surfaces. These temperature distributions
were then put in a framework of a model to constrain
coronal parameters. While some studies (Gelfreikh &
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Table 2. Metrics of the magneto-thermal models agreement with Stokes I images
obtained at 17 GHz. All metrics are computed within the area where the observed
intensity at 17 GHz is above 12% of its maximum value. The last column shows
the ratio of distances between radio sources in a synthetic image and observations
dmod/dobs. The best metrics for each magnetic model are highlighted with the bold

font.
Model a b r (R) o% x107° (p) 0'/3 dmod/dobs,
AS 1.00 0.50 0.995 -2073. 0.150 -0.037  0.020 0.97
AS 1.00 0.75 0.998 -3035. 0.079 -0.018 0.006 1.01
AS 1.00 1.00 0.995 -3945. 0.232 0.016  0.026 0.57
IM 1.00 0.50 0.974 -586. 0.839 0.003 0.082 0.87
M 1.00 0.75 0.963  261. 1.182 0.034  0.093 0.87
M 1.00 1.00 0.951 -386. 1.544 0.062  0.091 0.87
IMO 1.00 0.50 0.989 -457. 0.376 -0.043 0.048 0.92
IMO 1.00 0.75 0.993 -170. 0.234 -0.026  0.032 0.94
IMO 1.00 1.00 0.995 -36. 0.149 -0.006 0.016 0.96
POT 1.00 0.50 0.983 -169. 0.560 0.028 0.037 0.98
POT 1.00 0.75 0.973 -1133. 0.896 0.053 0.045 1.01
POT 1.00 1.00 0.953 -1700. 1.526 0.105 0.118 1.08

Table 3. Metrics of the magneto-thermal models agreement with Stokes V images obtained at 17
GHz and Stokes I images at 5.7 GHz for the full field of view.

17 GHz (V) 5.7GHz (I)
Model a b r (R) o% x107° r (R) 0% x107% (p) o’
AS 1.00 0.75 | 0.989 3529 0.087 0.992 45341 16.378 0.429 0.511
IMO 1.00 1.00 | 0.372 -11727 1.085 0.990 75853 30.332 0.496  0.566
POT 1.00 0.50 | 0.981 4404 0.121 0.978 65931 27.131 0.688 1.160

Lubyshev 1979; Krueger et al. 1985; Korzhavin et al.
2010) utilized simplified (e.g., dipole) magnetic models,
others used more realistic potential or force-free extrap-
olations (Alissandrakis et al. 1980; Tun et al. 2011; Nita
et al. 2011; Stupishin et al. 2018; Alissandrakis et al.
2019). The associated thermal models relied on vari-
ous assumptions, such as a plane-parallel stratification
of the corona, monotonic behavior of coronal parameters
along a LOS, hydrostatic equilibrium or others, which
may or may not be valid. More importantly is that
those thermal models were decoupled from the underly-
ing magnetic skeletons.

The coupling between the thermal and magnetic struc-
tures is crucial for understanding coronal heating be-
cause it is the magnetic energy that is somehow dissi-
pated to support the hot corona. This dissipated mag-
netic energy is deposited on individual magnetic flux
tubes; thus, thermal properties of these flux tubes are

the outcome of the field-aligned (1D) hydrodynamics
(Klimchuk 2006, 2015). Our novel approach to the
microwave modeling closely packs the 3D volume with
those individually heated flux tubes such as each model
voxel associated with a closed magnetic field line is be-
ing populated by a realistic thermal plasma within the
GX Simulator methodology (Nita et al. 2018b). Having
the thermal plasma defined in all voxels of the model,
rather than along a subset of bright loops, makes the
magneto-thermal model realistic, as shown in Figure 10.
This approach has been successfully applied to mod-
eling microwave emission from AR 12673, which had
a record-breaking coronal magnetic field (Anfinogentov
et al. 2019). However, Anfinogentov et al. (2019) have
not specifically considered the coronal heating problem.

AR 11520, which we model here, is perfectly suited for
addressing the coronal heating problem, because its GR
emission at 17 GHz comes from three different sources
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Figure 8. Comparison between synthetic and observed
Stokes V for three best models: AS, IMO, and POT. The
color scale in each column is shown by the colorbars placed
at the top of the Figure. The panel layout is the same as in
Figure 6.
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Figure 9. Models-to-data comparison for AS extrapolation
at 5.7 GHz assuming the optimal indices a = 1 and b = 0.75
according to the best case in Table 2. Contours correspond
to [12, 30 and 80]% of the maximum brightness temperature.

with remarkably different connectivities; see Figure 2a
and Table 1. This means that various parametric heat-
ing laws described by Eq. (2) with different a and b will
result in measurably distinct distributions of the syn-
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Figure 10. Electron temperature (a,b), density (c,d), and
pressure (e,f) distributions in the model box. For the refer-
ence, panels (g,h) show distribution of the magnetic pressure.
Images show horizontal distributions of the corresponding
values at Z = 3 Mm. Plots show vertical dependence above
three locations marked by colored symbols in the associated
images. Panels (d,f) also show two hydrostatic solutions for
T = 3 MK and two different initial values at Z = 0. We also
provide an animated version of this figure that, using the
same layout, displays the density and temperature distribu-
tions as the vertical coordinate changes from the bottom to
the top of the model box. The vertical coordinate is plotted
in the images; location of the displayed plane is indicated
by moving vertical line in panels (b,d,f;h). The animation
length is 8 seconds.

thetic GR brightness. We emphasize that dependence
on both Bgyg and L in Eq. (2) is needed. Even though,
there is a general trend that Bg,g is getting smaller for
larger L, our attempt to find a linear regression between
these two values has failed. Similarly to Mandrini et al.
(2000), we found that a nonlinear relationship links Bg,g
and L much better than a linear regression; see Figure 3.

It is further important that the individual magnetic
field lines, which control the parametric heating prop-
erties, are computed from the entire magnetic model.
Therefore, even the GR emission, formed very low in the
corona, is sensitive to what happens at higher heights
of the magnetic skeleton. Thus, if we have obtained the
synthetic brightness distribution matching observations,
this match validates both magnetic and thermal mod-
els of the AR at once. This permits solid conclusions
on the preferred parametric heating law based on the
data-validated 3D model. Here we have employed these
unique properties of the GR emission to select the best
heating model, which has a =1 and b = 0.75.

The GX Simulator methodology has been applied by
Schonfeld & Klimchuk (2019) to modeling EUV emission
from ARs. Schonfeld & Klimchuk (2019) have tested
three favorite models: (i) ‘critical angle’ with a = 2 and
b =1, (ii) ‘critical twist’ with @ = 2 and b = 2, and
(iil) ‘resonance’ with a = 0 and b = 2. They rejected all
three models, which is consistent with our best model
that has @ = 1 and b = 0.75.
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Figure 11. Models-to-data comparison for AS NLFFF ex-
trapolation at 17 GHz assuming the optimal indices a = 0.3
and b = 0.2 reported by Ugarte-Urra et al. (2019). Contours
correspond to [12, 30 and 80]% of the maximum brightness
temperature.

Ugarte-Urra et al. (2019) performed a systematic
search over the a and b parameter space in another
AR by isolating and analyzing individual bright loops
in EUV and associated magnetic flux tubes in NLFFF
reconstructions of ARs. They concluded that the best
heating model has a = 0.3 and b = 0.2 with the range
of uncertainties ~ £0.2. They noted that B,,, and
L are correlated to each other; thus, dependencies of
them are not independent—Ilarger a requires smaller b
and vice versa. To directly test if their model could be
consistent with microwave emission from AR 11520, we
adopted a = 0.3 and b = 0.2, determined best @y as de-
scribed in Section 2.7, and computed synthetic maps and
their residuals with the data. Figure 11 explicitly shows
that the GR brightness distribution computed from this
model does not agree with the data; thus, it can firmly
be rejected in the case of AR 11520.

There could be both methodological and physical rea-
sons for this apparent disagreement. In our study we
explicitly demonstrated high sensitivity of the modeling
results to the employed magnetic model. In contrast
to the microwave case, the main problem of the model
validation with EUV emission is its insensitivity to the
magnetic field, aside from the shape of the bright EUV
loops. This means that an important step of quantita-
tive validation of the magnetic model by data is missing
in the EUV case. A possible physical reason is that
we modeled an averaged thermal structure in the AR
volume, while Ugarte-Urra et al. (2019) considered indi-
vidual bright loops. It is possible that average heating
and enhanced “selective” heating that supports bright
loops standing out cleanly against the background are
different from each other. Clearly, this question deserves
further analysis using more data and more ARs.

The fact that a 3D magneto-thermal model, built us-
ing a parametric heating law that depends on only three
free parameters, matches observations very closely is

a great success of the heating parametrization in the
form of Eq. (2). We emphasize that our thermal model
pertains to a smooth (i.e., average) coronal component,
rather than bright coronal loops. The use of the NoRH
microwave images with a moderate spatial resolution is
well suited to constrain this average component because
the radio brightness is itself naturally averaged due to
this moderate resolution. It is likely that observations
with higher spatial resolution will favor a more sophisti-
cated model with Qq, a, and b dependent on the spatial
location.

It would now be interesting to link our best model
(a = 1 and b = 0.75) with a specific heating mecha-
nism. Mandrini et al. (2000) reviewed a range of the
proposed coronal heating mechanisms and listed corre-
sponding parametrizations in their Table 5, which, how-
ever, does not include any case with a = 1 and b = 0.75.
Perhaps, their case closest to oursis a = 1 and b = 1,
which is clearly not favored by our modeling; see the
bottom panel in Figure 7 and our Table2. The scaling
laws listed by Mandrini et al. (2000) depend not only
on B,y and L, but also on other parameters such as
plasma density and transverse velocity at the base of
the corona. Dependences of the heating rate on these
parameters could be replaced by some dependence on
Bgvg and/or L, if there is a corresponding correlation
between parameters (Mandrini et al. 2000). In this case,
the indices in the scaling form of Eq. (2) may differ from
the indices showing explicit dependence on Bg.g and L
in Table 5 of Mandrini et al. (2000).

Another remaining unknown is the dependence of our
modeling results on the dynamics of the coronal heat-
ing. Here we employed a default EBTEL impulsive
heating lookup table used in GX Simulator (Nita et al.
2018b), which assumes heating episodes with a triangu-
lar shape lasting for 20s and repeating every 10,000s.
Note that this impulsive heating model is different from
those adopted by Ugarte-Urra et al. (2019) or Schon-
feld & Klimchuk (2019). Other heating scenarios have
to be studied to quantify how sensitive are the modeling
results to the dynamics of the impulsive heating.

In this study, we have addressed the coronal heating
problem with 3D modeling using only a single frequency
(17 GHz) for the model fine tuning and validation and
one more frequency (5.7 GHz) for the model ‘sanity’
check. Even with this limited set of observational data,
we have obtained very stringent constraints on possible
parametric heating law: a = 1 and b = 0.75. Uncertain-
ties of these indices can be roughly estimated as < 40.25
based on the fact that our best, validated (AS NLFFF),
magnetic model produces measurably stronger model-
to-data mismatch for either b = 0.5 or 1 compared with



the best thermal model (b = 0.75). We conclude that
the use of the GR microwave emission is very promising
for addressing the coronal heating problem. A partic-
ular progress is expected form multi-wavelength imag-
ing data available from VLA for a number of events
(e.g., Bastian et al. 2019) and expected soon from solar-
dedicated imaging instruments such as EOVSA (Gary
et al. 2020).
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