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Abstract.—Simulations are playing an increasingly important role in paleobiology. When designing a
simulation study, many decisions have to be made and common challenges will be encountered along
the way. Here, we outline seven rules for executing a good simulation study. We cover topics including
the choice of study question, the empirical data used as a basis for the study, statistical andmethodological
concerns, how to validate the study, and how to ensure it can be reproduced and extended by others. We
hope that these rules and the accompanying examples will guide paleobiologists when using simulation
tools to address fundamental questions about the evolution of life.
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Introduction

Simulations have a long history in paleobiol-
ogy (Raup and Gould 1974; Raup 1981, 1982;
Holland 1995; Foote 1996). The past decade,
however, has seen a proliferation of publica-
tions that include them, partly due to the
increase in available computational resources,
and the parallel development of simulation
tools (e.g., FossilSim [Barido-Sottani et al.
2019b], paleotree [Bapst 2012], REvoSim [Gar-
wood et al. 2019]). Simulations can be applied
to many different problems within paleon-
tology, including validating method imple-
mentation, comparing different protocols,
understanding model assumptions and the
effects of model violations, generating null
models, and exploring the outcomes of differ-
ent evolutionary and ecological scenarios.
Simulations can also be included under the
umbrella of resampling methods or Monte

Carlo analyses used in paleontology (Kowa-
lewski and Novack-Gottshall 2010).
Designing a simulation study can be daunt-

ing, and failure to implement awell-formulated
plan can lead to wasted time and computa-
tional resources. A poorly designed simulation
can produce results that are hard to interpret or
even misleading. A well-designed simulation
pipeline, however, will help to communicate
your process and results clearly. Once an idea
has been formulated for a simulation study, it
can be tempting to jump straight into imple-
mentation. However, designing and testing a
cohesive pipeline at the beginning of a study
can save time in the long run, help avoid com-
mon pitfalls, and allow for better interpretation
of simulation findings.
Here, we provide some general guidelines

for designing simulations in paleobiology.
These guidelines are derived from the authors’
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personal experiences (and mistakes) in design-
ing and publishing simulations. As such, they
reflect the kinds of questions we ask in our
own research. Our collective research in this
area encompasses the most common applica-
tions in paleobiology, including simulations
of phylogeny, discrete and continuous trait
change, diversificationdynamics, fossil preserva-
tion and recovery, tectonics, sea level change and
geographic distributions, and other processes
that operate on macroevolutionary timescales.
However, much of the information is generaliz-
able to other areas. A summary of our suggested
rules is shown in Figure 1. The citations through-
out showcase various aspects of simulation stud-
ies donewell and provide examples that could be
copied and adapted for new questions.

Rule 1. Establish a Clear and Specific
Scientific Question

The first step in any simulation study is to
establish precisely the scientific question the
study will address. This question will inform
simulation design and so should be settled
early. It is preferable to keep the study question
simple and to focus on only a few sources of
variation in the simulations. This makes it eas-
ier to clearly disentangle the relative contribu-
tions of the processes and variables being
tested (e.g., compare and contrast the individ-
ual vs. combined effects of the variables you
alter during the simulations).
For example, Soul and Friedman (2017) stud-

ied the effect of ancestor–descendant pairs
under different preservation rates on measures
of the phylogenetic clustering of extinction.
Bapst (2014) showed the effect of different pale-
ontological phylogenetic time-scaling
approaches on a variety of downstream ana-
lyses. Both of these studies used simulations
in which one variable was changed while the
others were held constant and focused on a
few important sources of bias, rather than test-
ing for the effect of every possible bias.

Rule 2. Determine a Clear Analytical Setup,
Informed by Empirical Data

Simulations are versatile tools that have been
incorporated into paleontological research in a

wide variety of ways. Regardless of how you
intend to make use of simulations in your
study, the analytical conditions should be
established early, andmost decisions regarding
conditions should be informed by empirical
data. We note that simulation studies in paleo-
biology often do not provide explicit empirical
justification for all (sometimes any) parameter
choices, even if empirical data were ultimately
used to inform decisions. For this reason, iden-
tifying empirical datasets that are relevant to
your research question is an important initial
step. Most frequently, empirical data are used
within simulation studies to identify suitable
values for input parameters, for example, iden-
tifying values for rates of character change,
sampling, or diversification. Empirical data
are often used to ensure that simulations emu-
late and are generalizable to real-world scen-
arios or to identify important features of data
that should be reproduced by the simulations.
You should familiarize yourself with these
data early on, so that you can both recognize
the critical features that need to be matched
by a simulation and assess whether the out-
come of your simulation makes empirical
sense (i.e., is biologically reasonable).
The next step is to decide what type of simu-

lations can be used to answer your question. In
the first instance, this means deciding whether
an explicit model will be used to generate the
simulated data, or whether the goal of the
simulation is to produce something representa-
tive of empirical data without attempting to
match a specific generating process. For
example, to compare different methods for
phylogenetic estimation, rather than assume
an explicit model of evolution, Puttick et al.
(2019) simulated discrete character matrices
by generating characters at random until the
resulting matrices matched distributions of
empirical estimates of homoplasy. See also Fra-
ser (2017), who used a similar approach to
simulate latitudinal richness gradients. It is
also possible to combine these approaches
and use an explicit model to simulate data
that resemble empirical data (Novack-Gottshall
2016; Saupe et al. 2019b).
If your simulation is method focused, it is

time to decide whether an empirical case study
should be included. Including an empirical
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case study can illustrate how results apply to
real-life scenarios, which can help in communi-
cating the impact or potential application of
your results to other researchers. For example,
Soul and Friedman (2017) used simulations to
identify evolutionary and analytical scenarios
that result in biased estimates of phylogenetic
clustering of extinction. They then demon-
strated the biological implications of their
simulation results using an analysis of Meso-
zoic tetrapods. Similarly, Barido-Sottani et al.
(2019a) examined the impact of fossil-age
uncertainty in phylogenetic inference, using
both simulations and an empirical case study.

Whether to include a case study should be consid-
ered carefully, however, as it may not bring value
to yourpaper if the case study is particularly time-
consuming to set up or outside the range of your
expertise or if the general patterns studied in your
simulation have alreadybeen shown for empirical
data (e.g., see Warnock et al. 2017). Empirical
examples can be narrow (e.g., single-taxon appli-
cation for demonstration purposes, as in Wang
et al. [2016]) or broad (e.g., clade-level dynamics,
as in Silvestro et al. [2018]), depending on the
authors’ aims and data availability.
Once the appropriate model(s) and data have

been chosen, the remainder of the analytical

FIGURE 1. Visual summary of our proposed rules for good simulation study design. Each rule is associated with the main
question(s) that the rule is designed to address.
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setup can be finalized. We provide a non-
comprehensive list of considerations and exam-
ples for doing so in the following sections. Key
decisions required include what the input par-
ameter values are; which input parameters
will be varied, and how they will vary within
or across simulation iterations; how compari-
sons will be made between simulation inputs,
outputs, and empirical data; and which
model(s) you will use, if any, and how they
will be configured (for instance, priors in a
Bayesian analysis). The reasoning or literature
to support all of these decisions should be
recorded so that others can easily understand
where they came from (see rule 7).

Choosing Input Values.—Your selected
empirical dataset(s) can be used to establish
realistic simulation conditions. Some input
parameters will not be known precisely or can-
not be extrapolated easily from the data. How-
ever, it is usually possible to constrain
biological parameters to within an order of
magnitude based on available empirical data.
For example, the long-term molecular substitu-
tion rate, required to simulate sequence align-
ments, is not known for many groups of
species (e.g., most insects), but the best estimate
is known to within approximately one or two
orders of magnitude (Papadopoulou et al.
2010). As a further example, we may not
know the true preservation and recovery rate
through time for a particular clade, but we
can estimate that it is an order of magnitude
higher in some clades (e.g., Cenozoic planktic
forams; Aze et al. 2011) than in others (e.g.,
Paleozoic crinoids; Foote and Raup 1996).
Sometimes the empirical data can be incorpo-
rated into the simulation as an input (e.g., see
Darroch and Saupe [2018], who used real geo-
graphic ranges as an input parameter, or
Foote [1999], who used real morphological
data as a basis for simulating character evolu-
tion). In this case, it is important to check that
the simulated datasets at the end of the process
do in fact match the original data, as complex
simulation processes can bias the simulated
data away from the original distribution. Fea-
tures of empirical data that are known to affect
the method(s) tested in the study, or the output
variables used, should be matched closely. For
example, fossil sampling rate and heterogeneity

influence analytical output from many meth-
ods applied to the fossil record, so simulations
shouldmatch the sampling rate of the empirical
dataset under investigation or explore a range
of sampling rates (Holland and Patzkowsky
1999; Soul and Friedman 2017; Warnock et al.
2017; Smiley 2018). Identifying a broad range
of empirical datasets from which to draw real-
istic input parameter values, and matching
the simulation inputs with the full distribution
of empirical values rather than the mean or
another point estimate, can make the simulated
output more representative of real datasets and
thus generate more broadly applicable results.

Establishing Criteria for Acceptable Correspond-
ence.—It is likely you will want to measure how
closely simulation or analytical outputs match
with some other value, be that from empirical
data ororiginal simulation inputs. Common rea-
sons to measure such correspondence include
checking whether simulated data resemble the
intended empirical data, identifying which of a
set of candidate models can be used to simulate
something resembling real data (Raup 1982;
Alroy 2001; Green et al. 2011; Smiley 2018), or
establishing the accuracy and precision of an
analytical method applied to simulated data
(Lane et al. 2005; Bapst 2013, 2014; O’Connor
and Wills 2016; Soul and Friedman 2017),
among others. It is critical to consider the criteria
used to evaluate the match between simulated
and target values, the statisticalmeasure of offset
between them, and how much deviation is
acceptable. If the simulation is designed to
resemble a specific empirical dataset, you should
be aware of features of the data that the simula-
tions have not modeled or recreated and that
may affect your ability to establish correspond-
ence between the simulationoutputs and the tar-
get data. The ways in which simulated data
deviate from empirical data should be noted
and discussed. If simulations are being used to
make predictions, the data used to identify suit-
able model inputs should be separate from the
data used for testing adequacy of predictions,
to avoid circularity.

Establishing Baselines.—It is often useful in
simulation studies to include best-case and/or
worst-case scenarios suitable for your study
context, to establish a baseline level for inter-
preting your results (see rule 3) and ensure
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your pipeline is free of errors (see rule 6). In
studies designed to test a modeling approach,
the generating process should conform to the
assumptions of the model used for inference
for at least one set of simulation replicates.
This way, if intentional model violations are
part of your study question, they will be distin-
guishable from stochastic variation (see rule 4).
For example, to assess the performance of a
new inference framework for estimating spe-
cies divergence times, Heath et al. (2014) first
simulated data under the model used for infer-
ence (i.e., the fossilized birth–death process)
before exploring more complex preservation
scenarios that violated this model. Similarly,
Wright and Hillis (2014) simulated morpho-
logical character data under a simple single-
parameter model to establish a baseline level
of expected error in phylogenetic estimation
from discrete data. A subsequent study (Wright
et al. 2016) then examined situations in which
the model assumptions were violated.
In studies designed to understand empirical

patterns or model a target empirical dataset, it
is important to simulate data under a null scen-
ario or model that will serve as a baseline for
comparison with the other simulated condi-
tions. This null model should fulfill the assump-
tions of the method or measure tested, and
usually represents an ideal or error-free scenario.
For instance, when testing the effects of prefer-
ential sampling of larger fossil specimens, a
model with preferential sampling was com-
pared with a null model of fully randomized
sampling (Hawkins et al. 2018). Additionally,
the null model can help test whether the simula-
tion framework is functioning properly and
whether the tested methods are performing as
expected, before examining the influence of
parameters on simulation outcomes.

Rule 3. Select Output Variables and Test
Statistics

Output variables should be given careful
consideration in advance and decided upon
before examining the results. Choosing evalu-
ation criteria in advance ensures they are incor-
porated into the simulation pipeline and helps
to avoid a scenario in which you need to
rerun simulations to obtain necessary output.

It also avoids a scenario in which the measures
are decided upon after examination of results,
which affects the statistical validity of your
study.
Ideally, output variables will be well estab-

lished in your field, targeted to the study ques-
tion, and appropriate for use as a measure of
quality (i.e., you should know in advance
what counts as a “good” or “bad” result for
each measure). For example, coverage is a
measure of performance widely used in Bayes-
ian statistics. If the data are analyzed under the
same model that generated the data, a coverage
of 0.95 is expected, meaning that for 95% of
datasets the 95% credible interval (the Bayesian
confidence interval) contains the true param-
eter value. Thus, as a rule of thumb, a value
of 0.95 is considered “good,” whereas values
substantially below 0.95 are considered “bad.”
However, coverage is not suitable for all para-
meters, especially complex parameters, such
as phylogenetic tree topology. Instead, a more
direct metric of comparison is often used,
such as that between the estimated and true
simulated trees. One example is the Robinson-
Foulds (RF) distance (Robinson and Foulds
1979, 1981), which quantifies how many bifur-
cations differ between two trees. This metric is
often chosen, because reducing a phylogeny to
a summary statistic is challenging, and the RF
distance can be expressed as a percentage for
easy interpretation.
Simulation exercises can be useful for estab-

lishing a baseline or threshold for variables
(see rule 2) before evaluating the primary
simulation results. For example, Silvestro
et al. (2018) used a simulated training dataset
to define corrected Akaike information criter-
ion thresholds that would adequately distin-
guish between competing models of fossil
preservation for individual datasets. These
threshold values were then used to assess
the performance of model fitting in the software
PyRate using the primary set of simulations.
Careful consideration must be given when

using statistical tests to make quantitative com-
parisons between data simulated under differ-
ent models. Frequentist statistical significance
is calculated based on number of independent
replicates, which in simulation studies can be
arbitrarily large and can therefore result in
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minor differences being significant. Addition-
ally, null hypotheses in classical statistical
tests are often inappropriate for the kinds of
scenarios simulation studies address. For
instance, significance testing to establish the
influence of changes in parameters on simu-
lated output variables is invalid, as the null
hypothesis is that the two generating models
are the same, which is known to be false from
the outset. Thus, it is preferable to measure
not whether there is a difference in analytical
results, but what the magnitude of the differ-
ence is andwhether it is biologically important,
that is, calculate the effect size. For a review of
these issues, see White et al. (2014).
In contrast, using significance tests when

comparing simulated and empirical data is
often valid, as the generating model for the
empirical data is unknown. However, it is
likely that the empirical model is not among
the tested simulation models, so the best-fitting
model should not be interpreted as necessarily
matching the true generating process (Brown
2014). In all cases, the underlying assumptions
of the test should be stated clearly (Siegfried
2010). Available statistical tests can be tailored
to a given question, along with the simulation
input, providing researchers with both enor-
mous flexibility and the responsibility to ensure
that the chosen test is appropriate (Kowalewski
and Novack-Gottshall 2010).
In general, quantitative variables allow for

more detailed comparisons and are less subject
to interpretation than qualitative output and
are thus preferable. However, qualitative out-
put can be useful to demonstrate patterns that
are hard to summarize using numerical
measures, such as time series showing the clus-
tering of extinction events driven by strati-
graphic biases (Holland and Patzkowsky
2015). In this case, the criteria used to interpret
these patterns and their similarities or differ-
ences should be detailed clearly to make the
study reproducible and extendable.

Rule 4. Incorporate Stochasticity

Simulations should be stochastic. That is, the
model or parameter values can be fixed, but the
simulated datasets should incorporate random
variation. Simulations should be stochastic,

because there is variation inherent in biological
systems and the generating processes used to
model them. By failing to consider this vari-
ation, we risk obtaining results that are not rep-
resentative of underlying processes or do not
accurately reflect uncertainty in those esti-
mates. This is true irrespective of whether we
explicitly model the underlying process or use
a target distribution based on empirical data
to generate simulated datasets (see rule 2). Sto-
chasticity is a feature of birth–death models
(Nee 2006), but should also be built into other
model dynamics; for example, ecospace filling
(Novack-Gottshall 2016), morphological evolu-
tion (Foote 1999; Puttick et al. 2019), dispersal
(Silvestro et al. 2016; Saupe et al. 2017, 2019b),
and preservation (Holland 1995; Holland and
Patzkowsky 1999).
The adequate number of replicates for each

simulation condition will depend on the com-
plexity and degree of randomness involved in
the simulation framework. Comparing the
tested simulation condition with a null model
or best-case scenario, as recommended in rule
2, can help to calibrate the number of replicates
required by providing a benchmark on the
amount of noise generated by the simulation
setup. As a general rule of thumb, most simula-
tion studies in the current literature use
between 100 and 1000 replicates; however,
this choice is subjective.
Plotting variation in simulation outcomes

across replicates is critical to distinguish
between differences that can be attributed to
study conditions versus differences that are
simply due to stochasticity of the simulations.
A high number of outliers or a very broad
range of results can indicate the number of
replicates is too low. Similarly, if the results
under the same condition are clustered into
several groups, it can indicate an underlying
feature of the data is affecting the results.
If computational resources are limited, we

argue it is better to focus on only a few sources
of variation in simulation conditions and to
execute them well (i.e., with large enough sam-
ple sizes and adequate run times), rather than
obtain unreliable results due to low numbers
of replicates. For more advice on selecting rep-
lication numbers, see Kowalewski andNovack-
Gottshall (2010).
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Rule 5. Automate Your Pipeline

In addition to careful study design, particu-
lar attention should be paid to the computa-
tional aspects of the simulation pipeline. In
particular, it is important to consider availabil-
ity of computational resources before designing
the simulations, as these resources can limit the
number of conditions or replicates that can be
executed. When available, the use of high per-
formance computing clusters is strongly recom-
mended for large simulation studies, as they
allow many replicate analyses to be run in par-
allel (Arora 2016).
Another important consideration is whether

preexisting simulation tools can be applied to
your study. A variety of software is already
freely available, such as the R packages ape
(Paradis et al. 2004), caper (Orme et al. 2018),
FossilSim (Barido-Sottani et al. 2019b), geiger
(Pennell et al. 2014), OUwie (Beaulieu and
O’Meara 2020), paleotree (Bapst 2012), and
phytools (Revell 2012). Reusing code that has
already been extensively tested saves time
and limits potential mistakes.
Previous code and packages will most likely

only perform part of the simulation or analysis
andwill need to be tied together in a global pipe-
line. This pipeline should be automated as much
as possible, as it most likely will need to be run
more than once, and manual steps are time-
consuming and error prone. Automation will
minimize the amount of work involved in rerun-
ning the simulation, if (when)mistakes are found
or if the simulation design is extended.
Some steps in a simulation pipeline may not

be easily automated. In these cases, manual
steps should bewell documented. For example,
if a graphical user interface is required, the soft-
ware version and options should be noted. If
subjective or manual assessment of parameters
is required, a single individual should be
assigned to the task or the criteria for perform-
ing the task should be established beforehand.
An example of a manual step in simulation
studies is assessing the convergence of a Mar-
kov chain Monte Carlo (MCMC) inference.
Your simulation pipeline will eventually

form the backbone of a methods section.
Smart workflow design and implementation
can readily facilitate future simulation studies

that probe various links in the pipeline, and
also provide an opportunity to revisit simula-
tion parameters and assumptions in a flexible
and forward-thinking manner.

Rule 6. Validate Your Pipeline

To guarantee the validity of simulation
results, the pipeline should be tested thoroughly
at each step. Many errors will not produce an
obvious notification or software crash but
instead generate invalid or biased simulated
datasets or calculate wrong output metrics.
Detecting these errors requires the user to
think critically about the expected results and
actively test that the output matches expecta-
tions. For instance, plotting summary statistics
of the simulated data and comparing them
with empirical values is a good way to ensure
the simulation works and the overall design
makes sense biologically, even if not explicitly
using a target dataset (see rule 2). Capturing
mistakes early in a study saves time, so we rec-
ommend using a modular design in which the
pipeline is progressively assembled from single-
step functions that each perform only a small
part of the process. These small modules will
be much easier to test individually. Pursuant
to rule 5, the generation of summary statistics
or plots can also be a step in this automated
pipeline. Internal checks can be retained by
either manual commenting out or a toggle
option in your code (e.g., if/then statement to
run internal checks), allowing for the trade-off
between speed and careful checking. Check-
points in the technical workflow serve to further
assess code performance incrementally, identify
rate-limiting steps in the pipeline, and ensure
optimization. See Gibert and Escarguel (2017)
for a well-illustrated pipeline.
Applying good programming practices will

help ensure your pipeline is free of errors. Auto-
mated code-analysis tools exist for all com-
monly used programming languages and can
flag common mistakes or bad practices that
lead to buggy or misleading code. Internal
checks that ensure that some conditions are
respected during the execution of the pipeline
(for instance, that the value of a parameter fits
within specified bounds), can alert you early
if an error is introduced. Documenting the
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code is also advisable, as this will prevent
issues such as missing steps of the pipeline or
using the wrong input files. Documentation is
particularly important when several people
are collaborating on the pipeline or when new
analyses need to be run again after an extended
period of time. Other good practices, such as
the use of a version-control system (e.g., Git),
will not prevent errors but can mitigate their
impact. First, version control can easily show
at which point in time a bug or error was intro-
duced, and thus which analyses need to be
rerun. Second, using a shared repository helps
ensure that everyone executing the pipeline is
running the same version of the code, and
thus that bug fixes are applied immediately to
all new analyses.
For larger code projects, and particularly for

source code that is intended to be published
and reused as a package or tool, more extensive
validation is needed. Automated tests, which
can be run all at once without manual interven-
tion from the developer, will alert you if an error
appears or the behavior of the code changes.
These tests are extremely valuable on large pro-
jects, where many different parts are intercon-
nected and a small change can break
seemingly unrelated functionality elsewhere in
the code. Although they represent a significant
investment of time to set up, they will pay off
in time saved in terms of debugging and rerun-
ning. Code reviews, ideally performed by some-
one who has not been involved in writing the
code, are effective in identifying potential issues,
misleading documentation, or missing features.
These can be done informally within a team or
as part of a formal review mechanism, such as
the rOpenSci project for R packages.

Rule 7. Enable Others to Validate Your Study

Simulation design can result in biases that are
not immediately obvious, even to the author.
Therefore, methods need to be transparent to
enable readers to determine the robustness of
a simulation. Transparency requires that other
researchers be allowed to examine your code
and the data generated during a simulation
project. This way, they can understand how a
result was achieved, and how they can extend
the simulation to address questions in which

they are interested. Linking back to the sugges-
tion to reuse code in rule 5: by expanding upon
others’ code and making scripts available, we
will generate a more comparable and coherent
body of research as a community.
The core component of transparency is to

think about what someone would need if they
were interested in publishing a follow-up
study. This can involve documentation of
design choices, source code, and all scripts
used to process results. In general, decisions
made during the simulation design should be
documented carefully, along with associated
reasoning. Providing justification for parameter
choices is important for putting simulation
results into context, especially for newcomers
to the field, who are less likely to be familiar
with empirical estimates. We recommend
using comments within relevant scripts and/
or as part of a comprehensive workflow docu-
mentation to accompany simulation code. For
example, Liow et al. (2010) present figures rep-
resentative of key sequential steps, demonstrat-
ing how data are transformed through the
simulation pipeline (e.g., from tree simulation
to stratigraphic ranges). These figures provide
both a visual confirmation that the pipeline is
executing as expected and a reader-friendly
illustration of the steps involved. In general,
documentation will help ensure the study
design makes sense, avoids idiosyncratic fea-
tures, and is appropriate to answer the ques-
tion. It also makes the study easier to replicate
or extend. If one intends simulation code to
be a tool broadly used by the paleobiology
community, online tutorials, R packages, or
user-friendly software are key to facilitating
implementation by new users.
Simulation code itself can be provided in a

number of ways. Many journals allow code to
be uploaded along with the article as supple-
mentary material. Code can also be hosted
through revision management websites, such
as GitHub or GitLab. These websites are free of
charge for both the researcher and anyone
wishing to use your code. We also recommend
retaining an archival version of the code actually
used in the study (e.g., divorced from current
working versions on GitHub). Starting condi-
tions of simulations and intermediate data out-
put may be important to document and
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archive, depending on the nature of the study.
Larger files, such as logs fromMCMC analyses,
can be uploaded as supplementary material
upon paper acceptance at most journals.
By following data and code transparency

practices and providing clear documentation
of study design, researchers gain the additional
advantage of making their work approachable
and usable by nonexperts in quantitative
or computational paleobiology. In this way, a
broader audience can better understand
simulation-based methodology, including its
benefits, limitations, and implications for
research on the fossil record.

Conclusions

As large-scale datasets, advanced computa-
tional resources, and increasingly sophisticated
quantitative approaches become widely avail-
able and easy to use, simulations are becoming
an essential part of paleobiology. This includes
studies that seek to address predominantly
empirical, rather than methodological, questions
(Brocklehurst et al. 2018; Lewitus et al. 2018;
Saupe et al. 2019a). Simulationsmakeuse of data-
sets for which the generatingmodels and param-
eter values are known, and thus provide unique
insights into the performance of commonly
applied methods, the impact of specific data fea-
tures on results, and insights into processes shap-
ing the natural world. However, simulation
studies are also complex and require specific
expertise. In this review, we provide general
guidelines for future simulation studies to help
authors exploit simulations to their full potential.
Note that these guidelines require a varied range
of skills and expertise that will seldom be pos-
sessed by a single researcher. We therefore
encourage that simulation studies be collabora-
tive efforts, including data specialists familiar
with relevant real-world datasets, computational
specialists who have the programming expertise
needed to design and implement the simula-
tions, and statistical experts who can provide
guidance on interpreting results.
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