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This work represents the first investigation into the influence of residual stress (RS) from powder-based metal 

additive manufacturing (AM) on the post-process machining-induced stress and distortion for thin-walled compo- 

nents. Machined part distortion and surface residual stress pose major challenges in several industries, including 

for aerospace applications involving monolithic structures. However, the influence of initial RS in the bulk ma- 

terial on high-speed machining-induced stress and distortion is still not well understood. This is particularly true 

for more recent hybrid (additive and subtractive) manufactured components in which significant tensile and 

compressive RS develops from the rapid thermal cycles during the AM build. It is hypothesized in this work that, 

even for a simple thin-walled structure, the initial RS in the AM bulk material significantly influences the RS 

and distortion induced by high-speed machining. It is further hypothesized that the degree of influence of the 

initial RS on machining-induced RS and distortion varies significantly according to the specific tool path, even for 

the same net material removal. To test these hypotheses, a numerical modeling approach is presented consider- 

ing a thin-walled directed energy deposition (DED) structure subjected to high-speed end-milling. A compatible 

RS field for the DED build is established using an iterative reconstruction algorithm based on limited neutron 

diffraction measurements, and the full reconstructed RS field is then imposed as an initial state in the end-milling 

simulation that follows. To assess the influence of the initial DED RS on the machining-induced stress and dis- 

tortion, as well as to examine how this influence varies with machining strategy, two different tool paths are 

considered for the same net material removal, both with and without considering RS inherent to the DED build. 

The findings reveal significant influence of the DED RS on the high-speed machining-induced distortion and RS, 

and further, this influence is seen to vary greatly with the machining strategy. Normalized root-mean-square 

differences (NRMSD) of up to 25 % and 29 % , respectively, are observed in the machining-induced RS for the two 

different tool paths when DED inherent RS is considered. Likewise, maximum NRMSD of up to 44 % and 40 % are 

revealed in the post-machining distortion for the two respective machining strategies when DED RS is included. 

In addition, variations observed in the stress triaxiality computed during machining suggests that inclusion of 

the DED RS influences the localized response of the material near the tool-workpiece interface. The technical 

approach demonstrated can be extended beyond hybrid manufacturing to generate important scientific insights 

regarding distortion and machining-induced stress for conventionally manufactured monolithic components in 

the aerospace and other performance-critical industries. 
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. Introduction 

Almost all commercial, precision-machined monolithic components

or specialty applications are feature-rich, and contain numerous holes,

hannels, slots, protrusions, etc., as well as thin-walled sections. The

anufacture of such components is typical in the aerospace industry

1,2] , wherein machined monolithic components are expected to al-

ow for automated and seamless assembly. While corrective measures
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or violation of high-tolerance requirements are prohibitive in terms of

oth cost and re-work time, part distortion during machining nonethe-

ess continues to be problematic, particularly as part tolerances become

ncreasingly tighter. Such distortion or "warpage" may arise from a com-

ination of factors including (1) initial residual stress (RS) in the bulk

aterial [3–5] , (2) excessive thermal expansion in the tool and/or work-

iece [6,7] , (3) machining parameters [8] , (4) tool wear [9,10] , (5) im-

roper clamping of the workpiece [11,12] , and (6) dynamic instabil-

ty or chatter [13] . Although many of the aforementioned factors have

een studied extensively in the literature, the influence of initial RS in

he bulk material on high-speed machining-induced stress and distortion

as not been widely examined, particularly in relation to emerging hy-
021 
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rid manufactured components. Historically, the influence of initial RS

as received relatively little attention because other factors have been

eemed more significant. However, as machined feature tolerances ap-

roach 1 μm on conventional wrought materials with size on the order

f 1 m, and as additive manufacturing (AM) is increasingly being consid-

red for smaller, less critical or highly complex geometries, the need to

nvestigate the influence of initial RS becomes more evident. How an AM

etal part warps and moves due to RS still presents a major challenge

oday. According to GE Additive, distortion, including after machining,

emains one of the greatest challenges; as a default practice, production

nd prototype AM parts are therefore stress relieved [14] , and in cer-

ain cases, AM parts are oversized to meet post-machining tolerances. In

ecent years, a limited number of studies have been published to reveal

ome influence of initial RS on machining-induced RS and distortion in

hin-walled monolithic components, mainly related to the machining of

onventional wrought aluminum stock (e.g., rolled and stress-relieved

late). For instance, Ma et al. [15] used the slitting technique [16] to

haracterize the bulk initial RS in 415 mm × 325 mm × 50 mm sam-

les cut from 7050-T7451 rolled aluminum plate, and noted from sim-

lations that when thin-walled monolithic components were machined

rom the parent plate, substantial alternating tensile and compressive

S could be observed for stress components in the longitudinal (rolling)

irection and the long-transverse (plate width) direction as function of

he plate thickness direction. The redistribution of stress that occurs dur-

ng machining has been found to result in distortions that exceed speci-

ed tolerances [17] , posing a major cause for concern for the aerospace

ndustry (among others) in which such components are frequently used

18,19] . Chatelain et al. [3] attempted to examine the influence of initial

S on machining-induced stress and distortion by performing neutron

iffraction (ND) measurements on aluminum alloy 7475-T7351 speci-

ens before and after machining. One set of specimens obtained from

he rolled plate was subjected to some (unspecified) stress relief, which

esulted in a RS difference of up to 18 MPa compared to non-stress-

elieved specimens from the same plate. From post-machining ND and

oordinate measuring machine (CMM) data, it was suggested that the

ifferent initial RS states led to variations in the machining-induced

tress and distortion; however, there was no mention of how the un-

pecified stress relief may have changed the microstructure (and me-

hanical properties), nor were there any details regarding the crystal-

ographic plane along which ND measurements were performed. These

actors can significantly influence the interpretation of ND data from

hich RS is determined. In another study, Third Wave Systems reported

 numerical analysis performed on aluminum alloy 7050-T7451 rolled

late based on machining process data supplied by the Aviation Devel-

pment Directorate [20] . Objectives of the study were to: (1) compute

he distortion that arises as a result of machining-induced RS, (2) ex-

mine the machined part distortion due to the initial bulk RS, and (3)

ptimize the tool path to minimize distortion. The initial bulk RS along

he longitudinal and long-transverse directions within the 304.8 mm

304.8 mm × 63.5 mm plate was measured via the slitting method,

nd the RS magnitudes through the depth (plate thickness) exhibited

 symmetric stress profile characteristic of rolling that varied between

 20 MPa. When assessing part distortion due to the initial RS, the lat-

er was simply mapped to the finished part geometry, thereby limiting

n understanding of the extent to which the machining-induced RS and

istortion are coupled to the initial RS field. It should also be noted that

nly two components of initial RS were mapped, and details regarding

he four remaining independent stress components in the wrought plate

ere not addressed. 

On the basis of the foregoing discussion, two hypotheses are inves-

igated in the demonstrated work, which considers a directed energy

eposition (DED) fabricated thin-walled part subjected to high-speed

achining: (i) it is first hypothesized that, even for a simple thin-walled

tructure, the initial RS in the bulk material significantly influences the

achining-induced RS and distortion, and (ii) it is further hypothesized

hat the degree of influence of initial RS on the machining-induced RS
2 
nd distortion varies significantly according to the specific tool path,

ven for the same net material removal. 

A comprehensive new understanding into how RS in the bulk ma-

erial affects machining-induced RS and part distortion will facilitate

mproved tool path planning, thus enabling manufacturers to deliver

omponents with increasingly tighter tolerances, and with reduced in-

ernal rejection rates. Such knowledge can be of paramount importance

o the emerging field of hybrid additive manufacturing, which combines

dditive and subtracting processes to exploit design flexibility and/or

chieve enhanced part functionality [21] . A majority of commercially

vailable hybrid-AM machines employ DED technology, wherein rapid

hermal cycles can give rise to considerable residual stress and part dis-

ortion/warpage [22,23] . This serves as motivation for employing a DED

nitial RS field to test the two aforementioned hypotheses, in effort to

earn how much of a difference (if any) arises in the machining-induced

tress and part distortion due to differences in the tool path, and the ex-

ent to which the DED RS consideration affects this observation. Accord-

ngly, Section 2 of this paper discusses the reconstruction of a DED RS

eld for a thin-walled Inconel 625 structure based on spatially-limited

D data for the component. Once a compatible RS field is reconstructed,

t is subsequently imposed as an initial state in a high-speed machin-

ng (end milling) simulation that features two very different tool paths,

s described in Section 3 . In addition, Section 3 comprehensively dis-

usses the material constitutive modeling as well as competing dam-

ge models implemented within the high-speed machining simulation.

 comparison of the stress and distortion resulting from the two tool

aths, illustrating the respective influences of DED RS, is presented in

ection 4 . While this work considers RS and distortion for a 7 mm wall,

ntuitively these issues can be inferred to be more problematic for higher

spect ratio thin-walled structures (e.g. 1 to 2 mm) widely found in in-

ustry, although the exact causes of final distortion remains to be well

nderstood. The examination of the in-situ stress triaxiality, which gives

nsight into how inclusion of DED RS can affect the material removal

uring the machining operation, is also given in Section 4 . Finally, key

ndings deduced from studying the effects of initial RS on high-speed

achining-induced RS and distortion are summarized in Section 5 . 

. Reconstruction of directed energy deposition residual stress 

eld for a thin-walled component 

In this work, a DED build described by [24,25] is adopted to obtain a

hin-walled structure with as-built initial RS field, however, it should be

oted that the demonstrated work is extensible to thin-walled structures

ade by other manufacturing techniques as well. 

.1. Overview of directed energy deposition build and neutron diffraction 

easurements 

Wang et al. [25] describe using DED to build four geometrically sim-

lar Inconel 625 thin-walled structures upon annealed substrates of the

ame material, as depicted in Fig. 1 ( Bottom Left ). Pre-alloyed gas atom-

zed powder was delivered by a Precitec YC-50 cladding head and melted

y an IPG Photonics YLR-12000 laser having a 4 mm spot diameter and

 Gaussian beam profile [24] . A unidirectional laser path, as seen in

ig. 1 ( Right ), was used to deposit the even and odd layers of the build.

able 1 lists the DED parameters used. Given the thermomechanical

ature of the DED process, with heat accumulation possibly affecting

istortion, Wang et al. [25] assessed the influence of interlayer dwell

ime on the DED-induced distortion by imposing a 40 s dwell time after

very layer in two of the four builds, while the remaining two builds

ere continuous, i.e., no interlayer dwell time. 

Wang et al. subsequently used neutron diffraction (ND) measure-

ents [26] to determine the lattice spacing and corresponding residual

attice strains along the {311} plane. Intergranular residual lattice strains
long this plane have been found to be negligible for Inconel alloys [27] ,

nd hence any resulting stresses would reflect the macroscopic response.
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Fig. 1. ( Top Left ) Photograph of the Inconel 625 thin-walled structure built via directed energy deposition, adapted from [24] ( Bottom Left ) Finite element model 

depicting dimensions of the thin-walled Inconel 625 structure. The red colored slice represents the region used for neutron diffraction measurements by Wang et al. 

[25] . ( Right ) Laser scan path for even and odd layers. (For interpretation of the reference to color in this figure, the reader is referred to the online version of this 

article.) 

Table 1 

Directed energy deposition process parameters 

[24,25] . 

DED Parameters Value 

Laser power 2000 W 

Laser speed 10.6 mm s −1 

Powder feed rate 16 g min −1 

Powder diameters 44 to 149 μm 

Argon gas flow rate 9.4 L min −1 

Beads per layer 3 

Deposition path ± X (ref. Fig. 1 ) 
Bead width 2.29 mm 

Bead thickness 0.89 mm 
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or details related to the ND facility/equipment, the reader is referred

o [28,29] . Considering the symmetry and DED build parameters of the

hin-walled structure, they assumed that the principal stress directions

ould align with the Cartesian coordinate system illustrated in Fig. 1 .

ased on this assumption the normal residual stress (RS) components

ere calculated. Shear stresses were not documented, and the normal

tress in the Y direction (through thickness direction) was found to be

n the order of the ND measurement uncertainty and was therefore not

iscussed. From Wang et al.’s work, only two components of the residual

tress field, i.e., 𝜎X and 𝜎Z , were thus provided, while the others remain

nknown. Furthermore, these two components were calculated within

 5 mm "slice", as indicated in Fig. 1 ( Bottom Left ). To predict the full

ontinuum-level residual stress field in the entire wall, they executed a

hermomechanical Lagrangian finite element (FE) model of the DED pro-

ess. Comparison of their numerically predicted stress components with

hose obtained via ND measurements revealed that the numerical model

ould capture trends in the RS reasonably well, although significant dif-

erences were seen in the magnitudes of the predicted and measured RS

omponents. 

Thermomechanical FE models are widely used for simulating the full

S field in AM processes, as represented in published literature [30–

7] , although it should be noted that larger build volumes can pro-

ibitively increase the computational expense. Mesh coarsening strate-

ies have been documented to drastically improve computational effi-

iency with negligible loss in accuracy [38–42] , however, as build vol-
3 
mes get larger, these simulations will inevitably become excessively

ime-consuming. An alternative approach to FE simulation for generat-

ng the full-geometry residual stress field is proposed and demonstrated

n this work. The iterative stress reconstruction algorithm (ISRA) [43–

6] is applied which, as discussed next, can be used to reconstruct a com-

atible stress field with either: (1) spatially limited experimental mea-

urements, or (2) experimental measurements with incomplete stress

eld information, or (3) both, as is the case with Wang et al.’s work,

herein only 𝜎X and 𝜎Z are known at the centrally located slice. Used

n the demonstrated work are RS components calculated from their ND

easurements on continuous builds where reference samples were not

eat treated. 

.2. Residual stress reconstruction 

Some of the most promising approaches toward RS reconstruction

nclude (1) the inverse eigenstrain method [47–49] , (2) Eigenstrain-

ree methods using Airy stress functions [50–54] , and (3) the iterative

tress reconstruction algorithm (ISRA) [44–46] . The inverse eigenstrain

ethod and Airy stress function approach are difficult to apply when

he required number of basis functions significantly increases, as is the

ase with large three-dimensional stress distributions [55] . Moreover,

mplementing appropriate basis functions requires a priori knowledge

f the eigenstrain distribution. Considering that metal AM components

an vary in size and intricacy, complex RS distributions may exist, and

hus a great number of experimental measurements is needed before the

nverse eigenstrain method or Airy stress function approach can be ap-

ropriately used. In contrast, ISRA works well in this regard given its

nsensitivity to factors such as limited spatial resolution and coverage

f experimental measurements, as well as incomplete stress tensors (in-

omplete fields) at measurement locations. This is important consider-

ng that RS in critical/specific regions of interest may be sought, rather

han RS in the entire additive build. Considering the limited RS data

vailable from Wang et al.’s ND measurements, ISRA is implemented to

btain a complete (and compatible) RS field for the entire DED build. 

The flowchart presented in Fig. 2 illustrates how ISRA is applied in

he demonstrated work. A Lagrangian, static, nonlinear-displacement

ased FE equilibration model, whose geometry is depicted in Fig. 1 ,

s created to replicate the full RS field in the DED build. Initially, the

S field for the entire model is set to zero ( 𝝈ij 
0 = 𝟎 ). Elements, 𝐄 

𝑚 , spa-
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Fig. 2. Flowchart depicting the iterative stress 

reconstruction algorithm (ISRA). 
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ially located wherever ND measurements were made, are identified and

verwritten with the measured RS field, 𝝈ij 
𝑚 , determined via ND. This

nitially creates an incompatible state of stress for the entire model. The

rst static equilibration iteration ( 𝑘 = 1 ) is then executed such that stress
quilibrium conditions are satisfied and a compatible stress distribution

s obtained. Equilibration is based on the strain compatibility condition

escribed by Eq. (1) [56,57] . 

 × ( 𝛁 × 𝜺 𝑻 ) ⊺ = 𝟎 (1)

ote that the linearized total strain in a solid body, 𝜺 𝑻 , can be decom-

osed into the elastic strain, 𝜺 , and inelastic eigenstrain, 𝜺 ∗ , as seen in

q. (2) . 

 𝑻 = 𝜺 + 𝜺 
∗ (2)

Substituting Eq. (2) in Eq. (1) , the strain compatibility equation can

e expressed in terms of elastic strain and eigenstrain components, as
4 
iven by Eq. (3) . Neither the elastic nor inelastic strains needs to be

ompatible, however, the total strain does require compatibility. 

 × ( 𝛁 × 𝜺 ) ⊺ + 𝛁 × ( 𝛁 × 𝜺 
∗ ) ⊺ = 𝟎 (3)

From Eq. (3) it is inferred that any distribution of 𝜺 ∗ that introduces

nite forcing terms will trigger a finite and incompatible distribution of

 . For linear-elastic materials, the three-dimensional elastic stress tensor,

, can be expressed in terms of 𝜺 and the material stiffness tensor 𝑪 , as

iven by Eq. (4) . 

= 𝑪 ∶ 𝜺 (4)

iven Eqs. (3) and (4) , knowledge of 𝜺 ∗ and 𝑪 are sufficient to compute

he RS distribution in the solid body. A compatible stress distribution

an be calculated for the entire body by solving Eq. (3) and (4) whilst

imultaneously satisfying Eq. (5) and (6) . The latter provide conditions
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Fig. 3. Comparison of the reconstructed stress fields 𝜎X 
𝑘 and 𝜎Z 

𝑘 after 15 iterations ( 𝑘 = 15), with those determined by Wang et al. [25] via neutron diffraction 
measurements. This comparison is made along a path formed by the intersection of the central X and Y planes, as depicted in the inset images. The inset images 

present a three-dimensional perspective of the reconstructed 𝜎X and 𝜎Z distributions after 15 iterations. The faint lines plotted represent results of iterations prior to 

convergence. (For interpretation of the reference to color in this figure, the reader is referred to the online version of this article.) 
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or translational equilibrium and force equilibrium, respectively. The

oment equilibrium is automatically satisfied by considering symmetry

n the stress matrix ( Eq. (7) ), i.e., six independent components of stress.

 ⋅ 𝝈 + 𝐟 𝐁 = 𝟎 (5) 

⋅ 𝐧 = 𝟎 , on surface 𝑺 (6)

= 𝝈
⊺ (7)

In Eqs. (5) and (6) , 𝐟 𝐁 is the body force per unit volume (not con-
idered herein), and 𝐧 is the unit outward normal to the surface, 𝑺 ,

ounding the volume. By imposing the experimentally determined (in-

ompatible) stress field, 𝝈ij 
𝑚 , on 𝐄 

𝑚 , a compatible RS field, 𝝈ij 
𝑘 , over

he entire body can be computed via equilibrium iterations. Multiple

terations are required since the imposed stresses change during equili-

ration and hence need to be reimposed at the same spatial locations.

he iterative process terminates once the absolute difference between

ij 
𝑘 and 𝝈ij 

𝑚 (on 𝐄 
𝑚 ) is less than a predetermined threshold stress limit

hat accounts for the uncertainty in ND measurements. A Python script

s used to implement the algorithm. Once convergence is achieved, the

nal 𝝈ij 
𝑘 is representative of the reconstructed stress field. 

Considering the milling simulation that follows, a biased linear hex-

hedral mesh is incorporated, as seen in Fig. 1 . Finer, cubic elements

aving an edge length, 𝐿 𝑒 , of 0.5 mm discretize the region of the wall to

e machined, while coarser elements ( 𝐿 𝑒 = 1 mm) discretize the remain-

ng regions. For the iterative equilibration algorithm, only the Young’s

odulus, 156.3 GPa, and the Poisson’s ratio, 0.36, at room tempera-

ure along the {311} plane are implemented in the material definition
25,58] . The stress reconstruction simulation only requires translational

egrees of freedom, and solutions to the equilibrium equations, depicted

n Fig. 3 , are obtained using the implicit solver of Abaqus v6.14. With in-

ufficient measurement data, the challenge of non-uniqueness arises in

he reconstructed stress; given the absence of ND data elsewhere in the

ED build, ISRA still converges to reveal a compatible RS distribution,

owever, this reconstructed distribution may not necessarily reflect the

ctual distribution for stress components at locations not represented by

he ND measurement data. Therefore, in lieu of additional ND data, the

verall spatially distributed RS contour patterns exhibited in a separate

nconel 625 DED simulation by Li et al. [40] , but featuring similar geom-

try and deposition pattern, are also examined. The RS components from

D are subsequently imposed along the longitudinal (scan) and trans-

erse directions of the thin-walled structure, within the finely meshed

egion (ref. Fig. 1 ), to replicate the trends predicted by [40] . While the
5 
ccuracy of Li et al.’s predictions no doubt influences the reconstructed

S in the demonstrated FE model, their use is justified considering that

he overarching goal of this work is to examine the effect of metal ad-

itive manufacturing RS on post-process machining-induced stress and

istortion, rather than rigorous prediction and validation of the DED-

nduced RS. 

Li et al.’s [40] decoupled thermal and mechanical analyses (using

etfabb) [59] , with a mesh coarsening strategy set to 2 fine layers, when

un on a 24 core Intel Xeon system equipped with 192 GB RAM, com-

leted in 30 minutes (combined), with a reported prediction error of less

han 5 % . In comparison, the solution via ISRA presented in Fig. 3 con-

erges in 15 iterations ( 𝑘 = 15 ) that are computed in 10 minutes us-
ng one Intel i7 4790 processor (3.6 GHz) with 32 GB RAM, revealing

ormalized root mean square difference (NRMSD) of 5.4 % and 7.06 % ,

espectively, for the 𝜎X and 𝜎Z distributions. Note that RMSDs have

een normalized by dividing by the respective ND stress component’s

ange, i.e., the normalizing denominator is |max (σi ) − min (σi ) |. While
his demonstrates the efficiency of ISRA, a direct comparison can be

isleading as ISRA requires some experimental measurements prior to

xecution that may necessitate time consuming data acquisition. 

Given the limited ND data used from Wang et al. [25] , the full con-

erged RS field may differ somewhat to that numerically predicted by

i et al. [40] , however, RS in the finely meshed region of the wall (ref.

ig. 1 ), where machining is to be simulated here, is reconstructed to

losely resemble the two stress components determined by ND. This

omparison is made considering the 𝜎X and 𝜎Z distributions along a path

ormed by the intersection of the central X and Y planes, as depicted in

he inset images in Fig. 3 . The intermediate stress profiles during iter-

tions prior to convergence are also shown (as faint lines). Note that

he DED RS distributions seen in the inset images are symmetric about

he central X and Y planes. This reconstructed stress field is now imple-

ented as an initial state in the high-speed end milling simulation, as

escribed next. 

. High-speed end milling simulation 

To simulate RS and distortion within the DED build during high-

peed end milling, the Lagrangian FE mesh described in Section 2 (ref.

ig. 1 ) is discretized with elements featuring both temperature and dis-

lacement degrees of freedom. Material removal is implemented via ele-

ent deletion based on a linear-deformation failure criterion. Tempera-

ure dependent material properties for Inconel 625 are applied together

ith a Johnson-Cook (J-C) plasticity definition [60] , in conjunction with

uctile and shear damage models, described next. 
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.1. Material model and damage criteria 

Temperature dependent thermal properties including thermal con-

uctivity, density, Young’s modulus, Poisson’s ratio, thermal expansion

oefficient, and specific heat have been referenced from [25,61,62] . The

-C plasticity model described by Eq. (8) and (9) has been widely used

or orthogonal milling/turning simulations given its ability to capture

he influence of temperature and strain rate on flow stress of the mate-

ial [63–67] . 

𝑓 = 

[
𝐴 + 𝐵( 𝜀 𝑝𝑙 ) 𝑛 

][ 
1 + 𝐶 ln 

( 

𝜀̇ 𝑝𝑙 

𝜀̇ 0 

) ] [
1 − 

(
𝑇 ∗ 

)𝑚 ]
(8)

 
∗ = 

⎧ ⎪ ⎨ ⎪ ⎩ 
0 , 𝑇 < 𝑇 0 ( 

𝑇 − 𝑇 0 
𝑇 𝑚 − 𝑇 0 

) 

𝑇 0 ≤ 𝑇 ≤ 𝑇 𝑚 

1 , 𝑇 > 𝑇 𝑚 

(9)

In Eqs. (8) and (9) , 𝜎𝑓 is the flow stress, 𝐴 is the quasi-static yield

tress, 𝐵 is the strain hardening coefficient, 𝐶 is the strain-rate hard-

ning coefficient, 𝜀 𝑝𝑙 is the plastic strain, 𝜀̇ 𝑝𝑙 is the plastic strain rate,

̇  0 is the reference strain rate, 𝑛 is the strain hardening exponent, 𝑚 is

he thermal softening exponent, and 𝑇 ∗ is the homologous temperature

erm. Parameters for the J-C constitutive model, determined by Hokka

t al. [63] via split Hopkinson pressure bar experiments, are provided

n Table 2 . 

During the milling simulation, along the tool-workpiece interface,

uctile and/or shear fracture may occur. Phenomenological observa-

ions made by Hooputra et al. [69] have revealed the importance of

onsidering both failure mechanisms. Thus, the demonstrated milling

imulation implements competing ductile and shear damage initiation

riteria in conjunction with the J-C plasticity definition. 

The ductile, Johnson-Cook, and shear damage initiation criteria are

mplemented simultaneously. At every time increment during the sim-

lation, each criterion will independently compute a (normalized) state

ariable for every element. An initiation criterion is met once its state

ariable reaches a value of unity. At this point, the material stiffness for

he affected element(s) is consequently degraded via a predetermined

amage evolution law per the specific criterion. 

The ductile damage criterion described by Eqs. (10) , (11) and

12) phenomenologically predicts the onset of damage due to void nu-

leation, void growth and coalescence of porosities. It defines equivalent

lastic strain at the onset of damage, 𝛾D , as a function of stress triaxi-

lity, 𝜂, and plastic strain rate, 𝜀̇ 𝑝𝑙 . The ductile criterion state variable,

 D , monotonically increases with the onset of plastic deformation until

q. (10) is satisfied. Eq. (11) computes the increase in the ductile cri-

erion state variable, Δ𝜔 D , with successive time increments during the

imulation. 

 D = ∫
d 𝜀 𝑝𝑙 

𝛾 ( 𝜂, 𝜀̇ 𝑝𝑙 ) 
= 1 (10)
D 

Table 2 

Johnson-Cook plasticity parameters 

for Inconel 625 implemented in the 

milling simulation [63,68] . 

J-C Parameters Value (Inconel 625) 

𝐴 558.8 MPa 

𝐵 2201.3 MPa 

𝑛 0.8 

𝐶 0.000209 

𝑚 1.146 

𝜀̇ 0 1670 s −1 

𝑇 0 296 K 

𝑇 𝑚 1623 K 

w

 

(  

l  

𝛾  

r  

w  

6 
𝜔 D = 

Δ𝜀 𝑝𝑙 

𝛾D ( 𝜂, 𝜀̇ 𝑝𝑙 ) 
≥ 0 (11)

= 

− 𝑝 

𝑞 
(12) 

The stress triaxiality, 𝜂, is defined by Eq. (12) , where 𝑝 is the average

tress and 𝑞 is the equivalent von Mises stress. While dependence of

D on 𝜂 has been well established [70–73] , a relatively recent study

rom Bai and Wierzbicki [74] demonstrated that a three-dimensional

symmetric fracture locus may exist in the space of 𝛾D , 𝜂, and Lode angle,

. Accordingly, the denominator term in Eqs. (10) and (11) would be

ewritten as seen in Eq. (13) , where 𝜉 is the normalized third invariant

f the deviatoric stress tensor, 𝝈𝑠 , described by Eqs. (14) and (15) , where

 is the 3 𝑟𝑑 invariant of deviatoric stress. 

D ( 𝜂, 𝜉( 𝜃) , 𝜀̇ 𝑝𝑙 ) , −1 ≤ 𝜉( 𝜃) ≤ 1 (13)

= 

( 

𝑟 

𝑞 

) 3 
= cos (3 𝜃) (14)

 = 

(9 
2 
𝝈𝑠 ⋅ 𝝈𝑠 ∶ 𝝈𝑠 

) 1 
3 

(15) 

The three-dimensional fracture locus (or fracture surface) has been

ound to improve prediction of ductile fracture in metals, however, this

s not universally true for all metals. Bai and Wierzbicki validated their

ostulated asymmetric fracture locus with experiments performed on

luminum alloy 2024-T351 and A710 steel [75] , however, they also re-

orted that DH36 steel’s fracture locus revealed no dependence on 𝜃

74,76] . Algarni et al. [77] and Erice et al. [78] similarly reported a

hree-dimensional fracture locus for Inconel 718, wherein 𝛾D appeared

ar more sensitive to changes in 𝜂 in comparison to changes in 𝜃. For this

eason, the influence of 𝜃 is not considered in the demonstrated work, al-

eit its importance in FE machining simulations, especially with regard

o chip formation and geometry [66] , should not be understated. A two-

imensional fracture locus relating 𝜂 and 𝛾D is adopted herein based on

ensile notch sensitivity experiments, performed with additively manu-

actured Inconel 625 cylindrical specimens, by Matache et al. [79] . 

While the ductile damage criterion described in Eq. (10) captures

he influence of plastic strain rate, it does not capture the effect of tem-

erature. Hence, the J-C damage criterion described by Eq. (16) is also

pplied [64,80,81] . 

D = [ 𝐷 1 + 𝐷 2 𝑒 
𝐷 3 𝜂] 

[ 
1 + 𝐷 4 ln 

( 

𝜀̇ 𝑝𝑙 

𝜀̇ 0 

) ] 
[1 + 𝐷 5 𝑇 

∗ ] (16)

In Eq. (16) , 𝐷 1 is the initial fracture strain, 𝐷 2 − 𝐷 5 represent the

xponential, triaxiality, strain-rate and temperature parameters, respec-

ively [82] . The J-C damage parameters employed herein (ref. Table 3 )

ere experimentally determined by Erice et al. [78] . 

The shear damage criterion described by Eqs. (17) , (18) and

19) phenomenologically predicts the onset of damage via shear band

ocalization, assuming equivalent plastic strain at the onset of damage,

s , to be function of shear stress ratio, 𝜏s ( Eq. (19) ), and plastic strain

ate, 𝜀̇ 𝑝𝑙 . The shear criterion state variable, 𝜔 s , monotonically increases

ith the onset of plastic deformation proportional to the incremental
Table 3 

Johnson-Cook damage parameters im- 

plemented in the milling simulation 

[78,83] . 

𝐷 1 𝐷 2 𝐷 3 𝐷 4 𝐷 5 

0.04 0.75 -1.45 0.04 0.89 



S. Sunny, R. Mathews, G. Gleason et al. International Journal of Mechanical Sciences 202–203 (2021) 106534 

c  

i  

m  

d  

𝑘

𝜔  

Δ  

𝜏  

 

r  

t  

m  

D  

a  

a  

s  

e

𝝈

 

a  

r  

d

D  

 

b  

c  

v  

p  

i  

s

d  

3

 

t  

s  

c  

t  

e  

Fig. 4. Boundary conditions applied to the DED build during the milling simu- 

lation. 

Table 4 

Milling tool geometry and high-speed 

machining parameters [85,86] . 

Parameters Value 

Cutting diameter 22 mm 

Number of inserts 2 

Axial rake angle 0 ◦ (neutral) 

Radial rake angle 0 ◦ (neutral) 

Spindle speed, N 37500 rpm 

Feed, f N 0.16 mm rev −1 

Axial depth of cut 5 mm 

r  

i

 

a

𝜔  

𝑉  

 

E  

e  

𝑝

Q  

 

s  

E

Q  

 

s

 

a  

a  

p  
hange in 𝛾s , until Eq. (17) is satisfied. Eq. (18) computes the increase

n the shear criterion state variable, Δ𝜔 s , with successive time incre-

ents during the simulation. In Eq. (19) , 𝜏max is the shear stress limit

efined as 0.577 𝐴 per distortion-energy theory, and material parameter

 𝑠 is assigned to be 1.57 [84] . 

 s = ∫
d 𝜀 𝑝𝑙 

𝛾s ( 𝜏s , 𝜀̇ 𝑝𝑙 ) 
= 1 (17)

𝜔 s = 

Δ𝜀 𝑝𝑙 

𝛾s ( 𝜏s , 𝜀̇ 𝑝𝑙 ) 
≥ 0 (18)

s = 

( 𝑞 + 𝑘 s 𝑝 ) 
𝜏𝑚𝑎𝑥 

(19)

The damage evolution expression given by Eq. (20) describes the

ate of degradation of material stiffness, when any of the aforemen-

ioned damage initiation criteria are met. In Eq. (20) , 𝝈 is the incre-

entally computed stress tensor, 𝝈∗ is the undamaged stress tensor and

 is the overall damage variable such that the load-carrying capacity of

 material is lost when D = 1 . When D = 0 . 9 at the integration point of
n element, the corresponding element is deleted from the mesh. Note,

ince reduced integration is employed in the demonstrated work, each

lement has only one integration point, located at its centroid. 

= ( 1 − D ) 𝝈∗ (20) 

To accommodate multiple damage criteria, the overall damage vari-

ble is determined by the greatest individual damage variable, d j , cor-
esponding to the j th damage criteria, at a given increment of time, as
escribed by Eq. (21) . 

 = max(d j ) (21)

Once damage initiates, the linear damage evolution law described

y Eq. (22) , defines the relationship between plastic distortion rate, U̇ 
𝑝𝑙 ,

haracteristic element length, 𝐿 𝑒 , rate of change of the specific damage

ariable, ḋ j , plastic strain rate, 𝜀̇ 𝑝𝑙 , and effective plastic distortion at the
oint of failure, U 

𝑝𝑙 

𝑓 
. After damage initiation, if the material response

s assumed perfectly plastic, i.e., constant yield strength, the predicted

tress-strain softening response will be truly linear. 

̇
 j = 

𝐿 𝑒 ̇𝜀 
𝑝𝑙 

U 
𝑝𝑙 

𝑓 

= 

U̇ 
𝑝𝑙 

U 
𝑝𝑙 

𝑓 

(22)

.2. Tool geometry, boundary conditions and tool paths 

Since the goal of this work is to examine the effect of metal addi-

ive manufacturing RS from DED on the post-process machining-induced

tress and distortion within the part, the milling tool is modeled as a dis-

rete rigid shell. This avoids calculation of the stresses arising in the tool,

hereby reducing computation time. The tool is meshed using rigid bilin-

ar quadrilateral elements with an approximate length of 1 mm. Details
Fig. 5. Tool paths considered in the milling simulations. Net volume o

7 
egarding the tool geometry and high-speed machining parameters used

n the simulation are listed in Table 4 . 

The tool is assigned an angular velocity, 𝜔 Z , about its vertical ( Z )
xis as well as a feed, 𝑉 f , as specified by Eqs. (23) , (24) . 

 Z = 

2 𝜋N 

60 
≈ 3900 rad s −1 (23)

 f = f N N = 6 m min −1 (24)

The heat flux generated via Coulomb friction, Q f , described in

q. (25) , is a function of the plastic heat dissipation fraction, Ψ, the co-
fficient of friction, 𝜇, contact pressure at the tool-workpiece interface,

 𝑐 , and slip rate, 𝑠̇ [87] . Ψ is assumed 90 % herein, per [88] . 

 f = Ψ𝜇𝑝 𝑐 ̇𝑠 (25)

Heat flux per unit volume Q p , resulting from plastic strain heat dis-

ipation in the DED build during the milling operation, is defined by

q. (26) . 

 p = Ψ𝝈 ∶ 𝜀̇ 𝑝𝑙 (26)

Boundary conditions are imposed on five orthogonal faces of the sub-

trate, constraining translational motion, as seen in Fig. 4 . 

To study the effects of the DED RS on the milling-induced stress

nd distortion, the converged (and compatible) residual stress, 𝝈ij 
𝑘 , and

ny corresponding mesh distortions, 𝐔 
𝑘 , obtained from ISRA are im-

lemented as initial conditions for the milling simulation, described by
f material to be removed (dotted line) is the same in both cases. 
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qs. (27) and (28) . 

( 𝐗 , 0 ) = 𝝈
𝑘 
ij 
( 𝐗 ) (27) 

 ( 𝐗 , 0 ) = 𝐔 
𝑘 ( 𝐗 ) (28) 

To elucidate how much of a difference consideration of the DED RS

akes, an identical case is executed wherein the DED RS is not consid-

red, i.e., no initial conditions are applied, resulting in zero RS within

he part prior to machining. In addition, two different tool path strate-

ies, both of which generate the same cut in the thin-walled region, are

xamined as seen in Fig. 5 . The aim of this, as stated earlier, is to observe

ow much of a difference (if any) arises in the respective machining-

nduced stress and distortion, and the extent to which the DED RS con-

ideration affects this observation, given the general magnitude of the

ED-induced RS. 

Solutions for the described milling simulations are computed using

he explicit solver of Abaqus v6.14. Results for both milling patterns,

ith and without considering the DED-induced RS in the workpiece,

re presented and discussed next. 

. Results and discussion on the effect of DED residual stress on 

ost-process machining-induced stress and distortion 

A comparison of trends in the milling-induced RS, for both milling

aths 1 (M1) and 2 (M2), considering the presence or absence of DED
ig. 7. Residual stress predicted from milling path 1 (M1). ( Above ) A 3D view illu

 Center ) Distribution of normal stress components along a vertical path with and w

long a horizontal path with and without considering DED RS. (For interpretation of 

f this article.) 

8 
S, can now be made. Residual stress comparisons are quantitatively

ade along both the vertical and horizontal paths as seen in Fig. 6 ,

nd are presented via the plots in Figs. 7 and 8 . In both Figs. 7 and

 , a qualitative comparison of the overall distributions of the normal

tress within the structure is also provided when considering DED RS

3D contours). 

Trends observed are summarized as follows: 

1. Despite the symmetric DED RS field imposed as an initial condition

(ref. Fig. 3 ) the milling-induced RS reveals an asymmetric distribu-

tion. Furthermore, differences in the distribution of compressive and
strating the distributions of normal stress components, considering DED RS. 

ithout considering DED RS. ( Below ) Distribution of normal stress components 

the reference to color in this figure, the reader is referred to the online version 
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Fig. 8. Residual stress predicted from milling path 2 (M2). ( Above ) A 3D view illustrating the distributions of normal stress components, considering DED RS. 

( Center ) Distribution of normal stress components along a vertical path with and without considering DED RS. ( Below ) Distribution of normal stress components 

along a horizontal path with and without considering DED RS. (For interpretation of the reference to color in this figure, the reader is referred to the online version 

of this article.) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

tensile milling-induced RS along the surface of the cut are evident

when comparing M1 and M2. 

2. The peak compressive residual stress measured via neutron diffrac-

tion was approximately -600 MPa and -400 MPa for 𝜎X and 𝜎Z , re-

spectively (ref. Fig. 3 ), however following the milling operation, the

state of compressive residual stress is significantly reduced for the

same components, with peaks approaching -300 MPa near the edges

of the cut. 

3. For both M1 and M2, similar trends are predicted with and without

considering DED RS along the vertical path, with aperiodic patterns

of alternating tensile and compressive stress. Subtle differences are

noticed when comparing the ranges of these aperiodic patterns in the

milling-induced 𝜎X and 𝜎Y ; in both cases M1 and M2, an approximate

range of -100 to 100 MPa is predicted for 𝜎X , while an approximate

range of -200 to 150 MPa is predicted for 𝜎Y . There is, however,

a significant difference when comparing the range in 𝜎Z predicted

for M1 and M2; in the case of M1, 𝜎Z varies from about -300 MPa

to 40 MPa when DED RS is neglected, whereas the corresponding

range reduces to approximately -50 MPa to 50 MPa in the case of

M2. When DED RS is considered, however, 𝜎Z varies from about -

200 MPa to 40 MPa in the case of M1, whereas the range is reduced

to approximately -150 MPa to 50 MPa for M2. 

4. Comparing the normalized root mean square difference (NRMSD)

between the milling-induced RS, with and without DED RS, along

the vertical path for M1 and M2, significant differences are observed.

v  

9 
The NRMSD is 18.94 % , 11.5 % , and 18.62 % for 𝜎X , 𝜎Y , and 𝜎Z respec-

tively, in the case of M1, whereas, for M2, the respective differences

increase significantly to 22.75 % , 17.66 % , and 28.62 % . 

5. Interestingly, the observations made along the vertical path are

slightly reversed along the horizontal path; considerable differences

are noticed when comparing the range of the aperiodic patterns in

milling-induced 𝜎X and 𝜎Y ; In the case of M1, 𝜎X varies from about

-200 MPa to 0 MPa without considering DED RS, whereas the range

shifts to approximately -150 MPa to 50 MPa in the case of M2. When

DED RS is considered, 𝜎X varies from about -170 MPa to 80 MPa for

M1, whereas the range reduces to about -120 MPa to 100 MPa for

M2. For both M1 and M2, 𝜎Y varies from around -200 MPa to 40 MPa

without considering DED RS, whereas when DED RS is considered,

𝜎Y varies from approximately -100 MPa to 100 MPa in the case of

M1, while the range increases to -160 MPa to 130 MPa for M2. The

range of the aperiodic patterns in milling-induced 𝜎Z , in the case of

M1, is between approximately -100 MPa to 100 MPa, with and with-

out consideration of DED RS. In the case of M2, this range increases

noticeably to -140 MPa to 155 MPa when DED RS is not considered.

6. Along the horizontal path, NRMSD for the normal stress components

does not vary significantly between M1 and M2, although the mag-

nitude of NRMSD is in the range of 22 to 25 % , underscoring the

difference in the predictions due to inclusion of the DED RS. 

From magnitudes of NRMSD in milling-induced RS, along both the

ertical and horizontal paths, it is evident that consideration of DED RS
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Fig. 9. Distortion generated via milling path 1 (M1). ( Above ) A 3D view illustrating the distributions of orthogonal distortion components, considering DED RS. 

( Center ) Distribution of orthogonal distortion components along a vertical path with and without considering DED RS. ( Below ) Distribution of orthogonal distortion 

components along a horizontal path with and without considering DED RS. (For interpretation of the reference to color in this figure, the reader is referred to the 

online version of this article.) 
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akes a significant difference in the model’s prediction, thus providing

upporting evidence toward the first hypothesis. Variations are noticed

n the aperiodic trends in RS, which alternate between compressive and

ensile states, as well as in their overall range of RS. While an increase

n peak compressive RS may improve the fatigue life of the part, an

ncrease in the tensile RS undesirably achieves the opposite. The differ-

nces in NRMSD observed when comparing the RS distributions from

1 and M2, provides evidence in support of the second hypothesis, that

he degree of influence of initial RS on machining-induce RS may vary

ith differences in tool path for the same net material removal. This

elps illuminate the importance of appropriate tool path planning, to

engineer" a more desirable distribution of RS in the machined compo-

ent, while simultaneously considering other factors such as machining

ost. 

Note that the RS information can also be obtained via experimental

echniques, wherein one sample can be machined directly after printing

hile another can be heat-treated to relieve the DED-induced RS prior

o machining. Neutron diffraction (ND) measurement might be of value

onsidering its penetration depth and high resolution [26] , however,

ncertainty in the measurement needs be considered. The path lengths

f individual neutrons passing through the specimen being examined

ary throughout the gauge volume during ND measurement, and, given

hat absorption depends on distance traveled, detection can be biased

oward the part of the gauge volume closest to the beam source [89] ,

ntroducing uncertainty in the measurements of RS components. Goudar
10 
t al. [90] reported ND uncertainties ranging from ± 15 MPa, near the

urface of their 316 L cylindrical specimen, to as high as ± 109 MPa for

he axial stress component near the center of the cylinder. Given the

ifferences in magnitudes of predicted machining-induced RS, with and

ithout DED-induced RS consideration, as seen in Figs. 7 and 8 , use of

D measurements with such high uncertainties may prove to be rather

nconclusive in distinguishing any aperiodic trends in the RS distribu-

ion. Hence, considering the goals of the work, experimental measure-

ent as such is not presented. 

A comparison of trends in the milling-induced distortion, resulting

rom M1 and M2 considering the effect of DED RS, can be made from

igs. 9 and 10 , respectively. In both figures, a comparison of the orthog-

nal distortion components within the 3D structure, when considering

ED RS, is provided ( Above ), followed by the distributions of orthogo-

al distortion along a vertical path ( Center ) as well as along a horizontal

ath ( Below ). Trends observed are summarized as follows: 

1. As expected, the free end of the wall has the most deflection (or

distortion), however when comparing M1 with M2, significant dif-

ferences in the distortion trends are observed regardless of influence

of DED RS. This is especially evident with the distortion in the X di-

rection ( ΔX ) and Y direction ( ΔY ), along the vertical and horizontal

paths. Apart from differences in the overall distortion trends along

these directions, the magnitudes of the peaks also differ, as is seen

by comparison of Figs. 9 and 10 . 
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Fig. 10. Distortion generated via milling path 2 (M2). ( Above ) A 3D view illustrating the distributions of orthogonal distortion components, considering DED RS. 

( Center ) Distribution of orthogonal distortion components along a vertical path with and without considering DED RS. ( Below ) Distribution of orthogonal distortion 

components along a horizontal path with and without considering DED RS. (For interpretation of the reference to color in this figure, the reader is referred to the 

online version of this article.) 
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2. The effect of considering DED RS is quantified from the distortion

NRMSD observed along both the vertical and horizontal paths in

case of M1 and M2; the NRMSD ranges from as little as 10 % to almost

44 % illuminating the significant influence that the DED RS has on the

predicted milling-induced distortion. Comparing the NRMSD along

the vertical paths of M1 and M2, the NRMSD is between 10 to 21 %
in the case of M1, and between 23 to 38 % in the case of M2. 

3. The distortion NRMSD for each orthogonal direction in M1 varies

considerably from that of M2 indicating that the choice of tool path

also has some influence on the differences in distortion observed

when DED RS is considered. 

4. With the introduction of DED RS, for both M1 and M2, a difference in

trends between distortion parallel to build layers ( ΔX and ΔY ) and

the distortion in the build direction ( ΔZ ) is predicted; While trends
in ΔX and ΔY reveal significant overlap with and without DED RS,

there is no overlap predicted for ΔZ along the vertical path in the
thin wall, as well as along the horizontal path. along the horizontal

path when considering the DED RS., is predicted to be 5 μm to 10 μm
greater than that without considering the DED RS. It is plausible that

this can be attributed to stress relief that occurs during the milling

operation; referring to Fig. 3 , the compressive RS is at its peak ap-

proximately 0.5 mm beneath the horizontal path (in the Z direction),
and the state of compressive RS extends well above the horizontal

path to regions from where the material is removed. 
i  

11 
By comparing the differences in trends observed for M1 and M2, it

s evident that the machining tool path has a significant effect on the

et distortion of thin-walled components. Introducing RS from the ad-

itive manufacturing process can influence the distortion prediction to a

ertain degree, thus providing supporting evidence toward the first hy-

othesis. The amount of influence, however, appears to vary based on

he choice of milling tool path, providing evidence in support of the sec-

nd hypothesis, i.e., the degree of influence of initial RS on machining-

nduced part distortion varies with differences in tool path, for the same

et material removal. In addition, the influence of stress relief is cap-

ured during the milling simulation by introducing the initial state of

S in the thin-walled structure that arises due to the rapid thermal cy-

les of the AM process. 

From the aforementioned discussion it is evident that inclusion of the

dditive manufacturing-induced RS in the milling simulation has some

egree of influence on the resulting stress and distortion. To help visu-

lize the influence, an in-situ state of stress triaxiality, 𝜂, is presented

or both M1 and M2 in Fig. 11 . For both tool paths, there is a more

niform distribution of 𝜂 in the thin-walled region of the build with the

nclusion of DED RS. This difference in 𝜂, calculated during the milling

imulation, can be expected considering the magnitude of DED-induced

S that is imposed as an initial condition, as presented earlier in Fig. 3 ,

elative to the zero state of stress in the absence of DED-induced RS. For

nconel 625, the equivalent plastic strain resulting in ductile fracture

ncreases with lower values of triaxiality [77] . In the presented milling
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Fig. 11. Distribution of stress triaxiality during the milling 

simulation with and without considering DED RS. ( Above ) 

Stress triaxiality for milling path 1. ( Below ) Stress triaxiality 

for milling path 2. (For interpretation of the reference to color 

in this figure, the reader is referred to the online version of this 

article.) 
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imulations, the equivalent plastic strain in the workpiece is isolated

o regions near the tool-workpiece interface where a dark blue region,

ndicative of low stress triaxiality, is predicted as seen in Fig. 11 . Ac-

ordingly, the equivalent plastic strain along with the extent of damage

omputed influences the volume of material removal at the interface.

or both M1 and M2, a region of low 𝜂 appears to be localized near the

ool-workpiece interface, when DED-induced RS is considered, whereas,

 more spatially distributed region with relatively higher magnitudes

s noticed when the DED-induced RS is not considered. The lower 𝜂

redicted with the inclusion of DED RS, suggests an increased ductil-

ty and greater toughness in the material response. Thus, in addition

o the differences observed for machining-induced RS and distortion, it

s revealed that the inclusion of the AM-induced RS can also influence

he material response, and therefore affect the volume of material being

emoved, during high-speed machining operations. 

. Conclusion 

This work reveals the influence of metal additive manufacturing

AM) residual stress (RS) on post-process machining-induced stress and

istortion. Limited RS field data obtained via neutron diffraction mea-

urements for a directed energy deposition (DED) thin-walled structure

re iteratively reconstructed and subsequently imposed as a compatible

nitial state for post-process high-speed milling simulations. Two differ-

nt tool paths are simulated, both with and without inclusion of the RS

eld inherited from the DED process. The study reveals differences that

rise in the machining-induced stress and part distortion according to

he tool path variations, as well as the significant extent to which DED

S consideration affects this observation. Key findings from the study

re summarized as follows: 

• Normalized root-mean-square differences (NRMSD) of up to 25 %
and 29 % , respectively, are observed in the high-speed machining-

induced RS for two different tool paths when the DED inherent RS

is considered. Likewise, maximum NRMSD of up to 44 % and 40 %
are revealed in the post-machining distortion for the two respective

machining strategies when DED RS is included. These results high-

light the significance that RS generated during the DED build has on

subsequent machining-induced RS and distortion. 
• Differences observed when comparing the machining-induced RS

distributions for the two tool paths examined underscores the im-

portance of appropriate tool path planning to obtain more desirable

distributions of RS in the machined component. Tool path design is

also revealed to have a major effect on net distortion of the high-

speed-machined DED build. Thus, introducing RS from the DED pro-

cess is found to affect both distortion and induced residual stress

during high-speed machining, however, the actual influence varies

with the particular tool path strategy. 
• Variations observed in the stress triaxiality computed during high-

speed machining suggests that inclusion of RS from the DED pro-
12 
cess influences the localized response in the material near the tool-

workpiece interface. Accordingly, the stress triaxiality variations can

affect the volume of material removed during machining due to cor-

responding differences in the damage evolution. 

The technical approach demonstrated in this work can be imple-

ented for other AM and machining techniques, and can be extended to

odel fully-coupled, hybrid additive-subtractive manufacturing opera-

ions. With the capability to predict machining-induced RS and part dis-

ortion while accounting for RS in the bulk material (AM or otherwise),

anufacturing cells can improve tool path planning and help deliver

onolithic components that can be assembled with minimal correction.
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