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Abstract

The success of supervised learning requires large-
scale ground truth labels which are very expensive, time-
consuming, or may need special skills to annotate. To
address this issue, many self- or un-supervised methods
are developed. Unlike most existing self-supervised meth-
ods to learn only 2D image features or only 3D point
cloud features, this paper presents a novel and effective
self-supervised learning approach to jointly learn both 2D
image features and 3D point cloud features by exploiting
cross-modality and cross-view correspondences without us-
ing any human annotated labels. Specifically, 2D image
features of rendered images from different views are ex-
tracted by a 2D convolutional neural network, and 3D point
cloud features are extracted by a graph convolution neural
network. Two types of features are fed into a two-layer fully
connected neural network to estimate the cross-modality
correspondence. The three networks are jointly trained (i.e.
cross-modality) by verifying whether two sampled data of
different modalities belong to the same object, meanwhile,
the 2D convolutional neural network is additionally opti-
mized through minimizing intra-object distance while max-
imizing inter-object distance of rendered images in differ-
ent views (i.e. cross-view). The effectiveness of the learned
2D and 3D features is evaluated by transferring them on
five different tasks including multi-view 2D shape recogni-
tion, 3D shape recognition, multi-view 2D shape retrieval,
3D shape retrieval, and 3D part-segmentation. Extensive
evaluations on all the five different tasks across different
datasets demonstrate strong generalization and effective-
ness of the learned 2D and 3D features by the proposed
self-supervised method.

1. Introduction
The deep convolutional neural networks for computer vi-

sion tasks (e.g. classification [37, 39], detection [26], seg-
mentation [2], etc.) are highly relied on large-scale labeled
datasets [19, 40]. Collecting and annotating the large-scale
datasets are usually expensive and time-consuming. To fa-

cilitate 3D computer vision research, more and more 3D
datasets such as mesh and point cloud data have been re-
cently proposed. Compared to the annotation process of 2D
image data, 3D point cloud data are especially harder to an-
notate and the cost is more expensive.

To learn features from unlabeled data, many self-/un-
supervised learning methods are proposed for images,
videos [11, 18, 24], and 3D point cloud data [13] by train-
ing deep neural networks to solve pretext tasks with au-
tomatically generated labels based on attributes of the
data such as clustering images [3, 33], playing image jig-
saw [32], predicting geometric transformation of images or
videos [9, 17], image inpainting [35], reconstructing point
cloud [57], etc. The learned features through these pro-
cesses are then used as pre-trained models for other tasks to
overcome over-fitting and speed up convergence especially
when training data is limited.

Recently self-supervised feature learning on 3D point
cloud data attract more attention including auto-encoders-
based methods [1, 8, 57, 59], generative model-based meth-
ods [28,48,54], and context-based pretext task method [13,
58]. The auto-encoders-based and generative-based meth-
ods learn features by generating or reconstructing the point
cloud data and have obtained very competitive performance
on the 3D recognition benchmark [57]. However, by opti-
mizing the loss for generation or reconstruction tasks, these
networks suffer from modeling low-level features and com-
promising their ability to capture high-level features from
the point cloud data.

In this paper, as shown in Fig. 1, we propose a novel idea
to explore how to use the abundant relations of different
views and modalities of 3D data (e.g. mesh, point cloud,
rendered shading images, rendered depth images, etc.) as
supervision signal to learn both 2D and 3D features without
using any human annotated labels. The main contributions
of this paper are summarized as follows:

• We design a new schema to jointly learn both 2D and
3D features through solving two parallel pre-defined
pretext tasks: 1) Cross-modality task - to recognize
whether two data in different modalities (3D point
cloud and 2D image) belong to the same object; 2)






















