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Abstract. In state-of-the-art deep neural networks, both feature nor-
malization and feature attention have become ubiquitous. They are usu-
ally studied as separate modules, however. In this paper, we propose a
light-weight integration between the two schema and present Attentive
Normalization (AN). Instead of learning a single affine transformation,
AN learns a mixture of affine transformations and utilizes their weighted-
sum as the final affine transformation applied to re-calibrate features in
an instance-specific way. The weights are learned by leveraging channel-
wise feature attention. In experiments, we test the proposed AN using
four representative neural architectures in the ImageNet-1000 classifica-
tion benchmark and the MS-COCO 2017 object detection and instance
segmentation benchmark. AN obtains consistent performance improve-
ment for different neural architectures in both benchmarks with absolute
increase of top-1 accuracy in ImageNet-1000 between 0.5% and 2.7%, and
absolute increase up to 1.8% and 2.2% for bounding box and mask AP
in MS-COCO respectively. We observe that the proposed AN provides a
strong alternative to the widely used Squeeze-and-Excitation (SE) mod-
ule. The source codes are publicly available at the ImageNet Classifica-
tion Repo and the MS-COCO Detection and Segmentation Repo.

1 Introduction

Pioneered by Batch Normalization (BN) [19], feature normalization has become
ubiquitous in the development of deep learning. Feature normalization consists of
two components: feature standardization and channel-wise affine transformation.
The latter is introduced to provide the capability of undoing the standardization
(by design), and can be treated as feature re-calibration in general. Many variants
of BN have been proposed for practical deployment in terms of variations of
training and testing settings with remarkable progress obtained. They can be
roughly divided into two categories:

i) Generalizing feature standardization. Different methods are proposed for
computing the mean and standard deviation or for modeling/whitening the data
distribution in general, within a min-batch. They include Batch Renormaliza-

tion [18], Decorrelated BN [16], Layer Normalization (LN) [1], Instance Normal-
ization (IN) [12], Instance-level Meta Normalization [20], Group Normalization
(GN) [47], Mixture Normalization [21] and Mode Normalization [5]. Switchable
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Fig. 1: Tllustration of the proposed Attentive Normalization (AN). AN aims to
harness the best of a base feature normalization (e.g., BN or GN) and channel-
wise feature attention in a single light-weight module. See text for details.

Normalization (SN) [28] and its sparse variant (SSN) [39] learn to switch be-
tween different vanilla schema. These methods adopt the vanilla channel-wise
affine transformation after standardization, and are often proposed for discrim-
inative learning tasks.

i1) Generalizing feature re-calibration. Instead of treating the affine transfor-
mation parameters directly as model parameters, different types of task-induced
conditions (e.g., class labels in conditional image synthesis using generative ad-
versarial networks) are leveraged and encoded as latent vectors, which are then
used to learn the affine transformation parameters, including different condi-
tional BNs [6,43,33,29,2], style-adaptive IN [22] or layout-adaptive IN [31,40].
These methods have been mainly proposed in generative learning tasks, except
for the recently proposed Instance-level Meta Normalization [20] in discrimina~
tive learning tasks.

In the meanwhile, feature attention has also become an indispensable mecha-
nism for improving task performance in deep learning. For computer vision, spa-
tial attention is inherently captured by convolution operations within short-range
context, and by non-local extensions [45,17] for long-range context. Channel-wise
attention is relatively less exploited. The squeeze-and-excitation (SE) unit [13] is
one of the most popular designs, which learn instance-specific channel-wise atten-
tion weights to re-calibrate an input feature map. Unlike the affine transforma-
tion parameters in feature normalization, the attention weights for re-calibrating
an feature map are often directly learned from the input feature map in the spirit
of self-attention, and often instance-specific or pixel-specific.

Although both feature normalization and feature attention have become
ubiquitous in state-of-the-art DNNs, they are usually studied as separate mod-
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ules. Therefore, in this paper we address the following problem: How to learn
to re-calibrate feature maps in a way of harnessing the best of feature normal-
ization and feature attention in a single light-weight module? And, we present
Attentive Normalization (AN): Fig. 1 illustrates the proposed AN. The ba-
sic idea is straightforward. Conceptually, the affine transformation component
in feature normalization (Section 3.1) and the re-scaling computation in feature
attention play the same role in learning-to-re-calibrate an input feature map,
thus providing the foundation for integration (Section 3.2). More specifically,
consider a feature normalization backbone such as BN or GN, our proposed AN
keeps the block-wise standardization component unchanged. Unlike the vanilla
feature normalization in which the affine transformation parameters (y’s and
B’s) are often frozen in testing, we want the affine transformation parameters
to be adaptive and dynamic in both training and testing, controlled directly by
the input feature map. The intuition behind doing so is that it will be more
flexible in accounting for different statistical discrepancies between training and
testing in general, and between different sub-populations caused by underlying
inter- /intra-class variations in the data.

To achieve the dynamic and adaptive control of affine transformation param-
eters, the proposed AN utilizes a simple design (Section 3). It learns a mixture of
K affine transformations and exploits feature attention mechanism to learn the
instance-specific weights for the K components. The final affine transformation
used to re-calibrate an input feature map is the weighted sum of the learned K
affine transformations. We propose a general formulation for the proposed AN
and study how to learn the weights in an efficient and effective way (Section 3.3).

2 Related Work

Feature Normalization. There are two types of normalization schema, feature
normalization (including raw data) [19,18,1,412,17,28,39,21,5] and weight normal-
ization [36,15]. Unlike the former, the latter is to normalize model parameters
to decouple the magnitudes of parameter vectors from their directions. We focus
on feature normalization in this paper.

Different feature normalization schema differ in how the mean and variance
are computed. BN [19] computes the channel-wise mean and variance in the
entire min-batch which is driven by improving training efficiency and model
generalizability. BN has been deeply analyzed in terms of how it helps optimiza-
tion [38]. DecorBN [10] utilizes a whitening operation (ZCA) to go beyond the
centering and scaling in the vanilla BN. BatchReNorm [18] introduces extra pa-
rameters to control the pooled mean and variance to reduce BN’s dependency
on the batch size. IN [42] focuses on channel-wise and instance-specific statis-
tics which stems from the task of artistic image style transfer. LN [1] computes
the instance-specific mean and variance from all channels which is designed to
help optimization in recurrent neural networks (RNNs). GN [17] stands in the
sweet spot between LN and IN focusing on instance-specific and channel-group-
wise statistics, especially when only small batches are applicable in practice. In
practice, synchronized BN [32] across multiple GPUs becomes increasingly fa-
vorable against GN in some applications. SN [28] leaves the design choices of fea-
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ture normalization schema to the learning system itself by computing weighted
sum integration of BN, LN, IN and/or GN via softmax, showing more flexi-
ble applicability, followed by SSN [39] which learns to make exclusive selection.
Instead of computing one mode (mean and variance), MixtureNorm [21] intro-
duces a mixture of Gaussian densities to approximate the data distribution in
a mini-batch. ModeNorm [5] utilizes a general form of multiple-mode computa-
tion. Unlike those methods, the proposed AN focuses on generalizing the affine
transformation component. Related to our work, Instance-level Meta normal-
ization(ILM) [20] first utilizes an encoder-decoder sub-network to learn affine
transformation parameters and then add them together to the model’s affine
transformation parameters. Unlike ILM, the proposed AN utilizes a mixture
of affine transformations and leverages feature attention to learn the instance-
specific attention weights.

On the other hand, conditional feature normalization schema [6,13,33,2,22,31]
[40] have been developed and shown remarkable progress in conditional and
unconditional image synthesis. Conditional BN learns condition-specific affine
transformations in terms of conditions such as class labels, image style, label
maps and geometric layouts. Unlike those methods, the proposed AN learns self-
attention data-driven weights for mixture components of affine transformations.

Feature Attention. Similar to feature normalization, feature attention is
also an important building block in the development of deep learning. Residual
Attention Network [44] uses a trunk-and-mask joint spatial and channel attention
module in an encoder-decoder style for improving performance. To reduce the
computational cost, channel and spatial attention are separately applied in [46].
The SE module [13] further simplifies the attention mechanism by developing
a light-weight channel-wise attention method. The proposed AN leverages the
idea of SE in learning attention weights, but formulates the idea in a novel way.

Our Contributions. This paper makes three main contributions: (i) It
presents Attentive Normalization which harnesses the best of feature normaliza-
tion and feature attention (channel-wise). To our knowledge, AN is the first work
that studies self-attention based conditional and adaptive feature normalization
in visual recognition tasks. (ii) It presents a lightweight integration method for
deploying AN in different widely used building blocks of ResNets, DenseNets,
MobileNetsV2 and AOGNets. (iii) It obtains consistently better results than the
vanilla feature normalization backbones by a large margin across different neural
architectures in two large-scale benchmarks, ImageNet-1000 and MS-COCO.

3 The Proposed Attentive Normalization

In this section, we present details of the proposed attentive normalization. Con-
sider a DNN for 2D images, denote by x a feature map with axes in the con-
vention order of (N,C, H,W) (i.e., batch, channel, height and width). x is rep-
resented by a 4D tensor. Let i = (in,ic,im, 4w ) be the address index in the 4D
tensor. x; represents the feature response at a position 1.

3.1 Background on Feature Normalization

Existing feature normalization schema often consist of two components (Fig. 1):
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i) Block-wise Standardization. Denote by B; a block (slice) in a given 4-D
tensor x. For example, for BN, we have j = 1,--- ,C and B, = {x;|Vi,ic = j}.
We first compute the empirical mean and standard deviation in Bj, denoted

by p; and o; respectively: p; = ﬁ Zwij T, 05 = \/ﬁ Zzij (z — pj)? +e,
where M = |B;| and € is a small positive constant to ensure o; > 0 for the sake
of numeric stability. Then, let j; be the index of the block that the position i
belongs to, and we standardize the feature response by,

1

X; = JT(Xi — ;) (1)

i

it) Channel-wise Affine Transformation. Denote by v. and S, the scalar co-
efficient (re-scaling) and offset (re-shifting) parameter respectively for the c-th
channel. The re-calibrated feature response at a position 7 is then computed by,

Xi = Yie - Xi + Bics (2)

where 7.’s and f.’s are shared by all the instances in a min-batch across the
spatial domain. They are usually frozen in testing and fine-tuning.

3.2 Background on Feature Attention

We focus on channel-wise attention and briefly review the Squeeze-Excitation
(SE) module [13]. SE usually takes the feature normalization result (Eqn. 2) as
its input (the bottom-right of Fig. 1), and learns channel-wise attention weights:
i) The squeeze module encodes the inter-dependencies between feature chan-
nels in a low dimensional latent space with the reduction rate r (e.g., r = 16),

S(%;05) = v, v € RN*FxIx1 (3)

which is implemented by a sub-network consisting of a global average pooling
layer (AvgPool), a fully-connected (FC) layer and rectified linear unit (ReLU) [23].
05 collects all the model parameters.

it) The excitation module computes the channel-wise attention weights, de-
noted by A, by decoding the learned latent representations v,

E(v;0p) = A\, A € RV*ExIx1 (4)

which is implemented by a sub-network consisting of a FC layer and a sigmoid
layer. 0 collects all model parameters.
Then, the input, x is re-calibrated by,

%P = Ninsic - %i = Ninsic  Yie) - Xi + Aixic * Bics (5)
where the second step is obtained by plugging in Eqn. 2. It is thus straightfor-
ward to see the foundation facilitating the integration between feature
normalization and channel-wise feature attention. However, the SE mod-
ule often entails a significant number of extra parameters (e.g., ~2.5M extra
parameters for ResNet50 [10] which originally consists of ~25M parameters, re-
sulting in 10% increase). We aim to design more parsimonious integration that
can further improve performance.
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3.3 Attentive Normalization

Our goal is to generalize Eqn. 2 in re-calibrating feature responses to enable
dynamic and adaptive control in both training and testing. On the other hand,
our goal is to simplify Eqn. 5 into a single light-weight module, rather than, for
example, the two-module setup using BN+SE. In general, we have,

M = P(x;0r); - %; + B(x; 08):, (6)

where both I'(x;0r) and B(x; 6p) are functions of the entire input feature map
(without standardization ') with parameters 01 and g respectively. They both
compute 4D tensors of the size same as the input feature map and can be param-
eterized by some attention guided light-weight DNNs. The subscript in I'(x; 0r);
and B(x;0p); represents the learned re-calibration weights at a position i.

In this paper, we focus on learning instance-specific channel-wise affine trans-
formations. To that end, we have three components as follows.

i) Learning a Mizture of K Channel-wise Affine Transformations. Denote by
Ve and B . the re-scaling and re-shifting (scalar) parameters respectively for
the c-th channel in the k-th mixture component. They are model parameters
learned end-to-end via back-propagation.

ii) Learning Attention Weights for the K Mixture Components. Denote by
An.k the instance-specific mixture component weight (n € [1, N] and k € [1, K1),
and by A the N x K weight matrix. A is learned via some attention-guided
function from the entire input feature map,

)\ = A(x;@,\), (7)

where 6 collects all the parameters.
i11) Computing the Final Affine Transformation. With the learned 7., Bk.c
and )\, the re-calibrated feature response is computed by,

K

M =3 Ny ke - %+ Bruicls (8)
k=1

where \; 1 is shared by the re-scaling parameter and the re-shifting parameter
for simplicity. Since the attention weights A are adaptive and dynamic in both
training and testing, the proposed AN realizes adaptive and dynamic feature
re-calibration. Compared to the general form (Eqn. 6), we have,

K K
I'(x); = Z Ain ok * Vhyic, B(X)i = Z Nin ok Bhic- 9)
k=1 k=1

Based on the formulation, there are a few advantages of the proposed
AN in training, fine-tuning and testing a DNN:

! We tried the variant of learning I'() and B() from the standardized features and
observed it works worse, so we ignore it in our experiments.
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— The channel-wise affine transformation parameters, v ;,’s and B ;. ’s, are
shared across spatial dimensions and by data instances, which can learn
population-level knowledge in a more fine-grained manner than a single affine
transformation in the vanilla feature normalization.

— iy, s are instance specific and learned from features that are not standard-
ized. Combining them with 7 ;.’s and Bk ;.’s (Eqn. 8) enables AN paying
attention to both the population (what the common and useful informa-
tion are) and the individuals (what the specific yet critical information are).
The latter is particularly useful for testing samples slightly “drifted” from
training population, that is to improve generalizability. Their weighted sum
encodes more direct and “actionable” information for re-calibrating stan-
dardized features (Eqn. 8) without being delayed until back-propagation
updates as done in the vanilla feature normalization.

— In fine-tuning, especially between different tasks (e.g., from image classifi-
cation to object detection), vk i.’s and S ;.’s are usually frozen as done
in the vanilla feature normalization. They carry information from a source
task. But, 0\ (Eqn. 7) are allowed to be fine-tuned, thus potentially bet-
ter realizing transfer learning for a target task. This is a desirable property
since we can decouple training correlation between tasks. For example, when
GN [17] is applied in object detection in MS-COCO, it is fine-tuned from
a feature backbone with GN trained in ImageNet, instead of the one with
BN that usually has better performance in ImageNet. As we shall show in
experiments, the proposed AN facilitates a smoother transition. We can use
the proposed AN (with BN) as the normalization backbone in pre-training
in ImageNet, and then use AN (with GN) as the normalization backbone for
the head classifiers in MS-COCO with significant improvement.

Details of Learning Attention Weights We present a simple method for
computing the attention weights A(x;6y) (Eqn. 7). Our goal is to learn a weight
coefficient for each component from each individual instance in a mini-batch (i.e,
a N x K matrix). The question of interest is how to characterize the underlying
importance of a channel ¢ from its realization across the spatial dimensions
(H,W) in an instance, such that we will learn a more informative instance-
specific weight coefficient for a channel ¢ in re-calibrating the feature map x.

In realizing Eqn. 7, the proposed method is similar in spirit to the squeeze
module in SENets [13] to maintain light-weight implementation. To show the
difference, let’s first rewrite the vanilla squeeze module (Eqn. 3),

v =8(x;0s) = ReLU(fc(AvgPool(x);0s)) , (10)

where the mean of a channel ¢ (via global average pooling, AvgPool(-)) is used
to characterize its underlying importance. We generalize this assumption by
taking into account both mean and standard deviation empirically computed for
a channel ¢, denoted by u. and o, respectively. More specifically, we compare
three different designs using:

i) The mean p. only as done in SENets.
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ii) The concatenation of the mean and standard deviation, (pc, o).

iii) The coefficient of variation or the relative standard deviation (RSD), .
RSD measures the dispersion of an underlying distribution (i.e., the extent
to which the distribution is stretched or squeezed) which intuitively conveys
more information in learning attention weights for re-calibration.

RSD is indeed observed to work better in our experiments?. Eqn. 7 is then
expanded with two choices,

Choice 1: A1(x;60y) = Act(fe(RSD(x);6y)), (11)
Choice 2: Aa(x;05) = Act(BN(fc(RSD(x);04.);08n)),

where Act(-) represents a non-linear activation function for which we compare
three designs:

i) The vanilla ReLU(-) as used in the squeeze module of SENets.

ii) The vanilla sigmoid(-) as used in the excitation module of SENets.

iii) The channel-wise softmax(-).

iv) The piece-wise linear hard analog of the sigmoid function, so-called hsigmoid
function [12], hsigmoid(a) = min(max(a + 3.0,0),6.0)/6.0.

The hsigmoid(-) is observed to work better in our experiments. In the Choice
2 (Eqn. 11), we apply the vanilla BN [19] after the FC layer, which normalizes
the learned attention weights across all the instances in a mini-batch with the
hope of balancing the instance-specific attention weights better. The Choice 2
improves performance in our experiments in ImageNet.

In AN, we have another hyper-parameter, K. For stage-wise building block
based neural architectures such as the four neural architectures tested in our
experiments, we use different K’s for different stages with smaller values for early
stages. For example, for the 4-stage setting, we typically use K = 10, 10, 20, 20
for the four stages respectively based on our ablation study. The underlying
assumption is that early stages often learn low-to-middle level features which
are considered to be shared more between different categories, while later stages
learn more category-specific features which may entail larger mixtures.

4 Experiments

In this section, we first show the ablation study verifying the design choices in
the proposed AN. Then, we present detailed comparisons and analyses.

Data and Evaluation Metric. We use two benchmarks, the ImageNet-1000
classification benchmark (ILSVRC2012) [35] and the MS-COCO object detec-
tion and instance segmentation benchmark [26]. The ImageNet-1000 benchmark
consists of about 1.28 million images for training, and 50, 000 for validation, from
1,000 classes. We apply a single-crop with size 224 x 224 in evaluation. Follow-
ing the common protocol, we report the top-1 and top-5 classification error rates
tested using a single model on the validation set. For the MS-COCO benchmark,

2 In implementation, we use the reverse —te for numeric stability, which is equivalent

to the original formulation when combirc1g with the fc layer.
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Fig. 2: Illustration of integrating the proposed AN in different building blocks.
The first two show the vanilla residual block and the SE-residual block. The
remaining four are: the Basicblock and Bottleneck design of a residual block,
the inverted residual block (used in MobileNetV2), and the DenseBlock. For the
residual block and its variants, the proposed AN is used to replace the vanilla
BN(s) followed the last 3 x 3 convolution in different blocks. This potentially
enables jointly integrating local spatial attention (conveyed by the 3 x 3 convo-
lution) in learning the instance-specific attention weights, which is also observed
helpful in [30] and is shown beneficial for the SE module itself in our experiments
(Table 3). For the dense block, we replace the second vanilla BN (after the 1 x 1
convolution applied to the concatenated features) with our AN.

there are 80 categories of objects. We use train2017 in training and evaluate the
trained models using val2107. We report the standard COCO metrics of Av-
erage Precision (AP) at different intersection-over-union (IoU) thresholds, e.g.,
APs59 and AP75, for bounding box detection (APZ}ZU) and instance segmenta-
tion (APT.;;), and the mean AP over IoU=0.5 : 0.05 : 0.75, AP® and AP™ for
bounding box detection and instance segmentation respectively.

Neural Architectures and Vanilla Feature Normalization Backbones.
We use four representative neural architectures: (i) ResNets [10] (ResNet50
and ResNet101), which are the most widely used architectures in practice, (ii)
DenseNets [14], which are popular alternatives to ResNets, (iii) MobileNet V2 [37].
MobileNets are popular architectures under mobile settings and MobileNetV2
uses inverted residuals and linear Bottlenecks, and (iv) AOGNets [24], which
are grammar-guided networks and represent an interesting direction of network
architecture engineering with better performance than ResNets and DenseNets.
So, the improvement by our AN will be both broadly useful for existing ResNets,
DenseNets and MobileNets based deployment in practice and potentially insight-
ful for on-going and future development of more advanced and more powerful
DNNs in the community.

In classification, we use BN [19] as the feature normalization backbone for
our proposed AN, denoted by AN (w/ BN). We compare with the vanilla BN,
GN [47] and SN [28]. In object detection and instance segmentation, we use the
Mask-RCNN framework [3] and its cascade variant [3] in the MMDetection code
platform [4]. We fine-tune feature backbones pretrained on the ImageNet-1000
dataset. We also test the proposed AN using GN as the feature normalization
backbone, denoted by AN (w/ GN) in the head classifier of Mask-RCNN.
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Where to Apply AN? Fig. 2 illustrates the integration of our proposed AN
in different building blocks. At the first thought, it is straightforward to replace
all vanilla feature normalization modules (e.g., BN) in a DNN. It may not be
necessary to do so, similar in spirit to the SE-residual block which re-calibrates
the residual part once in a building block. As we shall see, our ablation study
supports the design choice shown in Fig. 2.

Initialization of our AN. The initialization of 4 .’s and Si.’s (Eqn. 8)
is based on, Y5 = 1.0 + N(0,1) x 0.1 and B, = N(0,1) x 0.1, where N (0,1)
represents the standard Gaussian distribution. This type of initialization is also
adopted for conditional BN used in the BigGAN [2].

4.1 Ablation Study

We compare different design
choices in our proposed AN

using ResNet50 in ImageNet- Design Choices in AN (w/ BN)[#Params FLOPS top-1 top-5
1000. Table 1 summarizes the mean + Ay (-) + hsigmoid + K = (%g 25.76M  4.09G 21.85 5.92
results. There are four cate- (mean,std) + A2(-) + hsigmoid + K = (30)| 25.82M 4.09G 21.73 5.85
gories of design choices: The RSD + Ay(-) + hsigmoid + K = ig 25.76M  4.09G 21.76 6.05
first three are related to the RSD + As(-) + softmax + K = ig 25.76M  4.09G 21.72 5.90

realization of learning the
attention weights (Eqn. 7):
three types of inputs, two ar-
chitectural choices and four
activation function choices.
The last one refers to the RSD + As2() + hsigmoid + K =
number K of components in * RSD + Az(-) + hsigmoid + K = (19)| 26.96M 4.10G 22.15 6.24
the mixture of affine trans- .
formation which is used for
each of the four stages in
ResNet5H0 and we empirically
select three options for sim-
plicity. All the models are
trained using the same set-
tings (the vanilla setup in Sec-
tion 4.2).

RSD + As(-) + relu + K =

RSD + As(-) + sigmoid + K = 25.76M  4.09G 21.96 5.91

RSD + Ajy(-) + hsigmoid + K = 25.76M  4.09G 21.92 5.93

RSD + As(-) + hsigmoid + K = 25.96M  4.09G 21.62 5.63

)
)
)
)
)| 25.96M  4.09G 21.89 6.04
)
)
)
)

25.76M  4.09G 21.59 5.58

Table 1: Ablation study on different design
choices in AN with BN as feature normaliza-
tion backbone using ResNet50+Bottleneck in
ImageNet-1000. * means AN is applied to all
the BNs of the network.

10
The best combination is RSD + A,(-) + hsigmoid + K = (1)). During
20

our development, we first observed the best combination based on our intuitive
reasoning and small experiments (a few epochs) in the process, and then design
this ablation study to verify the design choices. Based on the observed best
combination, we further verify that replacing all vanilla BNs is not helpful (the
last row in Table 1). One explanation is that we may not need to re-calibrate the
features using our AN (as well as other channel-wise feature attention methods)
for both before and after a 1 x 1 convolution, since channel-wise re-calibration can
be tackled by the 1 x 1 convolution kernel and the vanilla feature normalization
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themselves in training. The ablation study is in support of the intuitions and
design choices discussed in Section 3.3.

4.2 Image Classification in ImageNet-1000

Common Training Settings. We use 8 GPUs (NVIDIA V100) to train models
using the same settings for apple-to-

apple comparisons. The method pro-

posed in [J] is used to initialize all The Vanilla Setup

: Method #Params FLOPS  top-1 top-5
c'onv'olutlons for all modejls. The batch g Hsxy T180M 365C T550.0 5 BT
size is 128 per GPU. with FP16 op-  ResNet34+AN 21.92M 3.68G  24.43 7.43

S : . S ResNet50-BN 25.56M 4.09G 23.01,(1.12) 6.68,(0.50)
timization us.ed in training to reduce TResNet50-GN [17]  25.56M 4.09G 23.52,(1.03) 6.85,(0.07)
the training time. The mean and stan-  'ResNet50-SN [25]  2556M - 2243,(0.s3) 6.35,(0.47)

t
.. . ResNet50-SE [13]  28.09M 4.12G 22.37,(¢.7s) 6.36,(0.45)
dard deviation for block-wise stan-  ReNetso.sE 28.09M 4.12G 22.35,(0.76) 6.09,(0.21)
dardization are computed within each ~ ResNet50-AN 25.76M 4-092 21.59 588
N . . ResNet101-BN 4457TM 8.12G 21.33,(0.72) 5-85,(0.41)
GPU. The initial learning rate is 0.4,  ResNet101-AN  45.00M 812G 2061  5.41
and the cosine learning rate sched-  DenseNeti2-BN 7T.98M 286G 25.35,(2.75) 7-83}(1.41)

1 . d . h DenseNet121-AN 8.34M 2.86G 22.62 6.42

uler [27] is used with 5 warm-up frvevesy 3.50M 031G 28.69,02.02) 9-3310.77)

epochs and Welght decay 1 % 1074 MobileNetV2-AN  3.56M 0.34G 26.67 8.56

AOGNet12M-BN 12.26M 2.19G 22.22}(0.01) 606,030,
and momentum 0.9. For AN, the AOGNet12M-AN  12.37M 219G 21.28 5.76

best practice observed in our ablation AOGNet40M-BN 40.15M 7.51G 19.84(0.51) 4.94(0.22)

. . AOGNet40M-AN  40.39M 7.51G 19.33 4.72
study (Table 1) is used. AN is not YT Y

used n the stem layer in all the mod— Method #Params FLOPS  top-1 top-5
. ResNet50-BN 25.56M 4.09G 21.08,(1 16) 5.50,(0.52)

els. In addition to the common set-  geNetso-an 25.76M 4.00G  19.92  5.04

tings, we have two different setups in  ResNet101-BN T257M 812G 1971,080) 489 0.20)

experimental comparisons: ResNet101-AN  45.00M 812G  18.85  4.63
p p : AOGNet12M-BN 12.26M 2.19G 21.63;(1.06) 5-60,0.22)

Z) The Vanilla Setup. We adopt AOGNet12M-AN 12.37M 219G 20.57 5.38
the basic data augmentation scheme ST W T WL T
(random crop and horizontal flip)
in training as done in [I0]. We Table 2: Comparisons between BN and
train the models for 120 epochs. All our AN (w/ BN) in terms of the top-
ResNets [10] use the vanilla stem 1 and top-5 error rates (%) in the
layer with 7 x 7 convolution. The Mo- ImageNet-1000 validation set using the
bileNetsV2 uses 3 x 3 convolution in  yanilla setup and the state-of-the-art
the stem layer. The AOGNets use two  setup. T means the model is not trained
consecutive 3 x 3 convolution in the by us. All other models are trained from

stem layer. All the v and § parame- scratch under the same settings.
ters of the feature normalization back-

bones are initialized to 1 and 0 respec-
tively.

i1) The State-of-the-Art Setup. There are different aspects in the vanilla setup
which have better variants developed with better performance shown [11]. We
want to address whether the improvement by our proposed AN are truly funda-
mental or will disappear with more advanced tips and tricks added in training
ConvNets. First, on top of the basic data augmentation, we also use label smooth-
ing [41] (with rate 0.1) and the mixup (with rate 0.2) [418]. We increase the total
number of epochs to 200. We use the same stem layer with two consecutive 3 x 3
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convolution for all models. For ResNets, we add the zero v initialization trick,
which uses 0 to initialize the last normalization layer to make the initial state of
a residual block to be identity.

Results Summary. Table 2 shows the comparison results for the two se-
tups respectively. Our proposed AN consistently obtains the best top-1
and top-5 accuracy results with more than 0.5% absolute top-1 accu-
racy increase (up to 2.7%) in all models without bells and whistles.
The improvement is often obtained with negligible extra parameters (e.g., 0.06M
parameter increase in MobileNetV2 for 2.02% absolute top-1 accuracy increase,
and 0.2M parameter increase in ResNet50 with 1.42% absolute top-1 accuracy
increase) at almost no extra computational cost (up to the precision used in mea-
suring FLOPs). With ResNet50, our AN also outperforms GN [47] and SN [28] by
1.93% and 0.83% in top-1 accuracy respectively. For GN, it is known that it works
(slightly) worse than BN under the normal (big) mini-batch setting [47]. For SN,
our result shows that it is more ben-
eficial to improve the re-calibration

component than to learn-to-switch — Method #Params FLOPS_top1___top-5
. . ResNet50-SE (BNg) 28.09M 4.12G 22.35,(0.75) 6-09;0.21)
between different feature normaliza-  ResNetso-SE (BN,) 26.19M 4.12G 22.10, (0,55 6.02,(0.14)
ResNet50-SE (All) 20.33M 4.13G 22.13,(0.52) 5.96,(0.08)

tion schema. We observe that the TwoNesoAN wv/BNy) 36556 111G 21.78,(0.19) 5.98,(0.1)
proposed AN is more cffective for NeNeSeAN(w/N i amo " sis
small ConvNets in terms of perfor-

mance gain. Intuitively, this makes Table 3: Comparisons between SE and
sense. Small ConvNets usually learn our AN (w/ BN) in terms of the top-
less expressive features. With the mix- 1 and top-5 error rates (%) in the
ture of affine transformations and the ImageNet-1000 validation set using the
instance-specific channel-wise feature wvanilla setup. By “(All)”, it means SE
re-calibration, the proposed AN offers or AN is used for all the three BNs in a
the flexibility of clustering intra-class bottleneck block.

data better while separating inter-

class data better in training.

Comparisons with the SE module. Our proposed AN provides a strong
alternative to the widely used SE module. Table 3 shows the comparisons. We
observe that applying SE after the second BN in the bottleneck in ResNet50 is
also beneficial with better performance and smaller number of extra parameters.

4.3 Object Detection and Segmentation in COCO

In object detection and segmentation, high-resolution input images are bene-
ficial and often entailed for detecting medium to small objects, but limit the
batch-size in training (often 1 or 2 images per GPU). GN [17] and SN [28] have
shown significant progress in handling the applicability discrepancies of feature
normalization schema from ImageNet to MS-COCO. We test our AN in MS-
COCO following the standard protocol, as done in GN [417]. We build on the
MMDetection code platform [4]. We observe further performance improvement.

We first summarize the details of implementation. Following the terminolo-
gies used in MMDetection [4], there are four modular components in the R-CNN
detection framework [7,34,8]: i) Feature Backbones. We use the pre-trained net-
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Architecture ‘Backbone Head ‘#Params‘ ApPY® AP APY ‘ AP™ APLy APTY
) BN - 22.72M [34.2)(1.5) 54.6,(2.4) 37.1,(1.8)[30.9,(1.6) 51.1,(2.7) 32.6,(1.0)
MobileNetV2| \ v/ BN) - 22.78M | 36.0 57.0 38.9 | 325 53.8 345
BN E I5.71M [39-2,1.0) 60.0,51) 43.1,1.0)|35-2(1.2) 56-732.2) 37-6,011)
BN + SE(BN3) - 48.23M 401,01 61.2,000) 43.8(0m)|35.90.5) 57-9,(1.0) 38-1,(0.6)
ResNet50  |BN + SE(BN>) - 46.34M [40.1,00.7) 61.2y000) 43.8,(0.7)[35.9,(05) 57-91(1.0 38-450.3)
AN (w/ BN) - 45.91M | 40.8 62.1 445 | 364 589  38.7
TGN GN [17] 15.72M (403,13 61.0,(10) 44.0,(1.7)|35.7,1.7) 57-951.0) 37-T12.2)
SN SN [29] o 41.00.6) 6235 0.8) 45.110.6|36.5,(0.9) 58.910.6) 38.71(1.2)
AN (w/ BN) AN (w/ GN)| 45.96M | 41.6 62.0 457 | 374  59.5  39.9
BN - 64.70M |41.4)(1.7) 62.0)2.1) 45.5)(1.8)(36.8,(1.4) 59.0y(2.0y 39.1;(1.6)
AN (w/BN) - 65.15M | 43.1 64.1 47.3 | 38.2 61.0  40.7
ResNet101 |75 < 3 S 3 2R 3 Z
GN GN [17] GL7IM |41.8,(14) 625,15 45.4;(10)|36-8,(2.0) 592, (2.1) 390, (20,
AN (w/BN) AN (w/ GN)| 65.20M | 43.2 64.0 47.3 | 388 61.3  41.6
BN , 33.09M [40.7,(1.5) 6L, 17 44.6, (1536414 584,17 388, (1.6,
AOGNet12M|AN (w/ BN) - 33.21M |42.0,1.0) 63.1,1.1) 46.13(0.m)|37.8,(0.0) 60.1,(1.0) 40.4)(1.)
AN (w/BN) AN (w/ GN)| 33.26M | 43.0 64.2 46.8 | 387 611  41.7
BN B 60.73M [43.4,0.7) 64.2,00) 47507385103 61.0,(1.0) 41.4,(0.0)
AOGNet40M|AN (w/ BN) - 60.97M |44.1,08) 65.1,01.1) 48.2,(0.0)|39.0,(1.2) 62.0,(1.2) 41.8,(1.5)
AN (w/ BN) AN (w/ GN)| 61.02M | 44.9 66.2 49.1 | 40.2 63.2  43.3

Table 4: Detection and segmentation results in MS-COCO val2017 [20]. All
models use 2x Ir scheduling (180k iterations). BN means BN is frozen in fine-
tuning for object detection. T means that models are not trained by us. All other
models are trained from scratch under the same settings. The numbers show
sequential improvement in the two AOGNet models indicating the importance
of adding our AN in the backbone and the head respectively.

works in Table 2 (with the vanilla setup) for fair comparisons in detection, since
we compare with some models which are not trained by us from scratch and use
the feature backbones pre-trained in a way similar to our vanilla setup and with
on par top-1 accuracy. In fine-tuning a network with AN (w/ BN) pre-trained in
ImageNet such as ResNet50+AN (w/ BN) in Table 2, we freeze the stem layer
and the first stage as commonly done in practice. For the remaining stages, we
freeze the standardization component only (the learned mixture of affine trans-
formations and the learned running mean and standard deviation), but allow
the attention weight sub-network to be fine-tuned. i) Neck Backbones: We test
the feature pyramid network (FPN) [25] which is widely used in practice. i)
Head Classifiers. We test two setups: (a) The vanilla setup as done in GN [47]
and SN [28]. In this setup, we further have two settings: with vs without feature
normalization in the bounding box head classifier. The former is denoted by “-”
in Table 4, and the latter is denoted by the corresponding type of feature nor-
malization scheme in Table 4 (e.g., GN, SN and AN (w/ GN)). We experiment
on using AN (w/ GN) in the bounding box head classifier and keeping GN in
the mask head unchanged for simplicity. Adding AN (w/ GN) in the mask head
classifier may further help improve the performance. When adding AN (w/ GN)
in the bounding box head, we adopt the same design choices except for “Choice
1, A1(+)” (Eqn. 11) used in learning attention weights. (b) The state-of-the-art
setup which is based on the cascade generalization of head classifiers [3] and
does not include feature normalization scheme, also denoted by “-” in Table 5.
iv) Rol Operations. We test the RoIAlign operation [3].
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Architecture |Backbone ~ Head|#Params| AP® APY APY ApP™ AP35 AP
ResNet101 BN - 96.32M|44.4 1.4y 62.5(1.8) 48.4)(1.4)|38.2,(1.4) 59.T (2.0) 41.3(1.9)
i AN (w/ BN) - 96.77M| 45.8  64.3  49.8 | 39.6  61.7  42.7

BN - 92.35M|45.6,(0.0) 63.9,(1.1) 49-7,1.1)|39-310m) 61.2,(1.1) 42.710.0)
AOGNetdOM| \ 1o/ BN - 92.58M| 46.5  65.0 50.8 | 40.0  62.3  43.1

Table 5: Results in MS-COCO using the cascade variant [3] of Mask R-CNN.

Result Summary. The results are summarized in Table 4 and Table 5.
Compared with the vanilla BN that are frozen in fine-tuning, our AN (w/ BN)
improves performance by a large margin in terms of both bounding box AP
and mask AP (1.8% & 1.6% for MobileNetV2, 1.6% & 1.2% for ResNet50,
1.7% & 1.4% for ResNet101, 1.3% & 1.4% for AOGNet12M and 0.7% & 0.5%
for AOGNet40M). It shows the advantages of the self-attention based dynamic
and adaptive control of the mixture of affine transformations (although they
themselves are frozen) in fine-tuning.

With the AN further integrated in the bounding box head classifier of Mask-
RCNN and trained from scratch, we also obtain better performance than GN and
SN. Compared with the vanilla GN [17], our AN (w/ GN) improves bounding box
and mask AP by 1.3% and 1.7% for ResNet50, and 1.4% and 2.2% for ResNet101.
Compared with SN [28] which outperforms the vanilla GN in ResNet50, our AN
(w/ GN) is also better by 0.6% bounding box AP and 0.9% mask AP increase
respectively. Slightly less improvements are observed with AOGNets. Similar in
spirit to the ImageNet experiments, we want to verify whether the advantages
of our AN will disappear if we use state-of-the-art designs for head classifiers of
R-CNN such as the widely used cascade R-CNN [3]. Table 5 shows that similar
improvements are obtained with ResNet101 and AOGNet40M.

5 Conclusion

This paper presents Attentive Normalization (AN) that aims to harness the best
of feature normalization and feature attention in a single lightweight module. AN
learns a mixture of affine transformations and uses the weighted sum via a self-
attention module for re-calibrating standardized features in a dynamic and adap-
tive way. AN provides a strong alternative to the Squeeze-and-Excitation (SE)
module. In experiments, AN is tested with BN and GN as the feature normaliza-
tion backbones. AN is tested in both ImageNet-1000 and MS-COCO using four
representative networks (ResNets, DenseNets, MobileNetsV2 and AOGNets). It
consistently obtains better performance, often by a large margin, than the vanilla
feature normalization schema and some state-of-the-art variants.
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