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Abstract. The Stokes equation posed on surfaces is important in some physical models, but its
numerical solution poses several challenges not encountered in the corresponding Euclidean setting.
These include the fact that the velocity vector should be tangent to the given surface and the possible
presence of degenerate modes (Killing fields) in the solution. We analyze a surface finite element
method which provides solutions to these challenges. We consider an interior penalty method based
on the well-known Brezzi-Douglas-Marini H(div)-conforming finite element space. The resulting
spaces are tangential to the surface, but require penalization of jumps across element interfaces in
order to weakly maintain H1 conformity of the velocity field. In addition our method exactly satisfies
the incompressibility constraint in the surface Stokes problem. Secondly, we give a method which
robustly filters Killing fields out of the solution. This problem is complicated by the fact that the
dimension of the space of Killing fields may change with small perturbations of the surface. We
first approximate the Killing fields via a Stokes eigenvalue problem and then give a method which
is asymptotically guaranteed to correctly exclude them from the solution. The properties of our
method are rigorously established via an error analysis and illustrated via numerical experiments.
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1. Introduction. We consider the Stokes system on a closed 2-dimensional sur-
face γ ⊂ R

3; extension to other space dimensions is mostly immediate, but we consider
the physically most relevant case for the sake of concreteness. We assume throughout
that γ is of class C4. Given a tangential forcing term f , the Stokes problem is then
to find a divergence-free vector field u also tangential to γ and pressure p such that

−2ΠdivγDefγu+ (∇γp)
⊤ = f on γ. (1.1)

Here Π is the projection onto the tangent space, ∇γ is the tangential scalar gradient,
and the tensor Defγu is the symmetric tangential gradient of the vector field u. We
remark that the choices which lead to this particular form of the surface Stokes system
are not always immediately clear. For example, the operator −ΠdivγDefγ here is
the counterpart of the row wise (vector) Laplacian in the standard Euclidean Stokes
system, and there are several possible counterparts. We follow [21] in our definitions
and refer to that work for a more in-depth discussion.

The weak form of (1.1) seeks a pair (u, p) ∈ HT1(γ)× L2,#(γ) such that
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∫

γ

Defγu : Defγv −
∫

γ

p divγv =

∫

γ

f · v, v ∈ HT1(γ),

∫

γ

divγu q = 0, q ∈ L2,#(γ).

(1.2)

Here L2,#(γ) is the subspace of L2(γ) with vanishing mean value, andHT1(γ) consists
of vector fields in H1(γ)3 which are tangent to γ a.e.
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In this work we confront two challenges that arise when discretizing (1.2). First,
construction of conforming finite element subspaces of HT1(γ) is not straightforward,
and in fact has not been accomplished to date. The reason is that finite element vector
fields lying in such a discrete space must simultaneously be continuous across element
interfaces (due to membership in H1(γ)3) and tangent to the surface γ. Recent
works on finite element methods for (1.2) and similar problems have approached this
problem by enforcing the tangential constraint only weakly either by penalization [26]
or by a Lagrange multiplier approach [20] while preserving membership in H1. Our
approach is complementary in that we enforce the tangent constraint exactly while
enforcing H1 continuity weakly via an interior penalty approach; cf. [24]. We use
H(divγ)-conforming finite element spaces, and our method is the surface counterpart
to well-established methods for the Euclidean Stokes problem [13, 14]. Our method
has the advantage of being divergence conforming, that is, the constraint divγu = 0
is enforced exactly. In this work we focus on the lowest-order Brezzi-Douglas-Marini
(BDM) space in order to simplify our error analysis, but our approach could also be
used with other H(divγ)-conforming spaces. In particular, our basic algorithm applies
without substantial modification to higher-order BDM spaces as in [24].

The second challenge which we confront here is possible ill-posedness of (1.1) and
(1.2) in the presence of rigid motions and other continuous intrinsic isometries of γ; cf.
[31] for a discussion of the relationship between Killing fields and surface properties
in an application-based setting. The corresponding vector fields are known as Killing

fields and constitute the (possibly empty) subspace K of HT1(γ) whose members are
annihilated by the deformation operator Defγ . The dimension of K is at most three,
with equality holding only on the sphere. Because K has positive dimension only
when γ possesses a certain structure, we generically have dim(K) = 0. A well-posed
version of (1.2) may be obtained by requiring that u ⊥ K.

Similarly filtering out the Killing fields in a computational setting may be a much
more subtle problem. In some cases (such as when γ is a sphere), it is not difficult
to find the dimension of K and even a basis for it. It is also easy to see that Killing
fields are eigenmodes corresponding to zero eigenvalues of the eigenvalue problem for
the system (1.2), so in principle one could compute these eigenfunctions and remove
these modes from the solution. The difficulty with this approach is that even dim(K)
may be unknown. For instance, it may be the case in computational practice that
information about γ comes in the form of a triangulated (polyhedral) approximating
surface Γ which may not inherit the symmetries of the underlying surface γ. Thus the
set of Killing fields on Γ may be trivial even if K is not. If Killing fields are present,
they would thus correspond to small eigenvalues of the Stokes system on Γ rather than
zero eigenvalues. Discretization also adds a different complication. As we describe
below, conforming approximations to (1.2) are unknown, and various penalization
techniques used to obtain convergent FEM will also perturb the eigenvalues of the
Stokes system. Thus we must somehow distinguish between small eigenvalues of
a discrete system that correspond to actual zero continuous eigenvalues and actual
Killing fields, and those that correspond to near-symmetries of γ and thus not to
genuine Killing fields. We contrast this situation with the role of harmonic forms
in the finite element exterior calculus framework, which similarly can be viewed as
zero eigenmodes and must be filtered out to obtain well-posed formulations of Hodge-
Laplace problems. However, harmonic forms are also zero discrete eigenmodes and
thus easily identified in a discrete setting [2]. The dimension of the space of harmonic
forms is also a topological invariant and so is stable with respect to small geometric
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perturbations.
It appears to be very difficult to firmly identity dim(K) computationally absent

precise knowledge of the continuous intrinsic symmetries of γ. We thus pursue a more
modest goal, which is to obtain an optimally convergent approximation to u − PKu

in the H1 and L2 norms. The main tool we use is the following perturbation of (1.2):
Given ε > 0, find a pair (uε, pε) ∈ HT1(γ)× L2,#(γ) such that

2

∫

γ

Defγu
ε : Defγv + ε

∫

γ

uε · v −
∫

γ

pε divγv =

∫

γ

f · v, v ∈ HT1(γ),

∫

γ

divγu
ε q = 0, q ∈ L2,#(γ).

(1.3)

We establish below that uε ⊥L2
K and that u− uε = O(ε) in the L2 and H1 norms.

Our finite element method is based on the perturbed problem (1.3), and its con-
vergence properties depend on the choice of ε. Roughly speaking, a discrete solution
Uε corresponding to a finite element mesh of size h satisfies

~u−Uε~1,h,ε . (h+ ε)‖f‖L2(γ),

where ~ ·~1,h,ε is a discontinuous Galerkin energy norm for the elliptic portion of the
problem (1.3). Because the lowest-order BDM space approximates u using piecewise
linears, this estimate is optimal if ǫ ≤ h, and in particular if either ε = h or ε = h2.
In addition,

‖u−Uε‖L2(γ) . (h2 + ε+
h2

ε
)‖f‖L2(γ), (1.4)

‖u− (Uε − PKU
ε)‖L2(γ) . (ε+ h2)‖f‖L2(γ). (1.5)

Choosing ε = h yields a suboptimal order of convergence in both of these estimates.
However, (1.4) also indicates that obtaining a convergent approximation in L2 does
not require any knowledge about K. On the other hand, taking ε = h2 yields an O(1)
error in (1.4) if Killing fields are not filtered out, but an optimal O(h2) convergence
rate in (1.5) if they are. Thus the choice of ε allows for a tradeoff between optimal
convergence rates in L2 and robustness with respect to the presence of Killing fields.
Instead of insisting on filtering out Killing fields, it may also be reasonable to accept
a solution that is accurate up to a Killing field. Estimate (1.5) indicates that Uh2

converges optimally to u in this sense.
We also address cases where K is not known explicitly and thus must be discretely

approximated. We first establish optimal convergence in L2 of discrete eigenfunctions
of the Stokes eigenvalue problem corresponding to (1.2). If dim(K) is known, we
may substitute the projection PKh

onto the corrresponding discrete eigenspace for
the projection PK in the estimate (1.5) and maintain optimal convergence. If dim(K)
is not known, it is not possible at any given mesh level to determine whether a given
space of discrete eigenfunctions corresponds to K. In order to overcome this problem,
we choose a candidate set of discrete Killing fields as the discrete eigenspace Kh

which minimizes ‖Uhα − (Uh2 − PKh
Uh2

)‖L2(γ) for some α ∈ [1, 2). Implementation
of this condition requires only checking a simple inequality involving the mesh size
and discrete eigenvalues. Below we show that for h sufficiently small this choice
yields a space of discrete Killing fields which converges optimally to K, and thus
‖u − (Uh2 − PKh

Uh2

)‖L2(γ) . h2. On the other hand, for h in the preasymptotic
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range we use (1.4) to find that ‖u − (Uh2 − PKh
Uh2

)‖L2(γ) . h2−α. Thus even
if we do not correctly determine the space of discrete Killing fields, we nonetheless
obtain a reasonable approximation via this algorithm, and asymptotically we are
guaranteed to correctly filter out the Killing fields. We emphasize that this algorithm
does not require any a priori knowledge of K, even its dimension. It may seem obvious
that we should choose α = 1 in order to maximize the order of convergence in the
preasymptotic range. As we illustrate via numerical experiments below, however, this
intuition is not necessarily correct. Finally, we consider a similar analysis when f 6⊥ K.

A number of recent papers have considered numerical methods for the surface
Stokes and related vector Laplace-type problems, including [18, 20, 23, 24, 25, 26,
27, 28, 30]. We first mention [26], where a trace surface FEM for the surface Stokes
equation is defined and error analysis is given. There an H1-conforming method is
considered and penalization is used to weakly enforce tangential conformity for the
velocity space. The problem (1.3) is considered to be the continuous problem instead
of (1.2). The “pure” Stokes problem with ε = 0 is only allowed if dim(K) = 0, and
otherwise it is assumed that ε > 0 in order to obtain a well-posed problem independent
of the presence of Killing fields. The paper [23] explores options for weakly enforcing
tangengiality by penalty and Lagrange multiplier methods. A full error analysis is
given, including consideration of “geometric errors” due to approximation of the sur-
face γ in the numerical method. In [29] the author gives a stream function formulation
of the surface Stokes equations that is well-suited to finite element discretization, and
a corresponding finite element method and error analysis are given in [8]. However,
this methodology is limited to simply connected surfaces due to the presence of har-
monic forms otherwise. Our work and the recent paper [24] have a number of features
that are distinct from these previous works. These include tangential conformity of
the method and exact enforcement of the divergence-free constraint. In addition,
our method places no restrictions on domain geometry, allowing both for non-simply
connected surfaces and robustness in the presence of Killing fields. The paper [24]
also consider tangential- and divergence-conforming FEM for surface Navier-Stokes
equations, but focuses on computational and algorithmic aspects. The lowest-order
interior penalty method considered there is essentially the same as our, and higher-
order and hybridizable discontinuous Galerkin (HDG) versions are also presented. A
number of illuminating computational experiments are carried out for the stationary
and instationary surface (Navier-)Stokes equations, but no analysis is carried out. In
contrast, we give rigorous error analysis, including the first error analysis for a surface
Stokes eigenvalue problem and the approximation of Killing fields.

The rest of the paper is arranged as follows. In Section 2 we discuss analytical
preliminaries, and in Section 3 we explore the perturbed problem (1.3). In Section 4 we
define our finite element method and prove basic energy estimates, while in Section 5
we prove L2 error estimates. Section 6 contains definitions and discussion of methods
for filtering out Killing fields. In Section 7 we illustrate our results via numerical
experiments.

2. Preliminaries. We use the notation A . B to denote A ≤ CB for a constant
C independent of A and B. Furthermore, A & B indicates B . A and we write A ≃ B
whenever A . B and B . A.

2.1. Implicit surface representation. We assume that γ is a C4 surface, that
is, the zero level set of a C4 function over the ambient space. Our algorithm can be
formulated for less regular surfaces, and it the error analysis also may not require that
the surface be C4. This assumption arises because of technical issues related to proving
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error estimates for surface FEM under optimal assumptions on surface regularity; cf.
[6] for a discussion in the context of scalar elliptic problems. In addition, the Piola
transform that we employ below involves multiplication by terms involving derivatives
of the transforming function and therefore raises by one differentiability degree the
natural assumption on surface regularity. We also assume that γ is compact and
closed. Thus γ divides the ambient into two sets: the compact interior domain and
the exterior domain. There exists an open neighborhood N of the surface γ and a
signed distance function d ∈ C4(N ) for which d < 0 over the interior domain and
d > 0 over the exterior domain and for which |d(x)| = dist(x, γ).

The Hessian H = Hess d is known as the Weingarten map. Note that H has
one zero eigenvalue corresponding to the direction ∇d, and for x ∈ γ the other
eigenvalues κi (i = 1, 2) of H are the principal curvatures of γ. These quantities are
all defined on a tubular neighborhood of width 1/‖maxi |κi|‖L∞(γ), and in order to
avoid degeneration of constants near the boundary of this neighborhood we assume
N ⊆ {x ∈ R

3 : |d(x)| ≤ 1/(2‖maxi |κi|‖L∞(γ))} without loss of generality.
Note that ∇d is the outward-pointing normal along γ. We define a vector field

ν ∈ C3(N )2 by setting ν(x) = ∇d(x) when x ∈ γ and taking the extension onto N
that is constant in the normal direction. Under those assumptions, the closest point
projection

P : N → γ, x 7→ x− d(x)ν(x) (2.1)

is uniquely defined. Note that ν(x) = ν(P(x)) for x ∈ N . In addition, the matrix
field Π = I−ν⊗ν ∈ C3(N )3×3 describes the projection onto the tangent plane along
γ. We refer to [6, 17, 16] for further discussion of these properties.

2.2. Differential operators and function spaces. Let L2(γ) be the Hilbert
space of square-integrable functions over γ and denote by L2,♯(γ) the subspace of
L2(γ) whose members have vanishing average value. We let H l(γ) denote the Sobolev
space of order l over γ and write ‖.‖Hl(γ) for the corresponding norm. For sufficiently
smooth scalar functions u : γ → R, we denote by ∇γu the tangential gradient of u on
γ. If u is defined in a neighborhood of γ, then we may also write ∇γu = ∇uΠ. Here
we follow the convention that ∇γu is a row vector.

For a surface γ we let HT1(γ) denote the closed subspace of H1(γ)3 whose mem-
bers are tangent to γ almost everywhere. We adopt the convention that members
of HT1(γ) are column vectors. In addition, we set HT2(γ) := HT1(γ) ∩ H2(γ)3

equipped with the H2(γ)3 norm. The tangential total derivative of a vector function
is given by

∇γ : H1(γ)3 → L2(γ)3×3, v 7→ Π∇vΠ.

The deformation of a tangential vector field is defined as the symmetric part of the
tangential total derivative,

Defγ : H1(γ)3 → L2(γ)3×3, v 7→ 1

2
(∇γv +∇T

γ v).

The tangential divergence of a tangential vector field is given by

divγ : HT1(γ) → L2(γ), v 7→ tr∇γv,

while the rowwise divergence of a matrix field is

divγ : H1(γ)2×2 → L2(γ)3, A 7→
(
divγ(e

T
1 A), . . . , divγ(e

T
3 A)

)T
.
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Members of the kernel of the deformation operator,

K :=
{
v ∈ HT1(γ) : Defγ v = 0

}

are known as the Killing fields of γ. Their L2-orthogonal complement is

K⊥ :=

{
g ∈ L2(γ)

2

∣∣∣∣ g · ν = 0 a.e. in γ and ∀h ∈ K :

∫

γ

g · h = 0

}
.

Note that the Killing fields are divergence-free because the divergence is the trace
of the tangential total derivative, which coincides with the trace of the deformation
operator. Also, because Killing fields correspond to rigid rotations of γ, we have
dim(K) ≤ 3 with equality holding only if γ is a sphere. Generically for the class of
C2 surfaces there holds dim(K) = 0.

2.3. The surface Stokes system. Given f ∈ K⊥, the form of the Stokes system
that we consider seeks u ∈ HT1(γ) ∩ K⊥ and p ∈ L2,#(γ) related by (1.2). We thus
define the bilinear form and linear functional

∀u,v ∈ HT1(γ) : a(u,v) := 2

∫

γ

Defγ u : Defγ v

∀v ∈ L2(γ)
3 : L(v) :=

∫

γ

f · v.

An alternative weak formulation removes the pressure variable and incorporates the
divergence-free constraint strongly into the velocity space. We define

VT(γ) :=

{
v ∈ HT1(γ)

∣∣∣∣ ∀q ∈ L2,#(γ) :

∫

γ

divγv q = 0

}
.

Thanks to the following Korn-type inequality [21]

‖v‖H1(γ) . ‖Defγ v‖H1(γ) + ‖PKv‖L2(γ), ∀v ∈ HT1, (2.2)

where PK is the L2 projection onto K, the Lax-Milgram theory guarantees that the
velocity u ∈ VT(γ) ∩ K⊥ is determined uniquely by the relationship

a(u,v) = L(v), ∀v ∈ VT(γ) ∩ K⊥. (2.3)

The velocity field u is smoother that just in HT1(γ) ⊂ H1(γ)3. In fact, we recall
the elliptic regularity property: Given g ∈ K⊥, the weak solution w ∈ VT(γ) ∩ K⊥

defined by

a(w,v) =

∫

γ

g · v, ∀v ∈ VT(γ) (2.4)

satisfies w ∈ HT2(γ) and

‖w‖HT2(γ) . ‖g‖L2(γ). (2.5)

This property holds for any C3 surface γ and guarantees that u ∈ HT2(γ) ⊂ H2(γ)3

with

‖u‖H2(γ) . ‖f‖L2(γ). (2.6)
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As a simple consequence we get

K ⊂ HT2(γ). (2.7)

To recover the pressure, we recall f ∈ K⊥ and the inf-sup property [21]

inf
q∈L2,#(γ)

sup
v∈HT1(γ)∩K⊥

∫
γ
q divγ(v)

‖v‖H1(γ)‖q‖L2(γ)
> 0, (2.8)

which guarantees that the pressure is uniquely determined from the relation

∀v ∈ HT1(γ) ∩ K⊥ : −
∫

γ

p divγv =

∫

γ

f · v − 2

∫

γ

Defγ u : Defγ v.

3. A perturbed problem. Killing fields are only present on surfaces f sym-
metry, so it may be difficult to ascertain the dimension of K numerically and thus
correctly enforce the condition u ⊥ K. In order to robustly filter out Killing fields we
propose to consider the perturbed problem of finding uε ∈ VT(γ) such that

aε(u
ε,v) = L(v), ∀v ∈ VT(γ), (3.1)

where ε > 0 and

aε(w,v) := a(w,v) + ε

∫

γ

w · v.

The coercivity constant associated with the perturbed problem (3.1) is bounded from
below by the coercivity constant of the unperturbed problem. From this, one directly
deduces the wellposedness of the perturbed problem and in particular that (3.1) has
a unique solution.

For v ∈ K, we have already observed that tr(Defγ v) = divγv = 0 and because
f ∈ K⊥, testing (3.1) with v ∈ K readily yields that

uε ∈ VT(γ) ∩ K⊥. (3.2)

This property is critical to derive the following consistency estimate.
Lemma 3.1 (Consistency). Given f ∈ K⊥, let u ∈ HT1(γ) ∩ K⊥ satisfy (2.3)

and for ε > 0, let uε ∈ HT1(γ) satisfy (3.1). Then

‖Defγ(u− uε)‖L2(γ) + ‖u− uε‖L2(γ) . ε‖f‖L2(γ). (3.3)

Proof. Due to the property (3.2) and the Korn inequality (2.2), there holds

‖u− uε‖L2(γ) . ‖Defγ(u− uε)‖L2(γ),

and so it suffices to prove

‖Defγ(u− uε)‖L2(γ) . ε‖f‖L2(γ).

To see the latter, we subtract the two weak formulations to write

a(u− uε,v)− ε

∫

γ

uε · v = 0.
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Using again that uε ∈ VT(γ) ∩ K⊥ and employing the Korn inequality (2.2), we
deduce that

2‖Defγ(u− uε)‖2L2(γ)
= ε

∫

γ

uε · (u− uε)

≤ ε‖uε‖L2(γ)‖u− uε‖L2(γ)

. ε‖Defγ u
ε‖L2(γ)‖Defγ(u− uε)‖L2(γ).

The desired result follows from the energy estimate

‖Defγ u
ε‖L2(γ) . ‖f‖L2(γ).

Here we use that the coercivity constant of aε(·, ·) over the space VT(γ) ∩ K⊥ is
bounded from below by the coercivity constant of a(·, ·) over that space.

We proceed by noting that as for the unperturbed problem, the elliptic regularity
property (2.5) guarantees that uε ∈ HT2(γ) ⊂ H2(γ)3 with

‖uε‖H2(γ) . ‖f‖L2(γ); (3.4)

compare with (2.6). It is worth mentioning that the constant hidden in ‘.’ is inde-
pendent of ε. Indeed, observe that for f ∈ K⊥, the solution zε ∈ VT(γ)∩K⊥ defined
by

aε(z
ε,v) =

∫

γ

f · v, ∀v ∈ VT(γ),

satisfies

a(zε,v) =

∫

γ

f · v − ε

∫

γ

zεv, ∀v ∈ VT(γ).

Hence, the elliptic regularity property (2.5) guarantees that zε ∈ HT2(γ) and, along
with a Korn inequality and the energy estimate ‖zε‖H1(γ) . ‖f‖L2(γ), we have

‖zε‖H2(γ) . ‖f‖L2(γ) + ε‖zε‖H1(γ) . ‖f‖L2(γ). (3.5)

Below we analyze numerical methods using ε = hα with various choices of 1 ≤ α ≤ 2
in order to account for Killing fields in the approximation of u. Adding an L2 inner
product to the bilinear form also helps to achieve a stable interior penalty finite
element formulation.

4. Finite Element Approximations. In this section we define a divergence-
conforming interior penalty finite element method and prove stability results and basic
error estimates for it.

4.1. Discrete surface. We assume the existence of a polyhedral surface Γ ⊂ N
embedded in R

3 such that all faces of Γ are triangular (non-degenerate). For simplicity
we moreover assume that the vertices of Γ lie on γ. Intuitively, Γ is a sufficiently refined
interpolation of γ.

We denote by T the set of faces of Γ and the associated triangulation shape-
regularity constant by

σ1 := max
T∈T

diam(T )

hT

, with hT := |T |1/2. (4.1)
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Further we define the quasi-uniformity constant

σ2 := max
T∈T

hT /min
T∈T

hT (4.2)

and the valence constant

M := sup
z∈V

V (z), (4.3)

where V stands for the set of vertices of Γ and V (z) the valence of z. The constants
appearing in the discussion below might depend on σ1, σ2, and M but not on the
maximal diameter h := maxT∈T hT . We also let T = {P(T ) : T ∈ T }.

In addition, we denote by νΓ : Γ → R
3 the outward-pointing unit normal to Γ,

which is piecewise constant and defined almost everywhere. We recall that the normal
to γ is extended to N by the relation ν = ∇d and we assume throughout that Γ is
transverse to γ in the sense that

ν · νΓ ≥ c > 0, a.e. in Γ. (4.4)

Under this geometric non-degeneracy assumption, one can relate the infinitesimal area
of the two surfaces [16] : for v ∈ L1(γ) we have

∫
Γ
(v◦P)µ =

∫
γ
v, where for a.e. x ∈ Γ

µ(x) := ν(x) · νΓ(x)Π
2
i=1(1− d(x)κi(x)), (4.5)

and P−1 is the inverse of P : Γ → γ. The definition of N and the assumption (4.4)
then ensure that µ ≃ 1 on Γ, which implies the norm equivalency result

‖u ◦P‖L2(Γ) ≃ ‖u‖L2(γ), u ∈ L2(γ), (4.6)

where P : N → γ is defined in (2.1).

4.2. Piola transforms. Below we approximate the solution u to the surface
Stokes problem via a finite element space

XT(T ) ⊂ H(div; γ) := {u ∈ L2(γ)
3 : u · ν = 0 a.e. in γ, divγu ∈ L2(γ)}.

The canonical transformation for H(div; .) spaces between two surfaces is the Piola
transform. We refer to [32, 12] for its properties in the context of surfaces, which
we briefly describe now. Before doing so, we anticipate that it will be used to map
H(div; T̂ ) → H(div;T ) → H(div;P(T )) to define the finite element method on γ.

Here T̂ is the two dimensional reference simplex and T ∈ T .
Given sufficiently smooth (open or closed) surfaces S0 and S1, let Φ : S0 → S1

be a diffeomorphism and let Φ−1 be its inverse mapping. Let also DΦ and DΦ−1 be
the corresponding tangent maps, that is, DΦ : T0 → T1 and DΦ−1 : T1 → T0, where
Ti is the tangent space of Si. Finally, let µ formally satisfy µdσ0 = dσ1, where dσi

is surface measure on Si. For q0 ∈ H(div;S0), the surface Piola transform PΦq0 is
given by

PΦq0 := µ−1DΦ(q0), q0 ∈ H(div;S0).

Note that PΦ−1q1 for q1 ∈ H(div;S1) is defined similarly and satisfies

PΦ−1q1 = µDΦ−1(q1), q1 ∈ H(div;S1).
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The identity

divS0
q0 = µ divS1

q1, (4.7)

is valid for q0 ∈ H(div, S0) and PΦq0 =q1 ∈ H(div, S1) [32]. Thus PΦ : H(div;S0) →
H(div;S1) and PΦ−1 : H(div;S1) → H(div;S0) are bounded mappings.

Let us now specialize these relationships to the case S0 = T ∈ T , S1 = T :=
P(T ) ⊂ γ and Φ = P. In this context, DP(q0) = ∇Pq0 = (Π− dH)q0, µ is given by
(4.5) and Φ−1 is the inverse of P viewed as a mapping Γ → γ. One can check that
DΦ−1(q1) = [I− ν⊗νΓ

ν·νΓ
][I−dH]−1q1 (see for instance Lemma 20 in [6]). Hence, given

q ∈ H(div; Γ) tangential to Γ, we define q ∈ H(div; γ) tangential to γ by q := PPq

where for x ∈ Γ and x = P(x)

q(x) = µ(x)−1[Π(x)− d(x)H(x)]q(x). (4.8)

Similarly, we define q := PP−1q by

q(x) = µ(x)

[
I− ν(x)⊗ νΓ(x)

ν(x) · νΓ(x)

]
[I− d(x)H(x)]−1q(x). (4.9)

The next lemma relates norms of vector fields and their Piola transforms between
Γ and γ.

Lemma 4.1. For T ∈ T , set T := P(T ). Assume that q ∈ HT1(T ) and q ∈
HT1(T ) are related by (4.8) and (4.9). Then

‖q‖L2(T ) ≃ ‖q‖L2(T ), ‖q‖H1(T ) ≃ ‖q‖H1(T ). (4.10)

If in addition each component of q is affine, then

‖Dγ∇γq‖L2(T ) . ‖q‖H1(T ), (4.11)

where by Dγ we denote the scalar tangential gradient on γ acting componentwise.

Proof. The first relationship in (4.10) follows upon noting that the matrices mul-
tiplying q and q in (4.8) and (4.9) are bounded due to the assumptions in Section 2.1
and then applying the norm equivalency result (4.6). In particular, the definition of
N and the assumption ν · νΓ ≥ c > 0 imply that the eigenvalues of I− dH lie in the
interval (1/2, 3/2) for x ∈ N and that µ ≃ 1.

In order to prove the H1 estimate, we define

M := µ

[
I− ν ⊗ νΓ

ν · νΓ

]
[I− dH]−1.

Suppressing the dependence on x ∈ T ⊂ Γ, we have using the product and chain rules
that

|∇Γq| = |ΠΓ∇qΠΓ| ≤ |∇q| = |∇(Mq ◦P)| ≤ |∇M||q|+ |M∇q∇P|,
where ΠΓ := I − νΓ ⊗ νΓ. Here and in what follows we implicitly use the canonical
extension of q to a neighborhood of Γ, that is, we extend each component of q so that
it is constant in the direction of the normal ν to γ.

The geometric relations provided in Section 2.1 and elementary calculations yield
|∇M| . ‖d‖C3(N ) and |∇P| = |Π − dH| = |Π(I − dH)| . ‖d‖C2(N ). Further-
more, because Hν = 0, we have [I − dH]−1

ν = ν, and we also easily compute that[
I− ν⊗νΓ

ν·νΓ

]
Π =

[
I− ν⊗νΓ

ν·νΓ

]
. Thus M = MΠ, and

|∇Γq| . |q|+ |MΠ∇qΠ[I− dH]| . |q|+ |∇γq|.
10



Combining this inequality with the already established equivalence of L2 norms yields
that for T ∈ T ,

‖q‖H1(T ) . ‖q‖H1(T ).

For the converse inequality, define L := 1
µ [Π − dH] so that q ◦ P = Lq. First

note that because q is assumed to be tangential to Γ, q = ΠΓq. Moreover, ΠΓ =
I − νΓ ⊗ νΓ is constant elementwise. Thus on Γ we have ∇q = ∇(ΠΓq) = ΠΓ∇q.
Let P−1 : γ → Γ denote the inverse mapping of P : Γ → γ. By (2.18) of [16] and the
definition of tangential scalar gradient we have that for U ∈ H1(Γ), ∇(U ◦ P−1) =
∇ΓUΠΓ[I− ν⊗νΓ

νΓ·ν
]. When combined with the identity ∇q = ΠΓ∇q, this yields that

∇(q ◦P−1) = (∇q) ◦P−1ΠΓ[I−
ν ⊗ νΓ

νΓ · ν ] = ΠΓ∇qΠΓ[I−
ν ⊗ νΓ

νΓ · ν ]

= (∇Γq) ◦P−1[I− ν ⊗ νΓ

νΓ · ν ].
(4.12)

Thus we have that

|∇γq| = |Π∇qΠ| ≤ |∇q| = |∇[Lq ◦P−1]|
≤ |∇L||q ◦P−1|+ |L∇(q ◦P−1)|

= |∇L||q ◦P−1|+ |LΠΓ(∇q) ◦P−1ΠΓ[I−
ν ⊗ νΓ

νΓ · ν ]|

. |q ◦P−1|+ |(∇Γq) ◦P−1|.

(4.13)

Using equivalence of norms then yields

‖q‖H1(T ) . ‖q‖H1(T ).

We finally prove (4.11). Using the calculation in (4.13) and the boundedness of the
derivatives of Π (since γ is C4), we have that

|Dγ∇γq| = |Dγ(Π∇qΠ)| . |∇q|+ |Dγ∇q| . |q|+ |∇Γq|+ |Dγ∇q|.

Recalling that q = Lq ◦P−1, we have that

|Dγ∇q| . |D2L||q ◦P−1|+ |∇L||∇(q ◦P−1)|+ |L||Dγ∇(q ◦P−1)|.

Because γ and therefore also d is C4, elementary calculations yield |∇jL| . 1 (j =
0, 1, 2) and |∇[I− ν⊗νΓ

νΓ·ν
]| . 1. Employing (4.12) and the product rule thus yields

|Dγ∇(q ◦P−1)| =
∣∣∣Dγ

(
(∇Γq) ◦P−1[I− ν ⊗ νΓ

ν · νΓ
]
)∣∣∣

. |∇Γq|+ |Dγ((∇Γq) ◦P−1)|.
(4.14)

Recalling that q is componentwise affine and ΠΓ is constant, we have that ∇Γq is
constant. Thus |Dγ

(
(∇Γq) ◦ P−1

)
| = 0. Collecting the previous three inequalities

then yields

|Dγ∇γq| . |q ◦P−1|+ |(∇Γq) ◦P−1|,

which yields the desired result after employing equivalence of L2 norms and then the
H1 equivalence in (4.10).
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4.3. Finite element space. The finite element method we advocate is based
on a Brezzi-Douglas-Marini finite element triplet. We denote by XT(T ) the resulting
finite element space, which we describe in detail below. The essential properties of
our method are that it is divergence conforming and consists of tangential vector
fields, that is, V · ν = 0 for all V ∈ XT(T ). However, members of XT(T ) are only
continuous in the normal direction across element boundaries, so XT(T ) 6⊂ H1(γ)3

and penalization is necessary in order to achieve stability.

To date no conforming finite element subspaces of HT1(γ) have been constructed,
and it is not clear how this construction might be approached. In the context of stan-
dard finite element constructions, the difficulty lies in enforcing strict continuity across
element boundaries in order to ensure H1 continuity while simultaneously ensuring
that finite element functions are tangent vectors. A typical strategy for constructing
finite element spaces on γ is to define corresponding spaces on the discrete surface
Γ and transform them to γ via a canonical transformation. However, it is not clear
that the underlying space HT1(Γ) on the discrete surface is well-defined. In partic-
ular, a natural characterization is HT1(Γ) = ΠΓ[H

1(Γ)]3. Because the vector field
ΠΓ = I − νΓ ⊗ νΓ only possesses L∞ regularity for the Lipschitz surface Γ, Sobolev
multiplier properties lead us to expect that ΠΓ[H

1(Γ)]3 6⊂ [H1(Γ)]3. For example,
the product of a constant function (which lies in H1) by a piecewise constant func-
tion lying in L∞ is not in H1. Thus it is not even immediately clear that there is a
meaningful definition of the underlying space HT1(Γ).

Let T̂ ⊂ R
2 be the standard reference triangle. We begin by letting XT(T̂ ) =

[P1]
2 be the affine vector functions on T̂ . Given T ∈ T , let AT : T̂ → T be the

natural affine reference transformation. We then define XT(T ) to be the set of vector
functions q : Γ → R

3 such that for all T ∈ T we have q|T = PAT
q̂ for some

q̂ ∈ XT(T̂ ), and in addition the members of XT(T ) possess normal continuity. That

is, given T , T
′ ∈ T sharing an edge e, qT · n + qT

′ · n′ = 0, where n and n′ are the

outward-pointing unit conormals calculated on e from T and T
′
, respectively. Note

that in contrast to the case of Euclidean domains there holds in general that n 6= −n′.
Let also V(T ) = {v ∈ L2(Γ) : v|T ∈ P0(T ), T ∈ T } be the set of discontinuous
piecewise constants. Finally, let

XT(T ) = PPXT(T ),

and recalling the definition (4.5) we let V(T ) = { 1
µv ◦ P−1 : v ∈ V(T )}. Note that

while the space V(T ) defined on the discrete surface consists of piecewise constants,
the space V(T ) defined on the continuous surface γ does not due to the presence of the
term 1

µ in its definition. This definition ensures that a commuting diagram property

holds, and in particular that divγXT(T ) = V(T ); cf. (4.7). Finally, we denote by
VT(T ) its subspace of tangential divergence free vectors

VT(T ) := {q ∈ XT(T ) : divγq = 0 a.e. in γ} .

Below we also recall the standard BDM interpolant; we defer this definition and
statement of approximation properties of the interpolant until we have defined an
appropriate discrete norm related to our interior penalty method.

4.4. Interior penalty method. We propose to consider an interior penalty
type method to construct the discrete approximation Uε ∈ VT(T ) of uε given by

12



(3.1). This reads: given ρ > 0, find Uε ∈ VT(T ) such that

aε(U
ε,V) + j(Uε,V) =

∫

γ

f ·V (4.15)

for all V ∈ VT(T ). Here

j(W,V) := 2
[
−
∫

Σ

{Defγ W · n} · [V]−
∫

Σ

{Defγ V · n} · [W] +
ρ

h

∫

Σ

[W] · [V]
]
,

where we denote by Σ the set of all edges of T , h := maxT∈T diam(T ), n|∂T is the
outside pointing conormal of T , and

{Defγ W · n} :=
1

2

(
Defγ W

+ · n+ −Defγ W
− · n−

)
, [W] := V + − V −.

In addition, we have used the convention

aε(U
ε,V) = 2

∑

T∈T

∫

T

DefT Uε : DefT V + ε

∫

γ

Uε ·V.

We denote by ~.~1,h the discrete norm defined by

~V~2
1,h :=

∑

T∈T

∫

T

|DefT V|2 + ρ

h
‖[V]‖2L2(Σ)

and also define the weighted discrete energy norm

~ · ~2
1,h,ε = ~ · ~2

1,h + ε‖ · ‖2L2(γ)
.

When solving (4.15) computationally, we employ the full perturbed Stokes system:
Find (Uε, P ) ∈ XT(T )× V#(T ) such that

aε(U
ε,V) + j(Uε,V)−

∫

γ

P divγV =

∫

γ

f ·V, ∀V ∈ XT(T ),

∫

γ

q divγU
ε = 0, ∀q ∈ V#(T ).

However, the divergence-conforming nature of our finite element space allows us to
consider only the reduced system (4.15) for purposes of establishing error estimates.
Approximation of the pressure is not a focus of this work, but error estimates could
be established by proving an appropriate inf-sup inequality.

4.5. The BDM interpolant and a Discrete Korn-type inequality. Let Î :
[H1(T̂ )]2 → XT(T̂ ) be the standard interpolant for the BDM space on the reference

element T̂ . The degrees of freedom of Î consist of moments of normal components on
element edges [10, p. 125]:

∫

∂T̂

(q̂− Îq̂) · η̂ p1 = 0, p1 ∈ R1(∂T̂ ), (4.16)

where R1 consists of functions which are affine on each edge of T̂ but not nec-
essarily continuous. Let then IT : HT1(γ) → XT(T ) be given elementwise by

IT q = PP◦AT
Î(PA−1

T ◦P−1q). There holds the commuting diagram property

divγIT q = πVdivγq, (4.17)
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where πV is the L2 projection onto V.
Lemma 4.2. Given T ∈ T and q ∈ HT1(T ) ∩ [H2(T )]3, there holds

‖q− IT q‖L2(T ) + h‖∇γ(q− IT q)‖L2(T ) + h~q− IT q~1,h+h2|IT q|H2(T )

. h2‖q‖H2(T ).
(4.18)

Proof. We briefly outline the proof, which is mostly standard. For T ∈ T and
q ∈ HT1(T ) ∩ [H2(T )]3, the estimate

‖q− ITq‖L2(T ) + h‖∇T (q− ITq)‖L2(T ) . h2‖q‖H2(T )

is essentially contained in [10, Proposition 3.6]. Transforming these inequalities to
T ∈ T via PP yields the desired bounds for the L2 and H1 (derivative) terms in
(4.18) on T ∈ T . Applying standard arguments involving a scaled trace inequality
along with the previously proved bounds for the volume norms in (4.18) yields

h‖[q− IT q]‖2L2(Σ) . h4‖q‖2H2(T ). (4.19)

The bound for h2|IT q|H2(T ) follows from (4.11) and the already proved H1 bounds.

In order to analyze our method we shall need the following discrete Korn-type
inequality relating the discrete H1 norm

‖q‖H1
h(γ)

:=

(
∑

T∈T

∫

T

|∇γq|2
)1/2

+ ‖q‖L2(γ)

and ~q~1,h + ‖q‖L2(γ) for functions lying in XT[T ]. The proof is deferred to Ap-
pendix 8.

Lemma 4.3. We have for all q ∈ XT(T ) that

‖q‖H1
h(γ)

. ‖Defγ,hq‖L2(γ) + h−1/2‖[q]‖L2(Σ) + ‖q‖L2(γ)

. ~q~1,h + ‖q‖L2(γ).
(4.20)

4.6. Stability and energy error bounds for the IP method. We first prove
stability of the interior penalty method.

Lemma 4.4. Provided ρ is sufficiently large and ǫ ≥ h2, we have for V,W ∈
XT(T )

aǫ(W,W) + j(W,W) & ~W~2
1,h,ε (4.21)

and

aε(W,V) + j(W,V) . ~W~1,h,ε~V~1,h,ε. (4.22)

Consequently

~Uε~1,h + ε1/2‖Uε‖L2(γ) . ‖f‖L2(γ). (4.23)
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Proof. We first calculate that for δ > 0,

1

2
j(W,W) = −2

∫

Σ

{Defγ W · n} · [W] +
ρ

h

∫

Σ

[W]2

≥ −
∑

T∈T

∫

∂T

h1/2|Defγ W|h−1/2|[W]|+ ρ

h

∫

Σ

[W]2

≥ −1

2
hδ
∑

T∈T

∫

∂T

|Defγ W|2 +
(
ρ

h
− 1

2δh

)∫

Σ

[W]2.

(4.24)

Using a scaled trace inequality, (4.11), and the discrete Korn inequality (4.20) while
recalling the definition of ~ · ~1,h and that ε ≥ h2 yields that for T ∈ T
∑

T∈T

h

∫

∂T

|Defγ W|2 .
∑

T∈T

(
‖Defγ W‖2L2(T ) + h2‖Dγ Defγ W‖2L2(T )

)

.
∑

T∈T

‖Defγ W‖2L2(T ) + h2‖W‖2H1
h(γ)

.
∑

T∈T

‖Defγ W‖2L2(T ) + h2(‖DefγW‖2L2(γ)
+ h−1‖[W]‖2L2(Σ) + ‖W‖2L2(γ)

)

.
∑

T∈T

‖Defγ W‖2L2(T ) + h

∫

Σ

[W]2 + ε‖W‖2L2(γ)
.

(4.25)

Thus for some C > 0 and any δ > 0,

1

2
j(W,W) ≥ −Cδ(‖Defγ,h W‖2L2(γ)

+ ε‖W‖2L2(γ)
)

+

(
ρ

h
− 1

2δh
− Cδh

)
‖[W]‖2L2(Σ).

Taking Cδ sufficiently small and subsequently ρ sufficiently large and adding this
inequality to aǫ(W,W) then yields the coercivity estimate (4.21). The continuity
estimate (4.22) follows similarly, and the stability estimate (4.23) then follows by
standard arguments.

We now prove energy error estimates that are optimal so long as ε . h. Below
we use a subscript “h” to denote an elementwise differential operator, e.g., Defγ,h.

Lemma 4.5. Assume that γ is of class C4, f ∈ K⊥, and h2 ≤ ε ≤ 1. Then the

solutions u resp. uε defined by (2.3) resp. (3.1) satisfy

~uε −Uε~1,h,ε+h‖Dγ,hDefγ,h(u
ε −Uε)‖L2(γ) . h‖f‖L2(γ). (4.26)

~u−Uε~1,h,ε . (h+ ε)‖f‖L2(γ). (4.27)

Proof. Let v,w ∈ H(div; γ) be elementwise in HT1(γ) ∩ [H2(γ)]3, as for uε and
any V ∈ XT(T ). Computing as in (4.24), the first line of (4.25) yields for such v,w
that

j(v,w) .
(
‖Defγ,hv‖L2(γ) + h‖Dγ,hDefγ,hv‖L2(γ) + h−1/2ρ1/2‖[v]‖L2(γ)

)

·
(
‖Defγ,hw‖L2(γ) + h‖Dγ,hDefγ,hw‖L2(γ) + h−1/2ρ1/2‖[w]‖L2(γ)

)
.
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Thus

aε(v,w) + j(v,w) .
(
~v~1,h,ε + h‖Dγ,hDefγ,hv‖L2(γ)

)

·
(
~w~1,h,ε + h‖Dγ,hDefγ,hw‖L2(γ)

)
.

(4.28)

We next note that

aε(u
ε −Uε,V) + j(uε −Uε,V) = 0, ∀V ∈ VT(T ), (4.29)

and that Uε, IT U
ε ∈ VT(T ) since by the commuting diagram property (4.17),

divγIT u
ε = πVdivγu

ε = 0. Applying the coercivity estimate (4.21), (4.29) with
V = IT u

ε −Uε, (4.28), and (4.11) while recalling that h .
√
ε yields

~IT u
ε −Uε~2

1,h,ε . aε(IT u
ε − uε, IT u

ε −Uε) + j(IT u
ε − uε, IT u

ε −Uε)

.
(
~IT u

ε − uε~1,h,ε + h‖Dγ,hDefγ,h(IT u
ε − uε)‖L2(γ)

)
~IT u

ε −Uε~1,h,ε.
(4.30)

The desired estimate for the first term in (4.26) follows upon dividing through by
~IT u

ε−Uε~1,h,ε, applying the approximation estimate (4.18), and using H2 regular-
ity (3.4). To estimate the second term in (4.26), we insert ±IT u

ε, apply the triangle
inequality, and apply (4.18) and (3.4) to find

h‖Dγ,hDefγ,h(u
ε −Uε)‖L2(γ) . h‖f‖L2(γ) + h‖Dγ,hDefγ,h(IT u

ε −Uε)‖L2(γ).

To complete the proof of (4.26) we employ (4.11), the discrete Korn inequality (4.20),
the already established bound for the first term in (4.26), approximation bounds, and
ε ≥ h2 to find

h‖Dγ,hDefγ,h(IT u
ε −Uε)‖L2(γ) . hε−1/2~IT u

ε −Uε~1,h,ε . h‖f‖L2(γ).

Relation (4.27) follows from (4.26) and (3.3).

5. L2 Error Estimates. In this section we prove L2 error estimates. The dis-
crete approximation Uε does not belong to K⊥. However, we can estimate the L2

norm of its orthogonal component ‖PKU
ǫ‖L2(γ), where we recall that PK is the L2

projection onto K. This is the subject of the next result.
Lemma 5.1 (Killing Fields Estimates). Assume that h2 ≤ ε ≤ 1. Then

‖PKU
ε‖L2(γ) . ε−1h2‖f‖L2(γ). (5.1)

Proof. From the definition of PK and the property uε ∈ K⊥, we obtain

‖PKU
ǫ‖L2(γ) = sup

v∈K,‖v‖L2(γ)=1

(Uε,v) = sup
v∈K,‖v‖L2(γ)=1

(uǫ −Uε,v).

Recalling the BDM interpolant IT , we write for v ∈ K

(uǫ −Uε,v) = (uǫ −Uε,v − IT v) + (uǫ −Uε, IT v). (5.2)

We estimate both terms in the right hand side of the above expression separately and
start with the second one. Notice that because v is a Killing field there holds

a(uε −Uε,v) + j(uε −Uε,v) = 0.
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Whence, using the definitions of uε and Uε we obtain

ε(uǫ −Uε, IT v) = −a(uε −Uε, IT v − v)− j(uε −Uε, IT v − v).

The continuity estimate (4.28) in conjunction with the finite element approximation
estimate (4.26), the regularity property of the Killing fields (2.7), and the approxima-
tion property (4.18) of the BDM interpolant now imply

ε(uε −Uε, IT v) . h2‖f‖L2(γ)‖v‖H2(γ)

and so

(uε −Uε, IT v) . ε−1h2‖f‖L2(γ)‖v‖H2(γ).

For the first term on the right hand side of (5.2), the finite element approximation
estimate (4.26) and the approximation property (4.18) of the BDM interpolant implies
as well that

(uǫ −Uε,v − IT v) ≤ ε−1/2(ε1/2‖uε −Uε‖L2(γ))‖v − IT v‖L2(γ)

. ε−
1
2h2‖f‖L2(γ)‖v‖H2(γ).

Gathering the above two estimates in (5.2) and noting that

‖v‖H2(γ) . ‖v‖L2(γ) ∀v ∈ K

thanks to the norm equivalence property on a finite dimensional space (dim(K) ≤ 3)
yield the desired result.

We now derive an L2-error estimates using a standard duality argument.
Lemma 5.2. Assume that h2 ≤ ε ≤ 1. Then

‖uε − (Uε − PKU
ε)‖L2(γ) . h2‖f‖L2(γ). (5.3)

Proof. Define zε ∈ VT(γ) ∩ K⊥ as the solution to the elliptic problem

aε(z
ε,v) =

∫

γ

(uε − (Uε − PKU
ε)) · v, ∀v ∈ VT(γ).

Integrating by parts the strong form

−2Πdivγ Defγ u
ε + εuǫ = uε − (Uε − PKU

ε)

(in the sense of distributions) of this relationship yields

‖uε − (Uε − PKU
ε)‖2L2(γ)

= aε(z
ε,uε − (Uε − PKU

ε))− 2

∫

Σ

{Defγ z
ε · η} · [uε − (Uε − PKU

ε)]

= aε(z
ε,uε −Uε) + j(zε,uε −Uε),

where we used that PKU
ε ∈ K and zε ∈ HT2(γ) ∩ K⊥ to derive the last equality.

Now, Galerkin orthogonality together with the continuity estimate (4.28) and the
error estimate (4.26) imply that

‖uε − (Uε − PKU
ε)‖2L2(γ)

= aε(z
ε − IT z

ε,uε −Uε) + j(zε − IT z
ε,uε −Uε)

. h2‖uε‖H2(γ)‖zε‖H2(γ).
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The elliptic regularity estimates (2.5) and (3.5) then yield

‖uε − (Uε − PKU
ε)‖L2(γ) . h2‖f‖L2(γ),

which is the desired estimate.
We now derive two direct corollaries.
Corollary 5.3. Assume that h2 ≤ ε ≤ 1. Then

‖uε −Uε‖L2(γ) . ε−1h2‖f‖L2(γ). (5.4)

In particular, when ε = hα (1 ≤ α ≤ 2) we have

‖u−Uε‖L2(γ) . h2−α‖f‖L2(γ). (5.5)

Proof. Simply combine (5.1) and (5.3) to get (5.4). For (5.5), we write

‖u−Uε‖L2(γ) ≤ ‖u− uε‖L2(γ) + ‖uε −Uε‖L2(γ)

. ε+ (h2 + ε−1h2 + ε−
1
2h2)‖f‖L2(γ) . h2−α‖f‖L2(γ).

The above corollary establishes that the approximation converges but with sub-
optimal order when ε = h2−α for 1 ≤ α < 2, but indicates that Uh2

does not converge
to u in L2 (which we confirm computationally below). However, combining (3.3) with
(5.3) yields an optimally convergent result when ε = h2 and Killing fields are removed.

Corollary 5.4. If ε = h2, then

‖u− (Uε − PKU
ε)‖L2(γ) . (ε+ h2)‖f‖L2(γ) . h2‖f‖L2(γ). (5.6)

We finally prove error estimates for the full discrete H1 norm, that is, for the
total as opposed to the symmetric gradient.

Corollary 5.5. If ε = h, then

(
∑

T∈T

‖∇γ(u−Uε)‖2L2(T )

)1/2

. h‖f‖L2(γ).

If instead ε = h2, then

(
∑

T∈T

‖∇γ(u− (Uε − PKU
ε))‖2L2(T )

)1/2

. h‖f‖L2(γ).

Proof. In order to prove the first estimate, on T ∈ T we write ∇γ(u − Uε) =
∇γ(u − IT u) + ∇γ(IT u − Uε). The first of these terms may be directly bounded
using the approximation estimate (4.18). The second may be bounded by applying
the Korn-type inequality (4.20), adding and subtracting u to the result, and then
applying the approximation bound (4.18) along with the energy and L2 error bounds
(4.27) and (5.5).

To prove the second estimate, we add and subtract IT (u − PKU
ε) and proceed

essentially as above. The only substantial difference occurs when bounding various
norms of (1 − IT )PKU

ε; here we observe that all norms are equivalent on the finite
dimensional space K and so all norms of PKU

ε over γ are bounded by ‖PKU
ε‖L2(γ),

which is in turn bounded by ‖f‖L2(γ) via (5.1).
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6. Filtering out Killing fields. Comparing (5.6) and (5.5), we see that it is
possible to obtain a convergent approximation in L2 without paying special attention
to the Killing fields, but it is necessary to explicitly filter them out in order to obtain
an optimal O(h2) convergence rate in the L2 norm or to obtain convergence of the full
(unsymmetrized) gradient when ε = h2. If γ is known exactly it is sometimes possible
to exactly identify the Killing fields. Such is the case for example for the sphere
or for ellipsoids, which we consider in our numerical experiments below. However,
for more complicated surfaces it might be desirable to automatically identify Killing
fields rather than attempting to compute them manually. In addition, it commonly
occurs in practice that γ is not known exactly. Rather one can only assume access
to an approximation or family of approximations to γ. For this reason we seek a
computational method for identifying Killing fields.

Our strategy is to approximate the Killing fields via a Stokes eigenvalue prob-
lem and then compute a discrete approximation to PKU

ε in (5.6). The problem of
identifying the Killing fields is however subtle. Recall that 0 ≤ dim(K) ≤ 3, with
the dimension depending on symmetries of γ. The dimension of K is thus not stable
under small perturbations of γ which create or break symmetries. This is of particu-
lar significance in the context of surface FEM, since one typically approximates PDE
solutions on a continuous surface γ via approximations on a “nearby” discrete surface
Γ, which generally does not have the same symmetries as γ. In addition, the non-
conforming nature of our FEM causes difficulties when attempting to identify Killing
fields. Killing fields correspond to zero eigenvalues of a Stokes eigenvalue problem.
However, there is no reason to expect that the corresponding discrete eigenvalue prob-
lem has any zero eigenvalues, whether we compute on γ as we have assumed above
or a nearby discrete surface Γ as is often done in practice. Because a “small” discrete
eigenvalue may correspond to either a Killing field or a mode of a near-symmetric
surface, in general it is not possible to immediately identify from a discrete eigenvalue
approximation which modes correspond to Killing fields and which do not. Identifying
dim(K) numerically is thus an ill-posed problem, so we take a more circuitous route
to filtering out Killing fields and the results that we achieve are relatively modest.
We show that we can choose an approximation Kh to K such that Uε − PKh

Uε is a
reasonable approximation to u in the L2 norm even if dim(K) has not been correctly
identified. Asymptotically Kh is guaranteed to correctly approximate K, but it is not
known to the user whether this is the case in a given computation.

We also address the practical implications of removing Killing fields from the
discrete solution and from the right hand side f . Computational solutions of free
boundary problems involving surface Stokes fluid models indicate that rotational sym-
metries may be destroyed [3] or produced [4] as the surface evolves, depending on the
physical situation assumed. The implication of the latter computation is that Killing
fields may be present in physically relevant computations even if symmetries are not
initially present. If rotational modes are present in a solution to the corresponding
stationary Stokes problem, they might obscure other relevant features of the equilib-
rium flow and so it is desirable to remove them. It may be preferable in some cases for
a user to manually determine dim(K) by using eigenvalue data (as described below)
and possibly visual inspection of symmetries, but our algorithm provides more robust
guarantees of solution quality. These strategies could also be used in combination.

We also discuss the possibility that the forcing function f 6⊥ K. The extent to
which this situation is physically relevant is unclear. If a Killing mode is present
in a forcing function f driving a fluid flow on a radially symmetric surface, the sur-
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face would rotate with increasing velocity in the direction of the Killing mode. The
condition f ⊥ K thus appears to be physically as well as mathematically reasonable.
Nonetheless we briefly address below the question of approximating f − PKf in finite
element approximations to the stationary surface Stokes problem.

6.1. A Stokes eigenvalue problem. Consider first the Stokes eigenvalue prob-
lem: Find (u, λ) ∈ VT(γ)× R+ such that

a(u,v) = λ(u,v), v ∈ VT(γ). (6.1)

There exists then a sequence of eigenvalues 0 ≤ λ1 ≤ λ2 ≤ . . . increasing to ∞, and
corresponding L2-orthonormal basis of eigenfunctions {ui}∞i=1. It is easily seen that
K is the space of eigenfunctions corresponding to λ = 0.

We similarly consider the discrete eigenvalue problem: Find (U,Λ) ∈ VT(T )×R

such that

a(U,V) + j(U,V) = Λ(U,V), V ∈ VT(T ). (6.2)

We denote the discrete eigenvalues by {Λi}Ni=1, and an orthonormal basis of eigenvec-
tors by {Ui}Ni=1. Note that we have given no guarantee that this system is positive,
so there may in principle be negative eigenvalues. Also, it is possible for both the con-
tinuous and discrete problems to pose an equivalent eigenvalue problem based on the
full Stokes system (1.2). We do so in computational practice due to the difficulty of
identifying the divergence-free subspace VT(T ). For theoretical purposes, however,
the reduced systems here are more convenient. We refer to [19] for a similar method
for the Euclidean Stokes eigenvalue problem.

Below we give a robust method which asymptotically filters out Killing fields and
thus yields an asymptotic O(h2) convergence rate in L2. The basic assumption for our
method is that |λi−Λi| . h2 and ‖ui−Ui‖L2(γ) . h2. We prove this assumption for
the discrete approximation (6.2) posed over the continuous surface γ. Our framework
is however still valid in the more practically relevant case where the discrete problem
is posed over a nearby discrete surface Γ, provided that the additional geometric
consistency error is also of order h2. Numerical evidence presented below indicates
that this is the case when Γ is taken to be a polyhedron with triangular faces as above.

We first prove convergence of eigenvalues and eigenvectors.
Theorem 6.1. Let λi be an eigenvalue and let Pλi denote the projection onto

the eigenspace spanned by the eigenfunctions corresponding to λi. Let (Λi,Ui) be a

corresponding discrete eigenpair. Then

‖U− PλU‖L2(γ) + |λ− Λ| . h2. (6.3)

Proof. We first reformulate the eigenvalue problem in order to ensure that the
discrete system is definite. Consider the problem: Find (u, λ̃) ∈ VT(γ) × R

+ such
that

a1(u,v) = λ̃(u,v), ∀v ∈ VT(γ). (6.4)

It is easy to see that that eigenpairs of (6.4) correspond to eigenpairs of (6.1) with
the identification λ = λ̃− 1. The eigenfunctions are precisely the same. Similarly let
(U, Λ̃) ∈ VT(T )× R

+ satisfy

a1(U,V) + j(U,V) = Λ̃(U,V), ∀v ∈ VT(T ). (6.5)
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As with the continuous problem, we have Λ = Λ̃− 1.
We next apply the Babuška-Osborn theory to obtain convergence of the eigenvalue

problem. Let firstX be the divergence-free subspace ofH(divγ ; γ). The nativeH(div)
norm for this space reduces to the L2 norm, and it is easy to show that X is closed
in H(divγ ; γ). Let T : X → X be given by

a1(Tu,v) = (u,v), v ∈ VT(γ). (6.6)

This problem is well-posed, and because the norm on X reduces to the L2 norm we
also easily obtain compactness of T by standard arguments. In particular, the image
of a bounded set in X under T is bounded in HT1(γ) and thus precompact in L2,
and therefore in X since the norms are equivalent and X is closed. The corresponding
discrete solution operator Th : X → VT(T ) ⊂ X is given by

a1(ThU,V) + j(ThU,V) = (U,V), V ∈ VT(T ). (6.7)

This problem is well-posed according to Lemma 4.4. It remains to prove the estimate

‖(T − Th)u‖X . h2‖u‖X, u ∈ X, (6.8)

which is (5.4) (with ε = 1) in the case u ⊥ K. In order to prove this estimate in
the general case we first prove an H2 regularity bound. First set u = uK + u⊥ with
uK ∈ K and u⊥ ⊥ K. ‖Tu⊥‖ . ‖u⊥‖L2(γ) follows from (3.4). We also may easily
compute that TuK = uK by testing (6.6) first with v ∈ K and then with v ∈ K⊥.
Then ‖TuK‖H2(γ) = ‖uK‖H2(γ) . ‖uK‖L2(γ), since K is a finite-dimensional space.
Putting these estimates together yields ‖Tu‖H2(γ) . ‖u‖L2(γ). By combining this
estimate with coercivity of a1(·, ·) over VT(T ) (cf. Lemma 4.4) and approximation
properties, we obtain the estimate (6.8) using standard techniques as in Lemma 5.2.

With this framework in hand, the Babuška-Osborn theory yields the desired re-
sult; we refer to [5, Section 11] for details of this theory in the context of nonconforming
approximations such as those we consider here.

6.2. Filtering out Killing fields. We denote by ui resp. Ui the eigenfunction
associated with 0 ≤ λ1 ≤ λ2 ≤ . . . resp. 0 ≤ Λ1 ≤ Λ2 ≤ . . . . We also recall that Uε

(where we shall take either ε = hα with 1 ≤ α < 2 or ε = h2) and the eigenfunctions
{Ui}Ni=1, with N := dim(VT(T )), are all strongly divergence free. Using (4.15) along
with the discrete eigenvalue problem (6.2) thus yields

Uε =

N∑

i=1

(f ,Ui)

Λi + ǫ
Ui. (6.9)

We recall that K = span1≤i≤jK{ui}, where 0 ≤ jK ≤ 3 depends on γ. Let JK =
{{1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}}, with elements denoted by J . We may
thus also write that K = spani∈J{ui} for some J ∈ JK. Our goal is to use the discrete
eigenvalues {Λi}Ni=1 in order to choose which discrete eigenfunctions correspond to
Killing fields, and which we should therefore remove from our solution. Given J ∈ JK,
let KJ,h = spanj∈J{Uj}. Let 1 ≤ α < 2. We prove below that choosing a set

of putative discrete Killing fields KJ,h so that ‖Uhα − (Uh2 − PKJ,h
Uh2

)‖L2(γ) is

minimized leads an approximation Uh2 − PKh
Uh2

which asymptotically converges
with order h2 to u. We start by providing a characterization of this minimal set.
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Lemma 6.2. Assume that h ≤ 1 and 1 ≤ α < 2. We have that

J∗
h :=

{
i : Λi ≤ hα − 2h2

}
(6.10)

satisfies

J∗
h = argmin

J∈JK

‖Uhα − (Uh2 − PKJ,h
Uh2

)‖L2(γ). (6.11)

Moreover, there exists h0 > 0 such that for h ≤ h0 we have that ui is a Killing field

if and only if i ∈ J∗
h.

Proof. Let J ∈ JK. Using (6.9) with ε = hα and ε = h2, we compute

‖Uhα − (Uh2 − PKJ,h
Uh2

)‖2L2(γ)

=
∑

i∈J

(f ,Ui)
2

(Λi + hα)2
+

∑

1≤i≤N,i/∈J

(f ,Ui)
2(hα − h2)2

(Λi + hα)2(Λi + h2)2
.

Assuming briefly that (f ,Ui) 6= 0 for 1 ≤ i ≤ 3, the index set J yields the minimal
set in (6.11) if and only if

(f ,Ui)
2

(Λi + hα)2
≤ (f ,Ui)

2(hα − h2)2

(Λi + hα)2(Λi + h2)2
, (6.12)

for all i ∈ J . Equivalently, the minimal set is such that

Λi ≤ hα − 2h2, i ∈ J, (6.13)

which proves the assertion that (6.10) yields (6.11) when (f ,Ui) 6= 0, 1 ≤ i ≤ 3. If
(f ,Ui) = 0 for some 1 ≤ i ≤ 3, then inclusion or exclusion of the i-th mode in the
eigenexpansion does not affect whether (6.11) holds, so employing (6.13) still yields
(6.11). The eigenvalue error estimate (6.3) and the fact that ui is a Killing field
⇐⇒ λi = 0 establish that ui is a Killing field if and only if i ∈ J∗

h for h ≤ h0.

We can now derive the optimal convergence of the quantity ‖Uhα − (Uh2 −
PKJ,h

Uh2

)‖L2(γ).
Theorem 6.3. Let J∗

h, h0, and 1 ≤ α < 2 be as in Lemma 6.2 and set K∗
h :=

KJ∗

h,h
. For all h we have

‖u− (Uh2 − PK∗

h
Uh2

)‖L2(γ) . h2−α. (6.14)

Furthermore, whenever h ≤ h0 we have

‖u− (Uh2 − PK∗

h
Uh2

)‖L2(γ) . h2. (6.15)

Proof. We start with the case h ≤ h0. From Lemma 6.2 we deduce that K∗
h has

the same dimension as K, and per the eigenfunction error estimate (6.3) we have

‖PK∗

h
Uh2 − PKU

h2‖L2(γ) . h2.

Combining this observation with the L2 error estimate (5.6) yields that for h ≤ h0,

‖u− (Uh2 − PK∗

h
Uh2

)‖L2(γ)

≤ ‖u− (Uh2 − PKU
h2

)‖L2(γ) + ‖PKU
h2 − PK∗

h
Uh2‖L2(γ) . h2.
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For h > h0, we let J ∈ JK be the index set corresponding to K. We then calculate
that for J∗

h

‖u− (Uh2 − PK∗

h
Uh2

)‖L2(γ)

≤ ‖u−Uhα‖L2(γ) + ‖Uhα − (Uh2 − PK∗

h
Uh2

)‖L2(γ)

. h2−α + ‖Uhα − (Uh2 − PKJ,h
Uh2

)‖L2(γ)

. h2−α + ‖Uhα − u‖L2(γ) + ‖u− (Uh2 − PKU
h2

)‖L2(γ)

+ ‖PKU
h2 − PKJ,h

Uh2‖L2(γ)

. h2−α + h2−α + h2 + h2 . h.

(6.16)

Here we have used (5.5) and (5.6) along with (6.3). This ends the proof.
Lemma 6.2 shows that the discrete eigenfunctions that are filtered out via the

minimization problem are precisely those corresponding to eigenvalues satisfying Λi ≤
hα − 2h2. We thus may apply this criterion directly without computing Uhα

. Still,
we need to compute Uh2

and the first three eigenvalue/eigenfunction pairs in (6.2).
We sum this fact up in the following corollary.

Corollary 6.4. Let Jh := {j ∈ 1, 2, 3 : Λj ≤ hα − 2h2}, with 1 ≤ α < 2. Then

‖u− (Uh2 − PKJh,h
Uh2

)‖L2(Γ) . h2−α,

and there exists h0 such that if h ≤ h0, then

‖u− (Uh2 − PKJh,h
Uh2

)‖L2(Γ) . h2.

6.3. Filtering Killing fields from f. Here we discuss options when in contrast
to our previous assumption f 6⊥ K. In this case removal of Killing fields is essential.
The continuous problem is not well-posed, and in our ε-perturbed discrete formulation
this illposedness is manifested by amplification of Killing modes by a factor of 1

Λi+ε as

seen in (6.9). Since Λi = O(h2) these modes will dominate as h, ε → 0 if not removed.
We first obtain the following lemma when dim(K) is known.
Lemma 6.5. Let Uε solve the finite element system (4.15) with ε = h2. Let also

Kh be the span of the first dim(K) discrete eigenfunctions. Then for h small enough,

‖u− (Uε − PKh
Uε)‖L2(γ) . h2‖f‖L2(γ), (6.17)

independent of whether f is free of of Killing fields or not.

Proof. Let W ∈ VT(T ) solve

aε(W,V) + j(W,V) =

∫

γ

(f − PKf) ·V, V ∈ VT(T ),

and Y ∈ VT(T ) solve

aε(Y,V) + j(Y,V) =

∫

γ

(f − PKh
f) ·V, V ∈ VT(T ).

From (6.9) we have Y = Uε − PKh
Uε. In addition, (5.6) and (6.3) yield ‖u −

(W− PKh
W)‖L2(γ) . h2‖f‖L2(γ). Thus by the triangle inequality the lemma will be
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proved once we show that ‖Y− (W−PKh
W)‖L2(γ) . h2‖f‖L2(γ). Using the discrete

eigenexpansion (6.9) and PKh
Y = 0, we compute that

Y − (W − PKh
W) = Y −W − PKh

(Y −W) =

N∑

i=dim(K)+1

(PKh
f − PKf ,U

i)

Λi + ε
Ui.

Λi ≤ Λi+1 and λdim(K)+1 > 0, so (6.3) yields for h small enough that

‖Y − (W − PKh
W)‖L2(γ) ≤

1

Λdim(K)+1 + ε
‖PKh

f − PKf‖L2(γ) .
h2

λdim(K)+1
.

This completes the proof.
We next give a procedure for filtering Killing fields from f when dim(K) is un-

known. If f 6⊥ K, then solving aε(uf ,v) = (f ,v) for uf ∈ VT(γ) yields εPKu = PKf

and ‖εuf −PKf‖L2(γ) . ε. The discrete counterpart is to find Uf ∈ VT(T ) such that

aε(Uf ,V) + j(Uf ,V) = (f ,V), V ∈ VT(T ). (6.18)

It can then be shown that

‖PKf − εUf‖L2(γ) . h2 + ε−1h2 + ε. (6.19)

The function Uf computed with ε = hα, 0 < α < 2, is thus a convergent approxima-
tion to PKf which may be obtained without any knowledge of dim(K).

Let now W ∈ VT(T ) solve

aε(W,V) + j(W,V) = (f − εUf ,V), V ∈ VT(T ). (6.20)

Then

W =

N∑

i=1

1

Λi + ε

(
1− ε

Λi + ε

)
(f ,Ui)Ui =

N∑

i=1

Λi

(Λi + ε)2
(f ,Ui)Ui. (6.21)

Choosing ǫ = h2/3 yields

‖u−W‖L2(γ) . h2/3. (6.22)

Here we have chosen ε in (6.18) and (6.20) to be the same.
We next leverage the robustly convergent but suboptimal approximation W to

achieve a preasymptotically convergent and asymptotically optimal approximation.
Solving

aε(U
h2

,V) + j(Uh2

,V) = (f ,V), V ∈ VT(γ) (6.23)

yields

Uh2

=

N∑

i=1

1

Λi + h2
(f ,Ui)Ui. (6.24)

Recall from (6.17) that we will obtain an O(h2) approximation to u in L2 if we
correctly identify and remove the discrete modes corresponding to Killing fields. Using
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the same idea as in Lemma 6.2, we consider Ui to be a discrete Killing mode and
remove the corresponding term from the solution (6.24) if doing so leads to better
fidelity to the robustly convergent solution (6.21). Applying this idea term by term
to the potential Killing modes in (6.21) and (6.24) (1 ≤ i ≤ 3), we consider Ui to be
a discrete Killing mode if

∣∣∣∣
Λi

(Λi + h2/3)2
− 0

∣∣∣∣ ≤
∣∣∣∣

Λi

(Λi + h2/3)2
− 1

Λi + h2

∣∣∣∣ =
1

Λi + h2
− Λi

(Λi + h2/3)2
; (6.25)

compare with (6.12). Rearranging this inequality, we define a putative discrete Killing
space as

Kh = span{Ui : Λi + 2Λi(h2 − h2/3) ≤ h4/3}. (6.26)

With this definition, we have that ‖u − (Uh2 − PKh
Uh2

)‖L2(γ) . h2/3 for all h, and

for h sufficiently small ‖u− (Uh2 − PKh
Uh2

)‖L2(γ) . h2.

7. Numerical experiments. We illustrate our findings by numerical experi-
ments. We shall take γ to be either a sphere or a proper ellipsoid that is defined by

the equation x2 + y2 + z2

c2 = 1 with some parameter c. The case c = 1 yields the unit
sphere, where we have dim(K) = 3 and an L2-orthogonal (but not normalized) basis
for K is given by k1 = (y,−x, 0)T , k2 = (z, 0,−x)T , and k3 = (0, z,−y)T . The case
c 6= 1 yields an ellipsoid whose z-axis is the only axis of rotational symmetry, and so
dim(K) = 1 and K = {a(y,−x, 0)T : a ∈ R}.

Following [26], we let u(x, y, z) = Π(−z2, x, y)T for all choices of c and set
p(x, y, z) = xy3 + z. Here divγu 6= 0, so our test solution does not directly fit into
the framework described above. We still expect all error estimates to hold as stated,
and our numerical experiments indicate that they do. The algorithm and analysis of
Section 6.2 also remain valid in this setting, with appropriate modifications to the
analysis since Uε is no longer divergence-free. For instance, the eigenfunction expan-
sion (6.9) may be applied to the L2 projection of Uε onto the divergence-free discrete
subspace VT(T ) and the remaining analysis carried out much the same as before.

7.1. Implementation. Implementation was carried out within the iFEM MAT-
LAB library [11]. All computations below were carried out with the finite element
method defined on a discrete polyhedral approximation Γ to γ (as described in Subsec-
tion 4.1), not on the exact surface γ as we have assumed above. The piecewise affine
velocity space XT(T ) and piecewise constant pressure space V(T ) were employed and
all derivatives and integrals were computed over the discrete surface Γ. A standard
BDM basis was defined on a Euclidean reference triangle and mapped via elementwise
Piola transform to the discrete surface Γ. Further transforming these discrete spaces
to the continuous surface γ as described above could be easily accomplished so long
as the user has access to the closest point map Pd and related information used in
the definition of the Piola transform; cf. [16] for discussion of practical calculation of
these quantities. Implementation for higher-order BDM spaces would be conceptually
very similar. The main difference is that typically computations involving higher or-
der elements are carried out on a polynomial surface approximation of higher degree
rather than on the affine surface Γ, which modestly complicates implementation by
for example requiring computation of non-piecewise constant Jacobians.

Implementation of the algorithms for filtering Killing fields presented in Section
6 is straightforward. The discrete eigenproblem (6.5) is solved for the first three
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eigenpairs (Λi,U
i) using a standard algorithm. Kh is taken as the span of the first

dim(K) discrete eigenfunctions Ui if dim(K) is given. Otherwise the condition (6.13)
or (6.25) (depending on whether f ⊥ K or f 6⊥ K) is checked directly for each 1 ≤ i ≤ 3,
and Kh is defined accordingly. In all cases it is easy to compute Uε − PKh

Uε once
Kh has been defined.

7.2. Geometric errors. Approximating γ by Γ as described in the preceding
subsection induces an additional consistency error in the finite element method, often
called a geometric error. For the Laplace-Beltrami (surface scalar Laplace) problem,
the geometric error has been shown to be O(h2) for a wide range of finite element
methods (including discontinuous Galerkin methods) and error notions (including
energy and L2 norms and eigenvalues) [15, 1, 12, 7, 6]. The situation is very different
for surface vector Laplace-type problems such as the Stokes equation. The papers
[23, 22] contain error analysis for trace surface finite element method for surface Stokes
and vector Laplace problems. The lowest-order algorithms in these papers employ
a linear surface approximation Γ as we do, but a higher-order (O(h2)) convergent
approximation to the normal ν is required in order to maintain optimal-order O(h2)
geometric errors. In contrast, in our experiments below we consistently observed an
O(h2) geometric error while employing a piecewise linear surface approximation and
corresponding natural O(h) piecewise constant normal approximation. A theoretical
explanation for these observed rates is not clear and bears further investigation.

7.3. Eigenvalue computation and Killing fields. Before discussing the finite
element method for the Stokes equations, we illustrate how the geometry of γ affects
the algorithm of Section 6.2 for filtering out Killing fields. We approximated the first
three eigenvalues of the Stokes problem (6.1) by solving (6.2) for different values of
c; see Table 7.1. In all cases we have λ1 = 0 and λ2 = λ3 due to symmetries of the
ellipsoids under consideration. Approximations to λ2 = λ3 were computed by solving
the discrete eigenvalue problem on multiple mesh levels and extrapolating assuming
that |λi − Λi| . Ch2, cf. (6.3). Note for example that when c = 1.1, the second
eigenvalue is nonzero but small. Absent a priori information, significant resolution of
γ is necessary in order to confidently determine dim(K).

c 1 1.1 1.25 2
λ2 = λ3 0 0.0096 0.051 0.40

Table 7.1
Approximations to the second and third eigenvalues of the Stokes problem on the ellipsoids

x2 + y2 + c−2z2 = 1.

7.4. Basic error behavior. In this section we illustrate the basic energy and
L2 error estimates of Sections 4.6 and Section 5. Here we take γ to be the sphere
(c = 1) and the ellipsoid given by various values of c. Since analytical expressions
for the Killing fields are known, we filter them out exactly as needed by computing
Uε − PKU

ε. In Figure 7.1 we display the convergence of the L2 norm of the error in
the deformation gradient (which is the practically important part of the energy norm
bounded in (4.27)).

The expected O(h) convergence rate is immediately apparent when ε = h2. The
behavior is more subtle when ε = h, where we see consistent O(h) convergence when
c = 1 (for the sphere), an initial period of suboptimal convergence and then clear O(h)
convergence asymptotically when c = 1.25, and a convergence history that has not yet

26



reached the asymptotic O(h) range when c = 1.1. This behavior may be understood
by combining the data in Table 7.1 with the eigenfunction expansion (6.9). The

coefficients in the eigenexpansion would be (f ,Ui)
Λi

if no perturbation were used (ε = 0),
and these coefficients would yield the best approximation to u assuming λi 6= 0. The

difference in the perturbed versus unperturbed coefficients is (f ,Ui)
Λi

− (f ,Ui)
Λi+ε = ε(f ,Ui)

Λi(Λi+ε) ,

which is clearly of order ε when ε ≪ Λi. However, in our experiments this assumption
does not always hold for i = 2, 3 and ε = h. Referring again to Table 7.1, we see that
when c = 1.25 we have λ2 ≈ 0.051. The convergence history for ε = h and c = 1.25
in Figure 7.1 reaches the expected asymptotic O(h) when h ≪ 0.051. On the other
hand, when c = 1.1 we have λ2 ≈ 0.0096, and the convergence history in Figure 7.1
does not reach the asymptotic range because h does not sufficiently resolve this small
but positive eigenvalue. Taking ε = h2 yields an algorithm that is less sensitive to
small eigenvalues and thus more stable with respect to small geometric perturbations.
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Fig. 7.1. Energy norm convergence for varying values of c and ε.

Next we illustrate Lemma 5.1 (Killing Field Estimates). Here we take c = 1 so
that γ is the unit sphere. In Figure 7.2, we see that ‖PKU

ε‖L2(γ) = O(h) when ε = h,
and that ‖PKU

ε‖L2(γ) = O(1) when ε = h2, as predicted by Lemma 5.1.
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Fig. 7.2. Convergence of ‖PKUε‖L2(γ) for the sphere (c = 1).

27



Our final experiments in this subsection illustrate the L2 convergence results of
Corollary 5.3 and Corollary 5.4. In the left plot of Figure 7.3 the data is given for
the unit sphere (c = 1). Here we clearly see that for ε = h, convergence in L2 is of
order h whether or not Killing fields are filtered out. On the other hand, when ε = h2

convergence eventually stagnates if Killing fields are not removed, but is of order h2

if they are. These results confirm the sharpness of Corollary 5.3 and Corollary 5.4.
In the right plot of Figure 7.3 we consider the case c = 1.1, where γ is an ellipsoid
which according to Table 7.1 has small positive Stokes eigenvalues. As in the case of
energy norm convergence, these small eigenvalues have a substantial negative effect
on the convergence behavior when ε = h. When ε = h2 these small eigenvalues are
seen to have some negative effect on convergence rates, but far less than when ε = h.
Thus we again see that taking ε = h2 yields a method that is much more stable with
respect to perturbations in geometry so long as we are able to filter out Killing fields.
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Fig. 7.3. L2 convergence with and without manual filtering of Killing fields on the sphere
(c = 1, left) and on an ellipsoid with small eigenvalues (c = 1.1, right).

7.5. Automatic filtering of Killing fields via discrete eigenfunction com-

putation. In this subsection we illustrate properties of the algorithm given in Sec-
tion 6.2 for filtering out Killing fields. We focus on the ellipsoid with c = 1.1 as it is
difficult to automatically distinguish between Killing fields and modes corresponding
to small positive eigenvalues in this case.

In the left plot of Figure 7.4 we see the results obtained by comparing with Uh

(α = 1) in Corollary 6.4. Here the L2 error obtained from our algorithm remains
nearly flat until the final data point, at which point it decreases sharply to mirror
the error obtained by manual filtering of Killing fields. The reason for this relatively
poor performance can be understood by referring again to Table 7.1, where we see
that the modes corresponding to λ2 and λ3 are viewed as Killing fields until roughly
speaking h − 2h2 ≤ 0.0096. This does not occur until the last data point in the
simulation. These modes are thus incorrectly excluded from the computed solution in
the preasymptotic range, leading to an O(1) error until the positive eigenvalues are
resolved by h − 2h2. Note also that the L2 error ‖u −Uh‖L2(γ) has not reached its

asymptotic O(h) rate here, so comparing with Uh in the preasymptotic range is not
necessarily a good strategy.

In the right plot of Figure 7.4 we instead compare with Uh3/2

. Here modes are
excluded from the solution only under the more stringent condition Λi ≤ h3/2 − 2h2.
This algorithm is thus more likely to improperly include Killing fields in the solution,
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but less likely to improperly exclude non-Killing modes. The results are dramatically
better in the preasymptotic regime. Philosophically it seems preferable to include
Killing fields in the solution than to improperly exclude other modes, so using a
more stringent selection criterion is generally preferable. The superior performance
of the choice α = 3/2 versus α = 1 in the preasymptotic range is not intuitive when
viewed in light of Corollary 6.4, which predicts a preasymptotic convergence rate of
order h2−α. The discrepancy results from the previously observed phenomenon that
small positive eigenvalues of the Stokes operator render the predicted convergence
rate relatively meaningless until the eigenvalues are sufficiently resolved by ε.
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Fig. 7.4. L2 convergence with automatic filtering of Killing fields by comparing with Uh (left)

and Uh3/2
(right) on the ellipsoid with c = 1.1.

7.6. Computations when f 6⊥ K. In this subsection we illustrate the results of
Subsection 6.3, in which options for obtaining an optimally convergent algorithm when
f 6⊥ K are presented. In Figure 7.5 we present computational results obtained from
the cases c = 2 (with strong separation of eigenvalues corresponding to Killing fields
and nondegenerate modes) and c = 1.1 (where the smallest positive eigenvalues are
relatively small). For each case we illustrate the error estimate (6.17), which applies
when dim(K) is known and the discrete modes corresponding to K are removed from
f or equivalently from Uε. For both choices c = 1.1, 2 we see O(h2) convergence
as predicted, although in the relatively degenerate case c = 1.1 the asymptotic rate
is only seen for h sufficiently small. We also illustrate the algorithm obtained by
using the criterion (6.26) in order to identify a putative discrete Killing field Kh when
dim(K) is not known a priori. For c = 2 that the error remains relatively constant
until the algorithm correctly identifies dim(K) and then decreases with order h2.
When c = 1.1 the condition (6.26) does not correctly identify dim(K) for the range
of h values tested, and the error remains essentially constant over the course of the
calculation. Recall that a preasymptotic convergence rate of O(h2/3) and asymptotic
rate of O(h2) is predicted for this algorithm. As above, the theoretical preasymptotic
convergence rate manifests itself in practice more as a stability guarantee rather than
as a convergence rate. However, we emphasize that without any filtering strategy the
error would be expected to increase with order h−2 when f 6⊥ K, since the denominator
Λi+h2 in the eigenexpansion (6.24) is O(h2) for modes corresponding to Killing fields.
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Fig. 7.5. L2 convergence with automatic and manual filtering of Killing fields from f .

8. Appendix: Discrete Korn-type inequality. In this section we prove the
discrete Korn-type Lemma 4.3 for the space XT(T ). Our techniques are motivated
by [9] with additional difficulties arising from the fact that we are working on surfaces.

Proof. We proceed in several steps.
1 We begin by defining an auxiliary discrete subspace of H1(γ). Let Y(T ) := Y (T )3,

where Y (T ) is the set of continuous piecewise linear functions on Γ, and let YT(T ) =
{ΠU ◦ P−1,U ∈ Y(T )}. We then have that YT(T ) ⊂ HT1(γ), and we may easily
derive from the continuous Korn inequality (2.2) that

‖U‖H1(γ) . ‖Defγ(U)‖L2(γ) + ‖U‖L2(γ), U ∈ YT(T ).

Thus by the triangle inequality, (4.20) will be proved if given q ∈ XT(T ) we can find
v ∈ YT(T ) such that

‖q− v‖H1
h(γ)

. ~q~1,h + ‖q‖L2(γ). (8.1)

2 In order to define for q ∈ XT(T ) a suitable v ∈ YT(T ), first recall that V denotes

the set of vertices of Γ and V (z) is the valence of z ∈ V. In addition, for z ∈ V let Φz

be the vector [φz, φz, φz]
T of the continuous piecewise linear hat functions with value

1 at z and vanishing at every other vertex. We also let Φz := Φz ◦P−1. We then set

v(x) = Π



∑

z∈V

( 1

V (z)

∑

T∈T
T∋z

qT (z)
)
⋆Φz(x)


 ∈ YT(T ),

where the multiplication ⋆ represents componentwise multiplication of vectors (given
two n-vectors, v ⋆ w is also an n vector with components given by componentwise
products) and qT := q|T is the restriction of q to T . In passing, we remark that
(Au)⋆Φz = A(u⋆Φz) for any 3×3 matrix A and any 3−vector u. This property will
be used repeatedly below. Returning to the estimation of v, we use the definition of
the infinitesimal area element (4.8) to realize that ‖Φz‖L2(γ) . h so that

‖v‖2L2(γ)
.
∑

z∈V

h2‖q‖2L∞(ωz)
.
∑

z∈V

h2‖q ◦P‖2L∞(P−1(ωz))
,
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where ωz ⊂ γ denotes the support of Φz. Using this, an inverse estimate, the bounded
overlap of the supports ωz := P−1(ωz) (see (4.1) and (4.3)) and the norm equivalence
(4.10), we find that

‖v‖2L2(γ)
.
∑

z∈V

‖q ◦P‖2L2(ωz)
. ‖q ◦P‖2L2(Γ)

. ‖q‖2L2(γ)
.

Thus ‖q− v‖L2(γ) . ‖q‖L2(γ) and (8.1) will follow upon proving that

∑

T∈T

‖∇γ(q− v)‖2L2(T ) . ~q~2
1,h + ‖q‖2L2(γ)

.

3 We bound ∇γ(q− v) in two steps. Given T ∈ T , let

vT (x) := Π
∑

z∈VT

(qT (z) ⋆Φz(x)) , (8.2)

where VT is the set of vertices of T . First we consider the difference v − vT . We use∑
T∈T
T∋z

1 = V (z) to realize that

v − vT = Π
∑

z∈VT

( 1

V (z)

∑

T ′∈T
T ′∋z

(qT ′(z)− qT (z))
)
⋆Φz.

Because ‖Φz‖H1(T ) . 1, we find

‖∇γ(v − vT )‖L2(T ) . sup
z∈VT

sup
T ′∈T
T ′∋z

|(qT − qT ′)(z)|.

Not all T ′ with z ∈ T ′ share an edge with T , but there exists a chain of adjacent
elements {T1, . . . , Tm} ⊂ ωT with T1 = T ′, Tm = T and m = m(z) smaller than M in
(4.3) so that

‖∇γ(v − vT )‖L2(T ) . sup
z∈VT

sup
i=1,...,m(z)−1

|(qTi
− qTi+1

)(z)|. (8.3)

We now use the relation (4.8) between q and q := PP−1q and the expression (4.5) of
the infinitesimal area (recalling that Γ interpolates γ so d(z) = 0) to deduce that

qTi
(z)− qTi+1

(z) = Π(z)
( qT i

(z)

ν(z) · νΓ,T i

−
qT i+1

(z)

ν(z) · νΓ,T i+1

)
,

where T i := P−1(Ti) and νΓ,T i
:= νΓ|T i

. Since

1

ν · νΓ,T i

− 1 =
1

2ν · νΓ,T i

|ν − νΓ,T i
|2 . h2 (8.4)

for C2 surfaces γ, we deduce that

∣∣qTi
(z)− qTi+1(z)

∣∣ . h2‖q‖L∞(ωz) + |qT i
(z)− qT i+1

(z)|. (8.5)
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The jump qT i
− qT i+1

is a polynomial on the edge e shared by T i and T i+1. Thus,
an inverse inequality yields

∣∣∣qT i
(z)− qT i+1

(z)
∣∣∣ . h−1/2‖qT i

− qT i+1
‖L2(e).

This, relation (4.9) between q and q, and a computation similar to that leading to
(8.5) guarantee that

∣∣∣qT i
(z)− qT i+1

(z)
∣∣∣ . h‖q‖L∞(ωz) + h−1/2‖qTi

− qTi+1
‖L2(e). (8.6)

Returning to (8.3) with (8.5) and (8.6) at hand implies

‖∇γ(v − vT )‖L2(T ) . h‖q‖L∞(ωT ) + sup
e⊂Σ
e⊂ωT

h−1/2‖[q]‖L2(e),

where ωT := ∪z∈Tωz. The estimate for ∇γ(v − vT ), namely
∑

T∈T

‖∇γ(v − vT )‖2L2(T ) . h−1‖[q]‖2L2(Σ) + ‖q‖2L2(γ)
,

is obtained by invoking an inverse inequality h‖q‖L∞(ωT ) . ‖q‖L2(ωT ), the equivalence

of norms on T and T , and summing over T ∈ T .
4 We now bound the term ∇γ(vT −q). Note that since XT(T ) consists of piecewise

linear vector fields on Γ, for T ⊂ Γ we have that

qT =
∑

z∈VT

qT (z) ⋆Φz =
∑

z∈VT

ΠΓ,TqT (z) ⋆Φz,

where ΠΓ,T := ΠΓ|T . Thus using the relation (4.8) between q and q, recalling the
definition (8.2) of vT , and using that Π− dH = Π[I− dH] , we find that on T

vT − q = Π
∑

z∈VT

qT (z) ⋆Φz −Π
1

µ
[I− dH]

∑

z∈VT

ΠΓ,TqT (z) ⋆Φz

= Π
∑

z∈VT

(
1

µ(z)
[Π− dH](z)qT (z) ⋆Φz −

1

µ
[I− dH]ΠΓ,TqT (z) ⋆Φz

)

= Π
∑

z∈VT

(
1

ν(z) · νΓ,T

Π(z)qT (z) ⋆Φz −
1

µ
[I− dH]ΠΓ,TqT (z) ⋆Φz

)
.

(8.7)

Here we have also taken advantage of the fact z ∈ Γ ∩ γ to use d(z) = 0 and so
µ(z) = ν · νΓ. Recall that ∇γ(q − vT ) = Π∇(q − vT )Π, where abusing notation
we have denoted by q the extension of q : γ → R

3 to N using the distance lift, i.e.
q(x) = q(P(x)). Using the product rule, we set ∇γ(q − vT ) = Π(I + II + III)Π,
where

I := ∇Π
∑

z∈VT

(
1

ν(z) · νΓ,T

Π(z)qT (z) ⋆Φz −
1

µ
[I− dH]ΠΓ,TqT (z) ⋆Φz

)
,

II := −Π∇
(
1

µ
[I− dH]

) ∑

z∈VT

ΠΓ,TqT (z) ⋆Φz

III := Π
∑

z∈VT

(
1

ν(z) · νΓ,T

Π(z)− 1

µ
[I− dH]ΠΓ,T

)
∇ (qT (z) ⋆Φz) .
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Before estimating each term, we recall that the assumed regularity on γ guarantees
that

‖Π‖W 1
∞

(N ) + ‖ΠΓ‖W 1
∞

(Γ) + ‖H‖W 1
∞

(N ) . 1 (8.8)

and ‖d‖L∞(Γ) + ‖1− µ−1‖L∞(N ) . h2, which together with d ∈ C3(N ) implies

‖µ−1(I− dH)− I‖L∞(Γ) + h2‖∇(µ−1(I− dH))‖L∞(Γ) . h2. (8.9)

In addition, ν = ∇d is C1 and |ν − νΓ| . h, so

‖Π−Π(z)‖L∞(T ) + |Π−ΠΓ| . h =⇒ |Π(z)−ΠΓ,T | . h. (8.10)

We can now start with I and invoke (8.8), (8.9) together with (8.4) to write

‖I‖L∞(T ) . h2|qT (z)|+ |(Π(z)−ΠΓ,T )qT (z)|.

In view of (8.10), this leads to

‖I‖L∞(T ) . h|qT (z)|.

Thus, an inverse inequality and the norm equivalence (4.10) shows that

‖I‖L2(T ) . h‖I‖L∞(T ) . h‖q‖L∞(T ) . ‖q‖L2(T ).

To estimate II, we take again advantage of (8.8) and (8.9) to obtain

‖II‖L2(T ) . h‖II‖L∞(T ) . h‖q‖L∞(T ) . ‖q‖L2(T ).

Finally, for III, we estimate (up to a multiplicative constant) ‖III‖L2(T ) by

max
z∈VT

∥∥∥∥∥Π
( 1

ν(z) · νΓ,T

Π(z)− 1

µ
[I− dH]

)
ΠΓ

∥∥∥∥∥
L∞(T )

‖q‖L∞(T )‖∇Φz‖L2(T ).

Using (8.9), (8.4), ‖∇Φz‖L2(T ) . 1 and (8.10), we arrive at

‖III‖L2(T ) . h‖q‖L∞(T ) . ‖q‖L2(T ).

Gathering the above estimates for I, II, and III yields

‖∇γ(q− vT )‖L2(T ) . ‖q‖L2(T ),

which completes the proof.
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