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ABSTRACT: Emigration is a fundamental process affecting species’
local, regional, and large-scale dynamics. The paradigmatic view in
ecology is that emigration is density independent (DIE) or positive
density dependent (+DDE). However, alternative forms are biologi-
cally plausible, including negative (—DDE), U-shaped (uDDE), and
hump-shaped (hDDE) forms. We reviewed the empirical literature
to assess the frequency of different forms of density-dependent em-
igration and whether the form depended on methodology. We also
developed a reaction-diffusion model to illustrate how different forms
of DDE can affect patch-level population persistence. We found 145 stud-
ies, the majority representing DIE (30%) and +DDE (36%). However,
we also regularly found —DDE (25%) and evidence for nonlinear
DDE (9%), including one case of uDDE and two cases of hDDE. Non-
linear DDE detection is likely hindered by the use of few density levels
and small density ranges. Based on our models, DIE and +DDE pro-
moted stable and persistent populations. uDDE and —DDE generated
an Allee effect that decreases minimum patch size. Last, —DDE and
hDDE models yielded bistability that allows the establishment of pop-
ulations at lower densities. We conclude that the emigration process can
be a diverse function of density in nature and that alternative DDE
forms can have important consequences for population dynamics.

Keywords: Allee effect, dispersal, movement model, negative density
dependence, patch dynamics, population persistence.

Introduction

Emigration of organisms is a key process affecting coloni-
zation (Amarasekare 1998; Clobert et al. 2009), minimum
patch size (Poethke and Hovestadt 2002), local densities,
population stability (Hanski 1999), and species coexistence
(Levins and Culver 1971; Cadotte et al. 2006). From a

* Corresponding author; email: rachel_harman@outlook.com.

ORCIDs: Harman, https://orcid.org/0000-0003-3449-7054; Goddard, https://
orcid.org/0000-0003-0869-5153; Cronin, https://orcid.org/0000-0001-7111-6412.
Am. Nat. 2020. Vol. 195, pp. 851-867. © 2020 by The University of Chicago.

0003-0147/2020/19505-59332$15.00. All rights reserved.
DOI: 10.1086/708156

regional or metapopulation perspective, the magnitude of
dispersal affects spatial synchrony and is fundamental to
population persistence (Anholt 1995; Hanski 1999; Hanski
and Gilpin 1997; Ims and Yaccoz 1997) and range expan-
sion (Altwegg et al. 2013). As in the classic work of Levins
(1969), early metapopulation models assumed density-
independent emigration (DIE; e.g., Levins 1974; Pacala and
Roughgarden 1982; Shmida and Ellner 1984; Hanski and
Gilpin 1991). However, the more widely accepted view of
emigration behavior is that species should exhibit a posi-
tive relationship between conspecific density and emigra-
tion (+DDE; Amarasekare 2004; Bowler and Benton 2005;
Matthysen 2012), and many subsequent models incorpo-
rated this form of emigration (e.g., Pulliam 1988; Seether
et al. 1999; Hovestadt and Poethke 2006). Alternative forms
of density-dependent emigration (DDE), including nega-
tive density-dependent emigration (—DDE) and nonlin-
ear forms such as U-shaped density-dependent emigration
(uDDE) and hump-shaped density-dependent emigration
(hDDE), are theoretically plausible (see fig. 1) but have re-
ceived almost no attention in the literature (but see Ama-
rasekare 2004).

Although DIE and +DDE are widely reported in the lit-
erature, there has not been a systematic review that ex-
amines the breadth and frequency of DDE forms that
occur in nature. Moreover, we know very little about the
population-dynamic consequences of —DDE (but see See-
ther et al. 1999; Amarasekare 2004; Matthysen 2005; Ro-
drigues and Johnstone 2014), uDDE, and hDDE forms.
Our study has three objectives. First, we describe each form
of DDE in figure 1, provide biologically plausible explana-
tions for its occurrence, and, where possible, report what is
known about its population-dynamic consequences. Sec-
ond, we conduct an extensive review of the published liter-
ature that examined the relationship between conspecific
density and emigration from a patch and assessed the range
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Figure 1: Hypothetical forms of the density-emigration relationship, including density-independent emigration (DIE), positive density-dependent
emigration (+DDE), negative density-dependent emigration (—DDE), U-shaped density-dependent emigration (uDDE), and hump-shaped den-

sity dependent emigration (hDDE).

and frequency of different forms of DDE. Last, we develop
a simple and flexible modeling framework based on reaction-
diffusion equations to assess how the different forms of
DDE affect population dynamics for a one-dimensional
single-patch system with a matrix that has one of three hos-
tility levels. Our intention with this model is to illustrate
how each form of DDE can potentially influence the mini-
mum patch size for population persistence, generate Allee
effects, and affect population stability.

Objective 1: Forms of Density-Dependent Emigration

The evolution of +DDE (fig. 1) has been attributed to the
population benefits of avoiding inbreeding and intraspe-
cific competition (Hamilton and May 1977; Travis et al.
1999; Handley and Perrin 2007). As such, nongregarious
species are expected to exhibit + DDE (Bowler and Benton
2005), as they receive little benefit from group living. Math-
ematical models predict that + DDE decreases the extinc-
tion probability in spatiotemporally variable environments
(Amarasekare 2004). Theoretically, in nonstable environ-
ments, current patch quality does not determine future oft-
spring value because resources are likely to change, leading
to resource competition at high densities and promoting
the evolution of +DDE strategies (Rodrigues and John-
stone 2014). Positive DDE may increase mean per capita
fitness (Hovestadt et al. 2010), partially because the form
promotes population growth in small populations, as dis-
persal probability is low (Amarasekare 2004).

In contrast, —DDE results in fewer individuals leaving
at high densities (fig. 1), suggesting some benefit for spe-

cies living in a group (Bowler and Benton 2005; Serrano
et al. 2005; Kim et al. 2009; Matthysen 2012). Gregarious
behavior in a population can underlie an Allee effect (Allee
et al. 1949; Donahue 2006; Cantrell and Cosner 2007) and
is often a consequence of the benefits of group living out-
weighing the costs of increased intraspecific competition,
such as instances where conspecific attraction increases
the chance of finding a mate (for a review, see Gascoigne
et al. 2009), extra-pair mating opportunities (Serrano et al.
2005), defense against predators (Hammill et al. 2015), or
foraging success (Kim et al. 2009). Under —DDE, the spe-
cies is not expected to be resource limited at high density,
but if it is, uDDE should arise (see below). With —DDE,
population stability at the patch level has been shown to in-
crease with an increase in growth rate (Seether et al. 1999).
Last, —DDE is likely to evolve in stable environments with
constant habitat quality, as individuals residing in high-
quality patches will constantly produce offspring with high
fitness that are unlikely to leave at high densities (Rodrigues
and Johnstone 2014).

Positive and negative DDE have distinct population-
dynamic consequences at the metapopulation or regional
scale. Positive DDE species have a greater chance of estab-
lishing a new population, as they are less likely to leave a
previously unoccupied patch while their densities are low
(Seether et al. 1999). Therefore, + DDE species are expected
to have a larger range than —DDE species, but range ex-
pansion may be faster in —DDE than +DDE species, as
the former species emigrate more readily from unfavorable
habitats that predominately contain low population den-
sities (Altwegg et al. 2013). Range speed may also increase,



as —DDE is more likely to evolve low dispersal costs and
consequently higher dispersal rates (Rodrigues and John-
stone 2014). Conversely, the +DDE relationship will be
the strongest when the cost of dispersal is greatest (Travis
et al. 1999). Over the entire metapopulation, —DDE spe-
cies should have a higher probability of local population
extinctions, as individuals are more likely to leave the patch
when densities are low; however, in the small range of
occupied patches, extinction risk will be reduced (Seether
et al. 1999).

Very little attention has been given to nonlinear forms
of density-dependent emigration, despite early recognition
of its potential importance (e.g., Johst and Brandl 1997;
Travis et al. 1999). For uDDE, the initial negative slope and
high emigration rate at low density can be caused by the
same factors that promote an Allee effect (Allee et al. 1949;
Kim et al. 2009; Matthysen 2012; Altwegg et al. 2013). How-
ever, at high densities the negative effects of conspecific den-
sity, such as competition, encourage emigration. This com-
bination of unfavorable effects of density has been noted in
blue footed boobies (Kim et al. 2009) and strains of ciliated
protozoa Tetrahymena thermophila that are highly aggrega-
tive (Jacob et al. 2016).

Last, hDDE has not been considered in any theoretical
treatise. Biologically, this form could exist when the bene-
fits of living in small and large groups are greater than
intermediate-sized groups. For example, small groups may
be less noticeable to predators, while larger groups may
be more defensible; thus, intermediate-sized populations
are less advantageous. With some genetic strains of cili-
ates, Jacob et al. (2016) found +DDE at low to intermediate
density levels, but in larger populations emigration was re-
duced, potentially owing to bottlenecks in the movement
through narrow corridors.

Objective 2: Presence of DDE Forms in the Literature
Methods

We compiled a database of emigration studies that were
found in the Web of Science (http://www.webofknowledge
.com). The search included all records in the database up
to January 2, 2019. We used the search terms “density
dependent dispersal,” “density dependent emigration,”
“density independent emigration,” “density independent
dispersal,” and “dispersal” plus “density.” Review articles
and relevant references from the collected articles were
also searched. Articles were retained from the database if
they (1) included data on emigration, (2) were empirically
based (either experimental or observational), (3) used two
or more conspecific density levels, and (4) had a study or-
ganism that engaged in active dispersal. We retained stud-
ies with only two density levels, but we acknowledge that
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those cases necessarily preclude the detection of nonlinear
DDE (e.g., uDDE and hDDE). Although passive dispersal
(e.g., transport by wind or water currents) can be density
dependent (e.g., Kellner and Hubbell 2018; Sugiyama et al.
2018), we focused our study on species whose individuals
make their own decision on when to leave on the basis of
local density, patch size, boundary conditions, matrix com-
position, and so on.

Our Web of Science search yielded 115 articles on the
relationship between conspecific density and emigration.
Several of these articles included data for more than one
species or multiple tests for the same species (e.g., for dif-
ferent age classes or stages, different sexes, or in response
to different environmental contexts). For articles that sub-
jected species to different treatments and reported more
than one form of DDE, we treated each type of DDE for
that species as an independent replicate in our analysis.
We did this because we were most interested in the range
of DDE forms, and averaging within a species could be
misleading. Based on these criteria, we had 145 studies of
DDE (see the appendix, available online).

Among the case studies, emigration was quantified in a
number of ways: as the proportion leaving the patch (76%
of studies), dispersal distance (18%), genetic relatedness
(3%), and proportion of alates or macropters (3%). The
proportion emigrating from a patch is a direct measure-
ment of the emigration rate, and although it is the metric
most often used, these other measurements are often re-
garded as good proxies for emigration. Dispersal distance
is often used with species that emigrate from the natal hab-
itat (e.g., from a nest; Molina-Morales et al. 2012). The
genetics of a population measures DDE by calculating the
relatedness of the individuals among patches (e.g., Van
Hooft et al. 2008) or the distance separating full siblings
(e.g., Derosier et al. 2007). Last, in some insects the propor-
tion of long-winged individuals (macropters) in a popula-
tion can be used as an index of dispersal capability (Denno
et al. 2001). The production of macropters has been posi-
tively correlated with conspecific density in a number of in-
sect species (e.g., Strong and Stiling 1983; Poniatowski and
Fartmann 2011).

For each study, the relationship between emigration and
density was assigned to one of five DDE forms: DIE,
+DDE, —DDE, uDDE, or hDDE. Assignment was based
on the authors’ demonstration of a statistical relationship
between density and emigration (e.g., regression, ANOVA,
general linear mixed model). Unless the authors had al-
ready done so, if there were three or more density levels, we
reanalyzed the data to test for nonlinearities in the density-
emigration relationship. In all such cases (n = 40), we
extracted the data from the original figures and analyzed
the relationship between density and emigration using a
nested set of predictor variables (constant only, constant +
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density, constant + density + density?). The Akaike infor-
mation criterion corrected for small sample size (AICc)
was used to choose the best model to explain variation in
emigration and therefore determine the most likely form
of DDE. The model with the smallest AICc value was
deemed best, but all competing models with an AICc value
within 2 of the best model were considered to have sub-
stantial support (Burnham et al. 2011). The analyses were
performed using the statistical package mcmcplots in
RStudio (RStudio Team 2016). Seven of the cases were
reclassified as either uDDE or hDDE on the basis of this
model selection procedure. The appendix and supple-
mental PDF identify which cases we found a different
form of DDE than reported by the authors.

Quadratic regression is not a rigorous method for deter-
mining whether a relationship is truly U- or humped-shaped
as opposed to being monotonically concave or convex (Si-
monsohn 2018). For the above seven reclassified cases and
four of the six cases originally classified as hDDE and
uDDE (we could not obtain the raw data for two cases),
we used the Robin Hood algorithm proposed by Simonsohn
(2018) that estimates two regression lines and tests whether
there is a significant sign change between the slopes.

Similar to the review by Sibly et al. (2005) that explored
the relationship between density and the per capita popu-
lation growth rate, we also examined whether the form of
DDE varied with taxonomic group. Species were grouped
according to broad taxonomic classes (insect, mammal,
bird, fish, reptile, other invertebrate, and microorganism).
Because of low sample size, reptiles (n = 4 cases) were not
included in subsequent taxonomic statistical analyses. We
also assessed whether the frequency of each form of DDE
differed between observational or experimental studies and
whether the number of density levels or the range of den-
sities influenced the detection of any particular form of
DDE. For the density range, we took the ratio of the highest
and lowest densities in the study. Finally, because of low
sample sizes, all nonlinear forms of DDE, including uDDE
and hDDE, were combined into the category “nonlinear”
for methodological comparisons (number of densities, study
method, and density ratio).

To evaluate whether the proportion of each DDE form
varied significantly with taxonomic group or study meth-
ods (observational/experimental), we used separate Pear-
son’s x” tests for independence with Monte Carlo simula-
tions of 10,000 iterations. Differences among DDE forms
in the number of density levels and density ratio were as-
sessed with generalized linear models. To account for the
right-skewed data and excess of low values, the error distri-
bution was defined as negative binomial. x” statistical anal-
yses were performed with RStudio. The generalized linear
models were analyzed using SAS version 9.4 (SAS Institute,
Cary, NC). Proc GLIMMIX and all other analyses were

performed with JMP version 14 (SAS Institute). Figures
were created using JMP.

Results

Overall, the 145 case studies of DDE spanned a wide range
of taxa, including insects (43%), mammals (15%), birds
(16%), fish (8%), invertebrates (10%), microorganisms (6%),
and reptiles (2%). As predicted, the majority of cases ex-
hibited +DDE (36%) or DIE (30%) forms. Interestingly,
—DDE was reported in 25% of the cases. Finally, 6% and
3% of the cases were classified as uDDE and hDDE, respec-
tively. These nonlinear forms of DDE have been reported
only since 2009; however, four cases of uDDE and hDDE
predating 2009 were reclassified by us (see the appendix).
Following more rigorous testing using the Robin Hood
method of Simonsohn (2018), we could confirm only one
case of uDDE (Maag et al. 2018) and two cases of hDDE
(Jacob et al. 2016; Chatelain and Mathieu 2017; table S2;
tables A1, S1-S3 are available online).

We found no evidence that the frequencies of different
forms of DDE varied among taxonomic group (x3, =
19.81, P = .47; fig. 2). However, the frequencies of each
form of DDE did depend on whether the study was ob-
servational or experimental (38% and 62% of all studies,
respectively). Cases reporting DIE and +DDE were signif-
icantly more likely to be experimental than observational:
72% of the cases of DIE and 69% of the cases of +DDE
occurred in experimental studies (for DIE, xi = 19.36,
P <.0001; for +DDE, xi = 14.44, P = .0001). Con-
versely, 58% of —DDE cases were observational studies
(xi = 4.0, P = .046). Finally, the 13 nonlinear cases had
methods equally shared between observational (43%) and
experimental (57%) methods (x; = 0.98, P = .32).

Among the 145 case studies in our review, the number of
densities or density levels were often quite low. Twenty-
two percent of the cases had only two densities, and an ad-
ditional 21% had three. Not surprisingly, observational
studies averaged more than twice as many densities as the
experimental studies (14.4 = 3.1 [median, 7.0] vs. 5.9 &
0.7 [median, 3.5]; F, 1,0 = 29.2,P < .001; fig. 3). Addition-
ally, the range of densities, measured as the ratio of the
highest to the lowest density, was 1.2 times greater for ob-
servational studies (21.4 & 6.0 [median, 6.3]) than experi-
mental studies (17.6 =4.0 [median, 6.0]; F, ,; = 29.9,
P <.001; fig. 3). The number of densities was significantly
different among DDE forms (F; ,,; = 5.66, P = .001;
fig. 3), with cases of DIE (5.2 & 0.6 [median, 5.0]) utiliz-
ing a third of the densities of cases of nonlinear DDE
(14.3 + 6.8 [median, 4.0]) and half the densities of cases
of +DDE (8.3 = 1.4 [median, 4.0]) and —DDE (11.0 =
3.1 [median, 5.0]). The number of densities was also signif-
icantly higher for nonlinear DDE cases than +DDE cases
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Figure 2: Mosaic representing the percentage of each density-emigration form within taxonomic group. Numbers represent the number of
cases within each category. The width of each column represents the proportion of each taxon among all cases. The density-emigration forms
include density-independent (DIE), positive (+DDE), negative (—DDE), and nonlinear forms (U-shaped, hump-shaped, and all forms with a

significant quadratic term in the model combined).

(P = .05). DIE cases also utilized a narrower range of den-
sities than the other DDE forms (F; ;,, = 5.77, P = .001;
fig. 3). Studies with DIE had a high density—to-low density
ratio of 9.1 + 2.6 (median, 4.0). Studies with +DDE, —DDE,
and the nonlinear forms had a ratio of 25.7 & 7.8 (median,
7.5), 17.3 = 4.1 (median, 8.0), and 24.2 = 8.0 (median,
16.0), respectively (fig. 3).

Objective 3: Population Dynamics of DDE
Methods

Although a wide range of DDE forms are evident in na-
ture, little is known about the long-term population con-
sequences for populations that exhibit each form. To il-
lustrate the key differences in population persistence and
minimum patch size between the DDE forms, we mathe-
matically analyzed a theoretical population model based on
the reaction-diffusion framework. Our flexible one-patch

model allows patch size, boundary condition, and matrix
hostility to vary with a defined form of DDE (fig. 4). This ap-
proach is not an exhaustive analysis of the local population-
dynamic consequences of different forms of DDE; how-
ever, we demonstrate, with a broadly applicable model, that
the form of DDE can have important consequences for
within-patch population dynamics, such as population per-
sistence in patches that meet a minimum patch size (Schultz
and Crone 2005).

Edge permeability can be dependent on the matrix sur-
rounding the patch (Reeve et al. 2008), as matrix degrada-
tion increases mortality of dispersers (Maciel and Lutscher
2013); therefore, we utilize three matrix hostility levels
to assess population persistence. First, we consider a one-
dimensional patch @ = (0, ) surrounded by a hostile ma-
trix, where € > 0 represents the patch size. The model is
based on a derivation given in Cronin et al. (2019) and the
references therein. Here, u(t,x) represents the density of
a theoretical population (u) inhabiting patch Q, with the
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variable t representing time and x representing spatial lo-
cation. The model is then

U, =Dum+ru(l—%), t>0,x€Q,

VAYYN

)
Da,-(u)a—: FIE2 - alu = 0, t>0,x €00,

(1)

where the parameter D is the diffusion rate inside the
patch, D, is the diffusion rate in the matrix surrounding
the patch, S, is the death rate in the matrix, o;: [0, ) —
[0,1] encodes the DDE relationship as a function of or-
ganism density that outputs the probability that an or-
ganism remains in the patch on reaching the boundary
(0Q) with i = 1, 2, 3, 4, or 5 depending on the density-
emigration relationship, and « is a parameter encapsulating

assumptions (see Cronin et al. 2019) regarding the patch/
matrix interface, such as movement behavior. Also, du/dy
represents the outward normal derivative of u, and the re-
action term is standard logistic growth with intrinsic growth
rate r and carrying capacity K of the population inside the
patch, Q. The parameters D, Dy, S,, 1, K, and k are always pos-
itive. The dynamics of equation (1) with constant «; and
k = 1are well known (see, e.g., Cantrell and Cosner 2003).

Following a standard nondimensionalization, equa-
tion (1) becomes

D
U = —u, +u(l —u), t>0x€Q,

4 2)

ozi(u)g—u +y[1 — a(u)]u = 0, >0, x €y,
n

where the patch size € is now present as a parameter inside
the model, Q, = (0, 1), u(t, x) now measures a percentage
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One-dimensional patch (Q) of length (£) and a population density (u) with intra-patch diffusion
(D), carrying capacity (K) and growth rate (r). Individuals in the population emigrate utilizing one
of five DDE functions (a;(u)).

Matrix

\

Patch (Q)

Matrix

J

|

Infinite matrix where individuals diffuse (D,) and potentially die («;) under
different levels of hostility (y).

Figure 4: Graphic representation of the primary variables incorporated into the one-patch model used to create the bifurcation-stability

curves for each form of density-dependent emigration (DDE).

of the carrying capacity K, t has been scaled by the intrinsic
growth rate , and vy = (SyDy)"* /(D) describes the hos-
tility of the matrix where y = 0 implies a low level of hos-
tility and y > 1 implies a situation where an organism
faces almost immediate mortality upon entering the ma-
trix. Last, through the nondimensionalization process, k
has an impact only on the interpretation of the matrix hos-
tility, -y, and does not qualitatively change the bifurcation-
stability curves resulting from the model. Using these im-
portant parameters found in equation (2), we can illustrate
the potential dynamical differences between the DDE forms
in a clear, generalizable reaction-diffusion model.

To assess the effects of different DDE forms on the per-
sistence of a population with dynamics that are governed
by equation (1), five o,(u) functions were selected, with
o (1), (), as(u), au(u), and as(u) representing DIE,
+DDE, —DDE, uDDE, and hDDE, respectively (for de-
tails, see the supplemental PDF, available online). Each
o,(0) value is designed so that any corresponding differ-
ences in the results are due only to the density-emigration
relationship. We then employed an adaptation of the time-
map analysis method given in Foneska et al. (2019) to study
the structure of positive steady-state solutions of equa-
tion (2), that is, the conditions under which population
persistence is possible. An algorithm was written in Mathe-
matica version 11.2 (Wolfram Research) to generate bi-
furcation curves based on this method, which depicts the
structure of positive steady states (i.e., population persis-
tence) of equation (2) as the main parameters patch size,
¢, and matrix hostility, v, are varied. The time-map analysis
method and resulting bifurcation curves provide a com-
plete picture of the number and types of positive steady
states for equation (2).

To augment these bifurcation curves, we performed a
linearized stability analysis of the trivial steady state of pop-
ulation extinction, u(x) =0, and determined the stability
properties of this state, including the location of the state’s
change from stable to unstable, based on the parameters in
the model. Furthermore, we employed the time-map anal-
ysis method and Mathematica version 11.2 (Wolfram Re-
search) to computationally determine the actual profile of
each steady state. A linearized stability analysis was then
used on these steady-state profiles to numerically estimate
the stability properties of each steady state. The final prod-
uct of this analysis is a bifurcation-stability curve of the
patch size ¢ versus the maximum value of the steady-state
profiles with an indication of whether each steady state is
stable or unstable for each fixed y (matrix hostility). Note
that all stable steady states are asymptotically stable.

Results

We fixed values for the intrinsic growth rate, r, and patch
diffusion rate, D, and produced bifurcation-stability curves
for three scenarios: (1) low matrix hostility v =0, (2) in-
termediate matrix hostility, and (3) high matrix hostility
v > 1. The scenarios of low matrix hostility (see the sup-
plemental PDF) and intermediate hostility (fig. 5) yielded
qualitatively similar model predictions.

In all cases of matrix hostility, there is a minimum patch
size, denoted as ¢°, for each of the forms of DDE. For any
patch with a size larger than £°, the model predicts that any
nonnegative initial density profile will tend to a positive
steady state as time t — <o and lead to unconditional per-
sistence. Depending on the form of DDE and patch size,
the steady state may be precariously close to zero, and
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to more clearly show Allee and bistability regimes.

the local population may be prone to extinction given a
large enough stochastic event that negatively affects the
population. For patches whose size is below the minimum
patch size £", population persistence depends on the density-
emigration relationship and proximity of the actual patch
size to ¢". In all cases of matrix hostility, sufficiently small
patches are predicted to become extinct (u = 0) and patch
sizes greater than m are predicted to have unconditional
persistence, as there is enough core size to ensure that
the effects of the hostile matrix are mitigated. Specifically,

for a hostile matrix (fig. 6), there is no change in the min-
imum patch size between the DDE forms.

For both a low (supplemental PDF) and an interme-
diate (fig. 5) hostility matrix, for DIE, + DDE, and hDDE,
¢" is exactly the minimum patch size for the population to
persist. Below this threshold patch size, successful coloni-
zation would not be possible and the population would
become extinct. For patches whose size is greater than £*,
the model predicts unconditional persistence for any pos-
itive initial density profile. However, populations with patch
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Figure 6: Bifurcation-stability curve of population persistence within a high-hostility matrix. Solid curves indicate stable steady states. The density-
emigration forms include density independent (DIE), positive (+DDE), negative (—DDE), U-shaped (uDDE), and hump-shaped (hDDE).



sizes below £” but sufficiently close to £* have conditional per-
sistence. The model predicts an Allee effect for patches with
this size range (Allee effect regime) for the —DDE and uDDE
forms. An Allee effect arises in a reaction-diffusion model
whenever the trivial state (zero population size) and a pos-
itive steady state are both stable with at least one unstable
state separating the basin of attraction for these stable states.
For patches whose size is below the Allee effect regime, the
model predicts population extinction. In patches with larger
size, a monostability regime exists with predictions of un-
conditional persistence.

When matrix hostilities are low (supplemental PDF)
and intermediate (fig. 5), populations with —DDE forms
are predicted to exhibit bistability in patches with sizes
larger than ¢° but sufficiently close to it. Likewise, a similar
bistability region exists in the case of hDDE for patches
with sizes slightly larger than €. The bistability region pre-
dicts two positive steady states that are stable, with an un-
stable state partitioning the basin of attraction for these
stable states.

For a high hostility matrix, the theoretical organism has
a high probability of dying on leaving the patch. Within
this severe environment, the model predicts a minimum
patch size € (£" = 2.7; fig. 6) that is the same for each of
the forms of DDE and is larger than each of the interme-
diate and low hostility matrix landscapes. However, for
patches with sizes greater than ¢°, the model predicts pop-
ulation persistence. In such a high hostility matrix, the
model predicts very little dynamical differences between
density-emigration forms.

Discussion

Ecological theory has been rather limited in its view of how
density influences emigration. Although our literature re-
view confirmed that + DDE and DIE are the most common
forms of density-dependent emigration (36% and 30% of
the cases, respectively), —DDE accounted for 25% of the
cases, and nonlinear forms (uDDE and hDDE) accounted
for another 9% of the cases. Importantly, our models suggest
that these nonparadigmatic forms of DDE (—DDE, uDDE,
and hDDE) can cause interesting and complex within-patch
dynamics that are not observed when considering only tra-
ditional forms of DDE. Specifically, our models reveal the
possibility of Allee effects that can cause a decrease in min-
imum patch size, allow populations to persist in very small
patches, and cause populations to suddenly crash if the
patch is further reduced in area. Forms of DDE that have
negative density-dependent emigration at high densities
(—DDE and hDDE) can also have two steady states within
smaller patches.

We suggest that negative and nonlinear forms of DDE
are more common than our literature review has revealed.

Forms of Density-Dependent Emigration 859

Studies tend to use very few density levels, particularly ex-
perimental studies. In fact, 22% of the 145 studies used only
two density levels, thus precluding the detection of nonlin-
ear DDE. Another 21% of the studies used only three den-
sity levels, the absolute minimum number needed to detect
nonlinearities in the density-emigration relationship. Nec-
essarily because of the replicated nature of experimental
studies, the number of density levels is often small. In the
case of our literature review, experimental studies used
one-half as many density levels as observational studies, with
amedian of only 3.5 density levels. Furthermore, our analysis
of the literature revealed that studies reporting evidence
for DIE had a density range, measured as the ratio of the
highest to the lowest density level, that was one-half the
range used to detect the other forms of DDE. The ability to
detect density dependence in any of its forms (e.g., density-
dependent per capita growth) has long been known to be
limited by sample size, number of densities, or range of
densities (e.g., Hassell 1986; Fowler et al. 2006). Of course,
these methodological limitations have been recognized by
those who study species emigration. For example, the Glan-
ville fritillary butterfly (Melitaea cinxia) was reported as
having both —DDE and +DDE (Kuussaari et al. 1996;
Kuussaari et al. 1998). By combining results from these
two studies and effectively expanding the density range,
Enfjall and Leimar (2005) concluded that uDDE was a bet-
ter fit for this species. Clearly, future observational studies
and experiments should include a broader range and num-
ber of densities to better characterize this relationship.

Models have predicted that —DDE creates unstable
populations in which population density is poorly regu-
lated and thus unlikely in nature (Wolff 1997; Amarasekare
2004). Despite this theoretical disadvantage to populations,
—DDE was found in one-fourth of the studies. At least over
a portion of the density range, —DDE is expected for spe-
cies actively engaged in group living (Bowler and Benton
2005; Kim et al. 2009; Matthysen 2012). Intuitively, we
would expect that as the density of a gregarious species
gets too high, increased rates of emigration should follow
(i.e., uDDE). Examples of a gregarious species exhibiting
—DDE include the sociable weaver (Philetairus socius; Alt-
wegg et al. 2014) and prairie voles (Microtus ochrogaster;
Smith and Batzli 2006). In another interesting example,
Jacob et al. (2016) established genetic lines of the ciliated
protozoa Tetrahymena thermophile that displayed either
low, medium, or high degrees of aggregation. Those lines
exhibited hDDE, —DDE, and uDDE, respectively. We at-
tempted to explore whether gregarious species were predis-
posed to exhibiting —DDE or uDDE. However, for many
species it was impossible to categorize them in a binary way
as either solitary or gregarious, and there was insufficient
information from the literature to divide them by degree
of gregariousness.
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In addition to life-history effects on DDE (see above),
the form of DDE can also be phenotypically plastic and a
function of predispersal conditions. For example, longer
exposure time to a higher number of conspecifics led to
stronger —DDE in fruit flies (Drosophila melanogaster;
Mishra et al. 2018). These high-density environments could
increase the stress of the individuals (Mishra et al. 2018)
or provide ample opportunity for mates (for a review, see
Kokko and Rankin 2006), decreasing emigration at high
densities. Also, trophic interactions can promote gregarious
behaviors, such as with the ciliate Paramecium aurelia, which
changed from +DDE to —DDE in the absence and pres-
ence of predator cues, respectively (Hammill et al. 2015).
This change in emigration strategy is theoretically depen-
dent on the predator-induced increase in costs of dispersal
that outweigh the benefits of emigrating (Hammill et al.
2015). However, this change in the form of DDE is likely
system dependent; the opposite result (+ DDE) occurred
for the backswimmer Notonecta undulata when predator
cues were present (Baines et al. 2014).

Density-dependent emigration is an important factor
that affects population persistence (Anholt 1995; Hanski
1999). In our model, both DIE and +DDE achieve a sim-
ilar asymptotic stable state as patch size increases. This sta-
bility is inherent in standard population growth models
and allows for local population persistence as emigration
increases when densities reach carrying capacity (Dethier
1964). Populations near their carrying capacity would tend
to favor the occurrence of DIE and +DDE and could ex-
plain why those two forms were found in two-thirds of
all of the cases we examined. Constant population persis-
tence, however, is not universally found in nature (e.g.,
Turchin and Taylor 1992). Models have incorporated non-
linear density-dependent emigration, which can increase or
decrease population persistence times (Amarasekare 1998),
change minimum patch size (Colombo and Anteneodo
2018), and affect the stability of predator-prey systems
(Hauzy et al. 2010). To our knowledge, no other models
have examined completely convex or concave uDDE and
hDDE nonlinear response curves, which we show have more
complex ecological consequences than nonlinearity alone.

Alternative forms of DDE change the persistence of
populations within small patches with low to intermediate
matrix hostility. The Allee effect regime found in popula-
tions with —DDE and uDDE allows populations to persist
in smaller patches than the other forms of DDE. However,
population persistence and reproductive success change
at minimum patch sizes (Butcher et al. 2010), particularly
for area-sensitive species (Qing et al. 2016). As only a large
population is able to persist in the Allee effect patches in
our model, colonization by few individuals is unlikely to
create a new population in these tiny patches. Divided pop-
ulations from a newly fragmented large patch are the most

likely inhabitants, which is why anthropogenic fragmenta-
tion is one of the leading causes of demographic Allee ef-
fects found in populations (Courchamp et al. 2008). The
Allee effect is often connected with gregarious species that
receive a benefit from cohorts (Kramer et al. 2018). Inter-
specifically, the Allee effect has been shown to induce
multistability in predator-prey systems (Dhiman and Poria
2018). Although Allee effects are considered widespread,
have been found in many taxa (Dennis et al. 2016), and
could become more commonplace as our global climate
warms (Kramer et al. 2018; Berec 2019), little empirical
work has examined how Allee effects are directly caused
by dispersal and habitat alteration (Kramer et al. 2009).
Dispersal between populations with strong Allee effects
allows for population persistence (Wang 2016); however,
populations in patches that are close to the minimum
patch size are likely to crash because of stochastic events
or minute decreases in the size of the patch. This has dire
consequences for conservation biology, as populations that
appear to have high fitness may suddenly become extinct
once they hit the extinction threshold in our model.

Similarly, the negative slope of —DDE and uDDE changes
the reaction norm and produces bistability regimes that
allow the organism to colonize and persist at a much lower
density level than the other DDE forms. The different at-
tractors create alternative stable states and can create great
fluctuations in population abundance that can result in
population extinction (Sutherland 1990; Petraitis and Dud-
geon 1999). Most empirical work with alternate stable
states has been performed with passive dispersing plants
(e.g., Bertness et al. 2002) or examining entire ecosystem
shifts (e.g., Van De Koppel et al. 2001; van de Leemput
et al. 2016). There is some empirical evidence of popula-
tion bistability in either gregarious or —DDE species, such
as the southern pine beetle (Martinson et al. 2013), Indo-
Pacific sea urchin (Han 2016), and Daphnia (Nelson et al.
2001); however, emigration has not been directly connected
to alternative stable states. This may be due to the lack of
appropriately conducted studies, the majority of which fo-
cus on environmental changes as a treatment and do not
report dispersal (for a review, see Schroder et al. 2005) or
studies that focus on pest eradication instead of population
persistence (e.g., Martinson et al. 2013).

The scale at which the study is performed can determine
the density-emigration relationship measured. For exam-
ple, in peregrine falcons (Falco peregrinus) natal dispersal
distance was density independent at local scales but nega-
tively related to density on a regional scale (Morton et al.
2018). A limited spatial scale may exclude long-distance
dispersers, resulting in altered density-emigration relation-
ships (Morton et al. 2018). Additionally, density may be
heterogeneous across a landscape, and these differences in
population density may affect dispersal decisions (Bitume



et al. 2013) or promote aggregation only in highly suitable
habitats (e.g., damselflies; Allen and Thompson 2010) that
could lead to a false positive for —DDE. Finally, density-
dependent dispersal decisions (e.g., avoidance of inbreed-
ing or competition) may differ as costs and benefits of dis-
persing vary with spatial scale (Bowler and Benton 2005).
However, few studies have examined density dependence
at various spatial scales (but see Bowler and Benton 2005;
Kim et al. 2009; Morton et al. 2018).

For some species, the decision to emigrate may depend
on exploratory forays into the matrix. If “foray loops” are
common, as some studies with butterflies, birds, and mam-
mals suggest (e.g., Rivera et al. 1998; Roper et al. 2003;
Conradt and Roper 2006), experiments that immediately
remove individuals that exit the patch may overestimate
emigration and predict spurious forms of DDE. Based on
our literature survey, 14% of the experimental studies
used this approach (appendix; 6 cases of DIE, and 7 cases
of +DDE). If the goal is to characterize the density-
emigration relationship, we recommend allowing foray loops
to occur or documenting that they are uncommon.

Many patch- or regional-level DDE models do not con-
sider matrix hostility, but the choice to emigrate, and thus
population persistence, can be dependent on the quality of
the matrix (Roland et al. 2000; Cronin and Haynes 2004;
Cronin 2007). In high-hostility matrices, each of the DDE
bifurcation-stability curves has unconditional persistence,
which is partially due to the high mortality in the matrix
greatly decreasing the chance that emigrating individuals
will reenter the patch. Additionally, the minimum patch
size is greater in patches surrounded by a more hostile ma-
trix due to a greater edge effect. The decrease in patch area
creates a decrease in the percentage of the patch that is un-
affected by the edge due to the ratio of edge to patch area
(Laurance 1991), ecologically creating a smaller patch de-
spite the area (Fagan et al. 1999). As a more hostile matrix
creates a stronger edge, the core of the patch correspond-
ingly must be larger for a population to persist. However,
once a core density is reached, population persistence is
stable (Cronin 2009) and there is little need for rescue from
other populations.

The alternative forms of DDE create metapopulations
that have more diverse interactions. In —DDE and hDDE,
the innate Allee effect can decrease the rate of range ex-
pansion, creating a stable range (Amarasekare 1998; Wang
2016). As habitat is increasingly becoming more fragmented,
the ability of populations to persist in smaller patches (as
seen with —DDE and hDDE) may decrease the likelihood
of metapopulation extinction. These small patches can then
be used as stepping-stones, which are crucial for long-
distance range expansion (Saura et al. 2014), especially
for —DDE species that are more likely to emigrate at low
densities. A highly hostile matrix, however, will minimize
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the chances of rescue or colonization of patches, which will
increase chances of extinction (Vandermeer and Carvajal
2001) and decrease range expansion speed. Last, change
in the strength of the Allee effect can change the rate of
range expansion, creating models that over- or underpre-
dict the actual speed (Walter et al. 2017). Understanding
both environmental and intrinsic density-dependent fac-
tors will better predict the movement of invasive species
and metapopulation persistence in a fragmented landscape.

Conclusions

Although our literature review supports the view that
density-independent and positive density-dependent emi-
gration should be most common in nature, we found neg-
ative density-dependent emigration in one-fourth of the
cases and nonlinear density dependence in another 9% of
the cases. Because studies often include few density levels
or focus on a relatively narrow range of densities, nonlinear
forms of DDE may have gone undetected. Methods that
incorporate a greater number and range of density treat-
ments in addition to using more rigorous nonlinear statis-
tics could improve the chances of detecting these forms.
Primarily, research should focus on regression-based ex-
perimental designs that incorporate both very low densities
and those at and above carrying capacity. Life history (e.g.,
gregariousness) as well as different dispersal conditions
(e.g., temporal variability and environmental cues; Baines
et al. 2014; Hammill et al. 2015) should be addressed or
manipulated to assess plasticity in behaviors that might pro-
mote different forms of DDE. Last, statistics should in-
corporate not only quadratic analyses but also more flexi-
ble models capable of detecting a wider range of nonlinear
forms, such as uDDE or hDDE (e.g., Simonsohn 2018). As
our simple analytical model suggests, understanding these
DDE forms can be critical for estimating population per-
sistence, particularly in small patches. For example, rarely
considered forms of DDE (—DDE, uDDE, and hDDE)
yield Allee effects and bistability regimes that are not inher-
ent in the more well-known forms of DDE (i.e., DIE and
+DDE). These new population dynamics can lead to im-
portant biological consequences, such as population ex-
tinction and changes in source-sink dynamics.
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“These favored regions, besides those of the Aru Islands, where birds of paradise also abound, are rich in vegetation beyond even the usual
fecundity of the tropics. Almost as unique, varied and lovely, are other forms of animal life—butterflies, dragon-flies, lizards, insects great
and small, and countless tribes of the feathered race.” Figured: “Seleucides alba.” From “Some Birds of Paradise from New Guinea” by Geo. S.
Mead (The American Naturalist, 1894, 28:915-920).



