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Abstract—Edge Computing (EC) has seen a continuous rise
in its popularity as it provides a solution to the latency and
communication issues associated with edge devices transferring
data to remote servers. EC achieves this by bringing the cloud
closer to edge devices. Even though EC does an excellent job of
solving the latency and communication issues, it does not solve the
privacy issues associated with users transferring personal data to
the nearby edge server. Federated Learning (FL) is an approach
that was introduced to solve the privacy issues associated with
data transfers to distant servers. FL attempts to resolve this
issue by bringing the code to the data, which goes against the
traditional way of sending the data to remote servers. In FL, the
data stays on the source device, and a Machine Learning (ML)
model used to train the local data is brought to the end device
instead. End devices train the ML model using local data and
then send the model updates back to the server for aggregation.
However, this process of asking random devices to train a model
using its local data has potential risks such as a participant
poisoning the model using malicious data for training to produce
bogus parameters. In this paper, an approach to mitigate data
poisoning attacks in a federated learning setting is investigated.
The application of the approach is highlighted, and the practical
and secure nature of this approach is illustrated as well using
numerical results.

I. INTRODUCTION

The goal of cloud computing is to deliver jobs to a remote
network of powerful servers. These jobs usually involve the
transfer of data for storage, management, or computation. A
significant factor responsible for the intricacies associated with
cloud computing is the heterogeneity of the data sources,
which ranges from massive data centers to a wide variety of
end-nodes. These data sources tend to be far away from the
cloud, which presents a problem as the data obtained from
these end-nodes will need to be uploaded and processed cen-
trally in a remote cloud server. Examples of the data that could
be collected from the end-devices are videos, measurements,
photos, and location information which are aggregated at the
remote server. Consequently, cloud computing faces issues
such as network latency, efficiency, and the cost of transferring
such extensive data to a remote server. These issues have
necessitated the rise of edge computing and its variants as a
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vital tool in the quest to provide better services to clients. Edge
computing [1]-[4] entails pushing the data for analysis closer
to the source as it is a less expensive undertaking, especially
when moving this across a wide area network to a remote
server.

Furthermore, uploading the data over a long distance can
expose the data to security issues. Edge computing endeavors
to eliminate some of the risks of these attacks as it involves
shortening the distance the data travels. However, this still
does not present a foolproof solution to data security. A more
dependable solution is to get the data to stay on the device
for processing. FL. has been proposed by Google researchers
in an attempt to ensure data privacy in a distributed machine
learning over multiple devices setting. In FL, the data does
not have to leave the data source. The code comes to the data
instead, which makes it a reliable way of optimizing privacy
issues.

However, data poisoning in FL may arise as a result of
participants training their data locally and then sending the
model updates to the edge server for aggregation. In such
a scenario, it is challenging for an edge-server to examine
the data used for model training thoroughly. Consequently,
an adversary can undermine the global model on the edge-
server by introducing aggregates trained on dirty-labeled data.
The work in [5] pointed out that dirty-label data poisoning
attacks tend to produce high misclassifications in deep learning
processes, with up to 90%, when an adversary introduces
relatively few dirty-label samples (around 50) to the training
dataset. As a result, work in [6] pointed out data poisoning
attacks in FL as an issue that needs immediate addressing.

Label-flipping [7] and backdoor attacks [8], [5] are ex-
amples of data poisoning attacks that occur in a centralized
ML setting. Robust losses [9] and anomaly detection [10]
are approaches employed to mitigate these poisoning attacks
in centralized scenarios. However, these approaches are not
feasible in an FL setting as they require exclusive access to
the training data. A constraint in FL is that the server or
ML practitioners must not have any contact with the client’s
data, except through an ML model. The edge server should
only receive model parameters. This way, FL allows multiple
entities to train a model without needing to share sensitive
data directly. Consequently, the centralized approach of having
access to a dataset in order to mitigate poisoning attacks would



defeat the purpose of FL if such measures were employed.
In this approach, a solution is devised that attempts to
mitigate data poisoning attacks in an FL-EC network. We
focus solely on text data for this research. An advantage a
decentralized network has over its centralized counterpart is
that the origins of the data are known, which provides an
opportunity for the data to be vetted before it is used for
training. Thus, our approach requires the vetting of a client’s
data prior to it being trained by the model. However, the goal
of FL is to ensure data privacy by making sure the edge
server does not come into contact with the data directly. The
challenge here is to vet the data without compromising the
security of the client’s data and the values on which FL was
established. To this end, we employ a mediator ( aptly termed
the facilitator), that serves as a liaison between the client node
and the edge server. The facilitator is responsible for data
vetting. The novelty of our approach lies in the manner in
which the data is vetted and the introduction of a facilitator. We
provide numerical evidence based on our evaluations and tests
to prove that this approach, indeed, works to ensure higher
security and improves the prediction rate of the model.

A. Background and Related Work

Currently, most applications and services rely on machine
learning technologies to derive actionable insights from data.
However, ML systems are vulnerable to adversarial ML attacks
that subsequently compromise predictions. EC is a thriving
sector that relies on the data sent from edge devices to train
ML models for prediction services. However, data poisoning
attacks are viewed as an emerging security threat that compro-
mise such services [11]. An example of a data poisoning attack
is optimal poisoning attacks, where an adversary injects mali-
cious points in the training set which consequently increases
the test classification error, with the adversary learning the pa-
rameters of the model. This is achieved by the minimization of
a loss function processed on compromised data. This approach
has been used against classic binary ML algorithms such as
Support Vector Machines (SVM) [7], logistic regression [12],
and embedded feature selection [13]. The algorithm proposed
in [14] measures the effect each instance of the training set has
on the performance of the learning algorithms, which works
more adequately with smaller datasets in comparison to larger
ones. Another method employs an outlier detection scheme
that recognizes and eliminates anomaly samples [15]. How-
ever, it is limited in defending against label flipping attacks. In
[16], they address the consequences of data poisoning attacks
on an FL system beset with Sybils. In these attacks, adversaries
produce multiple malicious participants to carry out attacks
by utilizing poisoned data for model training. They employ
a novel defense strategy (FoolsGold) where they distinguish
legitimate participants from malicious ones based on their
updated gradients. In this work, the focus is primarily on
label-flipping attacks, and the proactive rather than a reactive
measure taken to mitigate it. Since the FL server is prohibited
from having access to the training data, we employ a liaison
that handles the data vetting process.

II. PROPOSED APPROACH

Machine Learning in all of its glory can be reduced to a
basic form which is usually a simple equation such as:

Y =sgn (waer) (D)

And whatever prediction is made depends on the result of
Equation 1 which could either be smaller than 0 (negative
outcome) or greater than 0 (positive outcome). The result of
the prediction is dependent on the representation for x.
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Figure 1. Data Vetting in the FL Process.
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In this work, this simple but yet powerful idea is taken and
employed in the data vetting process. To vet data (determine
whether a potential dataset is poisoned or not), Equation 1
(SVM’s equation) is employed. We utilize SVM for vetting
data because an FL setting provides an advantage over it’s cen-
tralized counterpart in the sense that, it allows for a proactive
approach to data poisoning mitigation. This is because most of
the work done in centralized ML systems focus on gathering
data from the wild (usually unknown sources). However, the
central server would still have access to the dataset. In FL, it is
an ML model that has access to the dataset, not the edge server.
However, the data sources are known which in turn provides
the possibility of vetting the data before it is trained on an
ML model. It is imperative to ensure the vetting process does
not compromise the client’s sensitive data (the foundation on
which FL is built on). To this end, a facilitator is employed to
serve as the link between the client and the edge server. The
facilitator is a lightweight program that possesses an SVM
model and other essential features it requires to effectively vet
an end-device’s dataset in a fair and privacy secure manner.
Fig. 1 provides a visual representation of the process.

III. SYSTEM MODEL

Our approach uses an SVM model to determine whether the
dataset belonging to an end-device has been dirty-labeled or
not. SVM [17] is a large margin classifier that aims to find
an optimal hyperplane during a binary classification process
that divides two classes in an n-dimensional space. A larger
margin ensures the SVM classifier will have a better chance
of generalizing future datasets. The goal of SVM is to find a
vector w such that the dot product with all positives is above
a +1 and the dot product with all the negatives is under —1.



This turns to be a minimization problem as the goal is to
minimize the weight vector, which is the same as maximizing
the margin. This is represented in the following equations
below.

Y widij > +1 (2)
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If we find the w, w has a particular form which is:
w=Y ajdi—Y ajd, Q)
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Equation 5 consists of two parts. The first part is a linear
combination of documents in the positive class minus a linear
combination of documents in the negative class with some
weights. The goal of the SVM classifier is to find a w that
satisfies the conditions above. For a misclassification to happen
in an SVM classifier, the datapoint must land on the wrong
side of the separating hyperplane. This is called a classification
error. However, if a data point is found inside the margin, it
is termed a margin error. The total error (7) of the model
is calculated as the sum of the classification error plus the
margin error. A soft margin SVM model is employed to allow
some classification and margin errors to occur. The number of
errors allowed is controlled by the C parameter. The objective
function the soft margin SVM tries to minimize is:

1
§||wH2+CZmax(O,l—y,-(wa,-+b)) (6)
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A small C parameter is used to allow for more errors. T
plays a pivotal role in the determination of whether a dataset is
poisoned or not poisoned. For the vetting process, we calculate
T for both poisoned and non-poisoned datasets. The poisoned
and non-poisoned datasets are averaged to get a value we
call the midpoint. Equation 7 illustrates how the midpoint
is calculated. TP represents the total averaged error for the
poisoned datasets, and TN is the total average error for the non-
poisoned datasets. The midpoint serves as the boundary, and a
future dataset that falls within the 7P range during the vetting
process is classified as a poisoned dataset. The idea here is to
find the average total error of various poisoned datasets during
training, and then use that to classify future datasets. Thus this
approach requires the SVM model to be trained thoroughly on
poisoned and non-poisoned datasets before it is deployed to a
client node via the facilitator.
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After the SVM model is successfully trained on the dataset,
instances of the SVM model are assigned to a facilitator. A
facilitator is deployed to every new node that joins the FL
network. The main role of the SVM model the facilitator holds
is to generate the total error produced by a dataset to classify
whether the dataset is poisoned or not.

Midpoint =

A. Feature Engineering

The representation of data is primarily the most important
factor in machine learning. As such to effectively predict
poisoned data, our goal is to train an SVM model on poisoned
and non-poisoned data. To achieve this, we need to engineer an
effective, consistent, and reliable feature set from the dataset
on which the model would be trained and tested. We chose to
use the IMDB dataset for this research because [18] discovered
that this dataset was more susceptible to adversarial attacks
than an image dataset when the bag-of-words features are
utilized. Thus, we decided to engineer multiple feature sets
that are not solely dependent on the bag-of-words approach. To
this end, the main part of the vetting process focuses on how
we engineer these feature sets. The attribute-value pairs that
would make up the feature sets are a proof of common interest
score, the device’s reputation in the network and the topics
of the dataset. We train the SVM using these d-dimensional
attributes. The whole process begins with the SVM model
being trained on a dataset with poisoned and non-poisoned
labels. This dataset is supposed to have the same qualities of
the prototypical data the FL. model will be trained on in the
real world.

1) Facilitator: Every node in the network is assigned a
facilitator. The facilitator serves as the liaison between the
edge server and the end device. The facilitator’s job is to
ensure that the data the global model will be trained on is not
poisoned. The facilitator possesses the SVM model that will
detect the total error from the client’s data. The facilitator also
extracts the needed features from the client’s dataset for the
SVM model. To ensure security and privacy, whatever features
the facilitator generates is stored on the client device. The
client device provides a link to the facilitator that allows it to
access the generated features and then utilize it to determine
if the dataset is vetted or not. If the client opts to discontinue
the process, it just deletes the link to the feature set the
facilitator had access to. After unlinking, the client can choose
to overwrite this data with garbage as well for extra security
[19], [20]. This ensures the facilitator now has no access to
the features derived from the client data after it is removed.
Whatever features the facilitator generates, it is stored on the
client device. The client data provides a link to the facilitator
that allows it to access the generated features and then utilize
it to determine if the dataset is vetted or not. If the client opts
to discontinue the process, it deletes the link to feature set the
facilitator had access to. After unlinking, the client can choose
to overwrite this data with garbage as well for extra security
[19], [20]. This ensures the facilitator now has no access to
the features derived from the client data after it is removed.
The only communication the facilitator has with edge server
is a ‘yes’ or ‘no’ response to whether the data is poisoned or
not.

2) Proof of Common Interest: The Proof of Common
Interest (PoCI) [21] is a concept that addresses the quantity
over quality issue in data science. It attempts to solve this
by devising a an consensus mechanism known as the PoCI to



vet data. In this work, we implement the PoCI in [21], and
use it as an attribute in our feature engineering process. The
PoCI as an attribute ensures that the data of non-malicious
end devices will usually tend to share similar interests, and
we take advantage of that fact.

The PoClI is calculated by using a unique hash function
known as the MinHash of the dataset. The MinHash is a unique
signature of a node’s document that can be used to determine
the similarities between two documents. To compute the PoCI,
we need to find the similarities between the MinHash of a
data owner’s data and the minhashes of the datasets that were
used for training (dirty-labeled and correctly labeled). The
edge server sends random minhashes of selected dirty-labeled
and rightfully labeled data to the facilitator. The data owner
calculates it’s own minhash. After the minhash calculation, we
calculate the minhash by counting the number of components
present in the two signatures. That gives the similarity score
for the comparison of any two documents. We calculate the
minhashes of the dirty labeled and correctly labeled data.

The PoClI process demands the calculation of a unique hash
function known as the MinHash of the data owner’s data. To
compute the MinHash, we utilize data mining methods such as
shingling and Jaccard Similarity. The shingling of documents
involves treating documents as a set of short strings. This way,
the documents that share common sub-strings are perceived
as similar. Shingling solves this by transforming a document
into multiple substrings of length & that is present within the
document. As such, documents are represented as a set of k-
shingles. The length k needs to be picked according to the size
of the document. We pick a shingle size of k = 4. After picking
the shingle size, we introduce MinHashing. Like other hashing
techniques, MinHashing works by converting a document of
any size into a specific size. However, MinHashing can specif-
ically return a fixed-size numeric signature for documents. We
can use this numeric signature to calculate the similarities
between the two documents. This is done through the help
of Jaccard Similarity. We can find the similarity between two
documents A and B by performing the Jaccard Similarity
by discovering the relative size of their intersection. When
documents are presented as a set of shingles, we can use the
Jaccard Index to measure the similarity. The Jaccard Similarity
can be applied to MinHashes as well. The Jaccard Similarity
between the MinHashes of two documents A (MH4) and B
(MHp) and is defined as:
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MinHashing uses randomized algorithms to estimate the
Jaccard Similarity between documents. The steps below show
the MinHashing process:

Step 1:
1) Break down the ledger into a set of shingles.

2) Calculate the hash value for every shingle.
3) Store the minimum hash value found in step 2.

4) Repeat steps 2 and 3 with different hash algorithms
199 more times to get a total of 200 min hash values
(MinHash signature).

To compute the PoCI, we need to find the similarities
between the MinHash of the data owners’ and the minhashes
the facilitator currently possesses. This is achieved by counting
the number of signature components in which they match.
That gives the similarity score for the comparison of any
two documents. The formula for calculating the MinHash is
expressed as:

z(C) = minz(C) ©)

where C represents a document. After we get the POCI score
of the data, that becomes the first feature we need.

3) Topic Models: The next feature we extract is the topic
model. We use the Latent Dirichlet Algorithm (LDA) to
achieve this. In an LDA model, the observable features the
model sees are the words that appear in the documents. Other
parameters are hidden/latent (inferred). One of those parame-
ters is a topic that is assigned to each word, thus making every
document a mixture of such topics. The goal of the model is
to figure out how such document collection could have been
generated in the first place. LDA produces a file that contains
all the topics consisting of words with the probabilities of them
belonging to that topic. The output from the LDA model is a
k topic document with each topic represented by a group of
words. We run the LDA model on both training data sets, and
then come up with the topics present in each dataset. We then
run the same LDA model on each dataset to come up with
the probability that it belongs to dirty-labeled and correctly
labeled given the topics it generated.

LDA works by assuming a document constitutes multiple
topics i.e., P(z|d). Each topic is a distribution over terms in
a vocabulary i.e., P(t|z). We operate under the assumption
that there is a fixed vocabulary. LDA suggests documents
are probability distributions over latent topics and topics are
probability distributions over words. This means that according
to LDA, every document contains a number of topics. Each
topic has a distribution of words associated with it. The
important aspect here is that LDA works with probability
distributions rather than with strict word frequencies. Thus
while other bag-of-words models may focus on the most
frequently occurring words in a document, LDA takes a more
holistic approach by concentrating on the distribution of words
across topics. LDA can be formally written as :

<

P(ti|d) = Z

(tilzi = j)P(zi = jld) (10)

where P(1;|d) can be expressed as the probability of the
i term for a given document d and z; is the latent topic.
P(t;]z; = j) is also expressed as the probability of # within
topic j. Furthermore, P(z; = j|d) is the likelihood of selecting
a term from topic j in the document. The number of latent
topics Z has to be defined in advance and allows to adapt the
degree of specialization of the latent topics. LDA approximates
the topic—term distribution P(t|z) and the document-topic



distribution P(z|d) from an unlabeled corpus of documents
using Dirichlet priors for the distributions and a fixed number
of topics. Gibbs sampling is one viable method to achieve this:
It iterates multiple times over each term #; in document d;, and
samples a new topic j for the term based on the probability
P(z; = jlt;,d;,z—;) based on Equation 2, until the LDA model
parameters converge.
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ment z; for term #, and a and B are the hyperparameters

for the Dirichlet priors, working as smoothing parameters for

the counts. Based on the counts the posterior probabilities in
Equation 1 can be estimated as follows:
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The topics generated can then become a simple document
that the facilitator can use as a training set for a Naive Bayes
classifier (NB). For this feature to be extracted in a client
device, we get the topics from the client dataset, and then
generate the probability of the dataset belonging to either the
poisoned or non-poisoned dataset. When we set the parameter
k to 10, the LDA model in the facilitator derives 10 topics from
the dataset. The next step is to determine the probability of
these generated topics belonging to which class (poisoned or
non-poisoned) (NB).The facilitator will possess a lightweight
training (100 topics for each class) which it can use to predict
the probabilities of the dataset belonging to a poisoned or non-
poisoned class. As a general statement, we can state Baye’s
theorem as follows:

P(D[6)
P(D)

The data are represented by D and parameters are represented
by 6.

4) Reputation: Another feature we extract is the reputation
of the node in the system, we take into account the number
of times it passed the vetting process during it’s time in the
network. At the initial step, each node has a reputation score
of 0.5. The reputation score is calculated by choosing a k-bit
length vector. In our case, we chose k to be 16. Hence, we
possess a 16-bit length binary vector where a bit of 1 in the
16-bit sequence denotes a node’s dataset has successfully been
vetted, and O denoting failing the vetting stage.

Attached to each reputation vector is a number m, which
represents the number of most significant bits. The m signifi-
cant bits are found by counting bits to the right. To evaluate the

P(6]D) = P(6) (14)

score of a reputation vector, we count up to the m'" significant
bit and then convert it to an integer. After this is done, we
divide it by 2™. For instance, if we want to get the score for a
reputation vector for a node i from node j, with the reputation

vector of rv;; = 1110011000000000 where m= 7. The score

it represents can be calculated as: % = % = 0.8984.

This gives us a value between [0 to 1). Everyone in the
network is expected to calculate this value. We also keep
track of a non-reputation vector, which is just the complement
of the reputation-vector. The facilitator communicates with
other facilitators in the network for the propagation of this
information. Initially, when a node has just joined the network,
0.5 is the default score for that node. The score gets updated
after each iteration. A node gets kicked out of the network if
after 16 iterations (vetting processes0, it’s reputation score is
lower than a set threshold. The whole process begins again
for legitimate nodes after 16 data vetting processes.

IV. TESTING AND EVALUATION

After the feature extraction stage, the next step is to train
the model using the features generated. For the initial model
training, we assigned random values for reputations based
on what good and bad reputation scores were determined to
be. We carefully curated a prototypical poisoned and non-
poisoned dataset. This was important because we needed a
representation of what a good and bad data was in order to
accurately generate the POCI and topic modeling features. We
perform experiments on the IMDB review sentiment dataset.
In the experiment, we performed uniform random flips on
the data which results in the case where instances of the
training data are uniformly chosen at random and their labels
are flipped. We chose to use the IMDB dataset because [18]
discovered that this dataset was more susceptible to adversarial
attacks than an image dataset when the bag-of-words features
are utilized. Hence, we decided to engineer the features to
measure the effectiveness of our approach. The IMDB review
sentiment dataset has 25,000 training examples and 25,000 test
instances, which has been equally divided between “positive”
and “negative”. To effectively pick the number of instances to
flip the labels on, we computed how many instances in the
data we have to label-flip in order to diminish the model’s
prediction. This number turned out to be 18% of the sample
size. Thus, 150 for a dataset that had 800 instances. The goal
of this experiment during the initial phase was to determine
the midpoint. To accomplish this, we split the dataset into 25
batches. Each batch had 2000 instances of the dataset. For
each batch, the dataset was split into two groups. The first
group had the poisoned dataset and whilst the second group
had the non-poisoned dataset. Each group had 1000 instances
each. We split the dataset into training and testing. The training
dataset had 700 training instances, and a 300 instance test set.
For the poisoned group, we flipped the label for at least 132
(18%) instances. For the test data, we flip the label poison for
at least 52 instances out of the 300. We then run the SVM
classifier on it. The goal was to determine T. We then proceed
to the non-poisoned group where we set aside 700 training



data and 300 test data as well. We run the SVM model and
calculate the error. Thus for the first batch, we have TP for
the poisoned batch and TN for the non-poisoned batch. We
repeated the process for the other 24 batches and recorded their
total error for each group. After the experiments, we ended
up with 25 TPs and TNs. We derive the midpoint from these
two results. We run experiments to measure how accurately
we can determine poisoned or non-poisoned data using this
process. We generated 25 randomized datasets (poisoned and
non-poisoned). For each dataset, the SVM model determines
its total error. If the total error derived is less than the midpoint,
we predict that the dataset is poisoned. The accuracy score was
0.72. Table I shows the precision and recall. We also plot the
misdetection rate based on the percentage of falsified data in
the dataset (Fig. 2).

Table T
PRECISION AND RECALL
Precision  Recall ~ Fl-score
0 0.77 0.71 0.74
1 0.67 0.73 0.70
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Figure 2. Misdetection variation for % of falsified data.
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Figure 3. Comparing Model Performance

Our approach performed poorly when the percentage of
the flipped label is high, and did reasonably well when the
percentage dropped. To test how well our method performed,
we generated various data samples each with varying degrees
of poisoned data. We had a test group where we train the
data on a model after it has passed our vetting process. The
control group trained the data without vetting. Fig. 3 is a
box and whisker representation of the spread of the accuracy
scores across for each model. From these results, it shows the
accuracy we get from predicting with the vetted data is better.

V. CONCLUSION

In this paper, we devised an approach that attempts to
mitigate the data poisoning issue in a federated learning

network. In our approach, we introduce the concept of a
facilitator that gets assigned to an end device. The facilitator’s
job is to ensure the data that an end device owns has not been
compromised. It achieves this by employing an SVM model
for the data vetting process. We run experiments to determine
the effectiveness of our approach. Our experiment showed that
a model’s accuracy is better when the data it trains on has been
positively vetted.
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