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An effective approach was developed for identifying and correcting ocean-bottom seis-
mometer (OBS) time errors through improving ambient noise cross-correlation function
(NCCF) analysis and combination with other methods. Significant improvements were
illustrated through analyzing data from a passive-source seismic experiment in the
southwestern sub-basin of the South China Sea. A novel method was first developed
that can effectively identify errors in the sampling frequency of the OBS instruments.
The traditional NCCF method was then expanded by increasing the analyzed data spec-
trum from a single-frequency band to dual-frequency band pairs, thus doubling the
number of available data points and substantially improving the time correction quality.
For datawith relatively low signal-to-noise ratios, the average time errors were reduced
from the original average values of 60–80 ms by the conventional methods to <40 ms
using the improved approaches. The new multistep procedure developed in this study
has general applicability to analysis of other OBS experiments. The demonstrated sig-
nificant improvements in the data quality are critical for advancing seismic tomography
and other modern marine geophysical studies that require high accuracy in the OBS
data.

Introduction
Accurate time recording of seismic data is critically important
in modern marine geophysical research, including high-reso-
lution seismic tomography and earthquake relocation. For
instance, for an ocean-bottom seismometer (OBS) array with
50 km average station distance, detecting a 1% velocity ano-
maly in seismic tomographic data requires a seismogram time
accuracy of 62.5–125 ms (Le et al., 2018). However, unlike land
seismometers, for which recording times can be periodically
calibrated via Global Positioning System (GPS), the clock
inside an OBS can only be synchronized with an onboard
GPS before deployment and after recovery. During OBS
deployment, the timing of seismic records was determined
by a quartz crystal oscillator inside the OBS. The oscillation
frequency of the quartz can become unstable because of a range
of factors, including temperature and pressure changes in the
complex seafloor environment (Gardner and Collins, 2012;
Hannemann et al., 2014; Takeo et al., 2014). Such time errors
in seismic records are particularly problematic in conducting
high-quality long-term passive-source OBS experiments.

Time errors in OBS records typically consist of static and
dynamic components (Hannemann et al., 2014; Le et al., 2018;
Liu et al., 2018), which could be identified and corrected using
multiple methods. Static errors (i.e., a constant offset with respect
to a reference clock) can be corrected through GPS synchroni-
zation prior to the OBS deployment. Dynamic errors, which are
time varying, have at least three causes as described as follows.
(1) When an OBS was reset to enter a new sampling mode prior
to deployment, the instrument will utilize a new oscillator sam-
pling frequency, which could differ from the assigned OBS
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standard sampling frequency, leading to a linear drift in the
OBS time. (2) Compared with the room temperature condi-
tions on the ship, the temperatures at the ocean bottom are
relatively low, which could lead to a time drift on the OBS
oscillator (Stähler et al., 2016; Hable et al., 2018). The cumu-
lative time drift caused by such changes in the environmental
conditions can be calculated and corrected using the skew val-
ues (i.e., the offset values of the OBS instrument with respect to
the GPS checking before and after an OBS deployment), which
are stored in the OBS instrumental log files. However, occa-
sionally, the log files are lost because of power failure (Stähler
et al., 2016; Loviknes et al., 2020), water leakage into instru-
ments, or other unexpected factors. In such cases, it is neces-
sary to identify and correct the time drift errors through other
means. (3) Nonlinear time-varying errors may be caused by
complex factors at the ocean bottom, including water pressure
changes, random instrumental errors, and so on (Gardner and
Collins, 2012; Hannemann et al., 2014; Takeo et al., 2014).

Another important method
of time correction is the use of
the asymmetry between causal
and acausal signals from ambi-
ent noise cross-correlation
function (NCCF). The princi-
ple of NCCF was proposed
by Lobkis and Weaver (2001)
and has been widely used in
seismology, including investi-
gations of local (Shapiro and
Campillo, 2004; Shapiro et al.,
2005; Yao et al., 2006; Harmon
et al., 2007; Takeo et al., 2014)
and global (Haned et al., 2016)
tomography, azimuthal aniso-
tropy of the lithosphere (Yao
et al., 2010; Takeo et al., 2014),
and velocity structural changes
around active volcanoes (Sens-
Schönfelder and Wegler, 2006;
Brenguier, Campillo, et al.,
2008; Sens-Schönfelder et al.,
2014) and tectonic faults
(Brenguier, Shapiro, et al.,
2008; Wegler et al., 2009).

The NCCF has been used
to correct the time errors of
both land stations (Stehly et al.,
2007; Sens-Schönfelder, 2008)
and OBSs (Sabra et al., 2005;
Gouedard et al., 2014;
Hannemann et al., 2014; Hable
et al., 2018; Le et al., 2018). Xia
et al. (2015) and Xie et al.

(2018) used localized microseismic source signals in the
NCCF to correct the time errors in instruments. Le et al.
(2018) used Scholte waves (Scholte, 1947) from hydrophone
signals to acquire NCCF signals with high signal-to-noise ratios
(SNRs). Hable et al. (2018) used multicomponent NCCF for
each station pair to reduce the standard deviation of the time
error estimates. However, three problems can occur when using
the traditional NCCF method for time correction. First, inaccu-
rate time information stored in the data file can lead to nonlin-
ear dynamic time errors, which are difficult to correct (Hable
et al., 2018; Le et al., 2018; Zhu et al., 2019, 2020). Second,
the actual instrument sampling frequency can differ from the
assigned frequency value, which might be unnoticed and thus
lead to time errors. Third, if the SNRs of the NCCF are relatively
low, it can be difficult to acquire sufficient station pairs to cal-
culate time errors with relatively low standard deviations.

In this study, we developed a comprehensive new procedure
to minimize OBS time errors. In step 1, we effectively used the

Figure 1. Locations of an array of 15 ocean-bottom seismometers (OBSs) deployed in the
southwestern South China Sea (SCS) along and perpendicular to the fossil ridge (black dotted line
in the inset). (Inset) Location of the study area (red frame). It was deployed from 20 June to 11
October 2017 by the R/V Shiyan 3 of the South China Sea Institute of Oceanography (SCSIO),
Chinese Academy of Sciences. Red, black, and gray triangles indicate the locations of OBSs that
recorded valid data used in this study were not recovered, and recorded no data, respectively. The
color version of this figure is available only in the electronic edition.
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accurate time of OBSs, which were synchronized with GPS
before deployment, to standardize the length of raw data files.
In step 2, for OBSs with instrumental log files, time errors were
calculated analytically using theoretical formula. In step 3, we
used an improved NCCF analysis method by expanding the
data pairs from a single- to dual-frequency bands to signifi-
cantly increase the number of NCCF pairs. This new com-
bined approach significantly improved the NCCF analysis
with low SNRs. The much-improved dataset can be used in
studies of high-resolution surface wave and teleseismic P-wave
tomography.

Data Preprocessing
The data employed in this study were acquired from a passive-
source seismic experiment conducted in the southwestern
South China Sea (SCS) by the R/V Shiyan 3 in 2017. A total
of 15 broadband OBSs of type I-4C with three-component sen-
sors and a hydrophone (Ruan et al., 2010) were deployed for
six months in 3.5–4.5 km deep water near the fossil ridge in the
southwestern sub-basin of the SCS (Fig. 1). Twelve OBSs were
successfully recovered, of which two had no data recorded.
During the SCS experiment, the OBS instruments were
assigned sampling frequencies of either 100 or 50 Hz. The

spacing of the stations ranged
from 35 to 320 km with an
average value of ∼50 km.

To determine the time accu-
racy of the seismograms, errors
were first estimated according
to the synthetic arrival time of
P phases based on the IASP91
Earth model (Kennett and
Engdahl, 1991) using teleseis-
mic data from the 8 September
2017 Mw 8.1 earthquake near
the coast of Mexico (15.04° N,
93.91° W). All the seismo-
grams had relatively high SNRs
except for OBS Y07 (Fig. 2).
Among the remaining OBSs,
time errors were>20 s for OBSs
Y12 and Y40, which required
correction before further use.

Standardization of data
length
Typically, seismic data files of
24 hr time-series are used in
tomography studies. However,
the time lengths of the original
raw data files can vary among
OBSs. For example, for the
data with 100 Hz sampling fre-

quency, the length of one raw data file is ∼29 hr. Thus, the raw
data files need to be first separated into lengths of 24 hr each.
The time stored in the first raw data file was used as the absolute
time, and then the data were divided based on a fixed number of
sampling points. We assumed that the time-series records were
uninterrupted, and thus there were no gaps between the two adja-
cent data files. If there were gaps caused by instrumental faults in
the data, they should be identifiable by the existence of broken
NCCF signals (see the Time Correction of Anomalous Sampling
section). All the original files were stacked end to end by the
recording sequence, and every 8,640,000 points (i.e., 24-hr long
record assuming the data sampling frequency of 100 Hz) were cut
into a series of new day-length data files (Fig. 3a). Using the pre-
vious approaches, we found that the sampling frequencies of the
instruments used in the SCS experiment differed from the
assigned frequencies, and the resultant time errors were corrected
by the methods described in the following.

Time correction of anomalous sampling
After the data file lengths were cut correctly as described ear-
lier, we next identified sampling anomalies in the data caused
by instrumental faults. Two types of sampling anomalies were
found in our dataset: (1) 5–8 min periodic recording jumps

2017/09/08 05 h  Near coast of Chiapas, Mexico
                              (15.04°N, 93.91°W) 
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Figure 2. Vertical-component recorded from an earthquake that occurred near the coast of Mexico
(15.04° N, 93.91° W) on 8 September 2017. Red lines show the synthetic arrival time of the Pwave
calculated based on the IASP91 model for all stations. The color version of this figure is available
only in the electronic edition.
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every 4 hr caused by the instrumental faults in OBS Y23 and
Y36, which were then corrected by interpolation, and (2) a
data gap of 17,920 ms caused by instrumental malfunction
was found in OBS Y12 (Fig. 4a,c), which was then corrected
by filling zero values in which the data gap occurred
(Fig. 4b,d).

New Methods for Time Correction
Correcting errors in sampling frequency using
instrumental log files
Instrumental log files record important information, including
the header-file time, the file name in format of hexadecimal
number, the assigned sampling frequency, skew values based
on GPS synchronization after recovery, and the time-control
(TC) frequency value (Table 1). The TC frequency value was
generated and recorded immediately when the OBS entered
a new sampling mode. The TC frequency is a constant that
determined the actual sampling frequency of the OBS in the
current sampling mode. In general, there was a small deviation
between the actual and the assigned sampling frequency, which
caused linear time drifts in the data (PErr). The clock drift
errors can be evaluated using equations (1) and (2) described
in the following:

EQ-TARGET;temp:intralink-;df1;53;145TErr � PErr� SErr; �1�

in which TErr is the total clock drift error of the OBS, which
consists of two components PErr and SErr; PErr is the clock
drift caused by the difference between the actual and assigned
sample oscillator frequency; and SErr is the skew value, that is,

the offset values of the OBS instrument with respect to the GPS
checking before and after an OBS deployment.

EQ-TARGET;temp:intralink-;df2;320;717PErr �
�
TC
256

− f 0

�
×

�
NTFS
sps

�
×
1
f 0
; �2�

in which f 0 � 12;288;000 (Hz) is the standard sampling
oscillator frequency of the I-4C type OBSs; NTFS is the num-
ber of sampling points; sps is the assigned sampling frequency
(Hz); and the factor 256 is a dimensionless parameter for the
I-4C-type OBS instrument (Liu et al., 2018).

The correct time of each OBS was calculated for each sam-
pling point using the TErr value. The uncertainty in the time
correction of the OBSs that were analyzed by this method can
be theoretically considered as zero. During the SCS experiment,
the instrumental log files were available for most stations, and
thus the previous correction method was applicable. However,
OBS Y36 and Y37 were found to lack records of skew values
caused by instrumental faults, so we can only use the NCCF
method to correct time errors as described in the following.

Improved NCCF methods using multicomponents
and dual-frequency bands
The time asymmetry of NCCF signals can be used for time
correction. There are no active volcanoes or tectonic faults
around the study region; therefore, the velocity changes in
the Earth medium during our experiment should be negligible.
Previous studies have indicated that compared with instru-
mental time errors, uneven distributions and temporal changes
in noise sources have relatively little influence on the asymme-
try of NCCF signals (Yao and van der Hilst, 2009; Le et al.,
2018). Therefore, OBS time errors were the main factor affect-
ing the time symmetry of the NCCF signals.

To determine the time errors from NCCF signals with rel-
atively low SNRs (<10), we developed an improved procedure
using dual-frequency bands of the NCCF signals to increase
the calculated pairs based on the multicomponent NCCF
method (Hable et al., 2018). We then used the weighted aver-
age equations (equations 3 and 4) (Hobiger et al., 2012; Hable
et al., 2018) to calculate the time errors from multicomponents
and dual-frequency band pairs:

EQ-TARGET;temp:intralink-;df3;320;211ε�t� �
P

N
i�1 CC

2
i �t� × εi�t�P

N
i�1 CC

2
i �t�

; �3�

EQ-TARGET;temp:intralink-;df4;320;146CC�t� �
P

N
i�1 CC

3
i �t�P

N
i�1 CC

2
i �t�

; �4�

in which ε denotes the best estimate of the time errors from all
pairs; CC denotes the correlation coefficient value; εi and CCi

are the ε and CC of pair i, respectively; and N is the number of
usable pairs.

(a) Data corrected

(c) Case 2: Data gap

Day-long file

Original file 1

(b) Case 1: Data overlap

00:00:00.000 23:59:59.990
Original file 2

Part 2Part 1

Figure 3. Illustration of the day-long data-cutting process. Red
and blue lines show adjacent raw data files. Black boxes
represent the day-long data after the cut. (a) The method used
for data cutting in this study, which combines all raw data and
then cut them by a fixed number of sampling points. (b,c) Cases
of data overlap and gap cut using the regular method, which is
based on the raw data header-file times. The color version of this
figure is available only in the electronic edition.
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Before calculating the NCCF, we followed the method of
Bensen et al. (2007) and Yao et al. (2011) to preprocess the
data, including removing the instrument response, mean value,
and linear trend, as well as applying a band-pass filter. One-bit
normalization and whitening were applied to the down-
sampled data to remove the earthquake signals. The day-long
time series were then divided into 2 hr windows to calculate the
daily NCCFs. Zero-phase band-pass filters between 0.1–0.2
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TABLE 1
Skew Values and Time-Control (TC) Values of All Stations

Station
Skew
Values (s)

Time-Control
Values (Hz)

Assigned Sampling
Frequency (Hz)

Actual Sampling
Frequency (Hz)

Time Drift Rate
(ms/day)

Uncertainty
σ (ms)

Y02 0.186105 3,145,727,796 100 99.99999541990 3.957 0

Y07 0.130458 3,145,728,620 100 100.0000210765 −18.210 0

Y09 0.111069 3,145,728,133 100 100.0000053894 −4.656 0

Y11 0.059704 3,145,727,920 100 99.99999807938 1.659 0

Y12 0.081730 3,145,727,830 50 49.99999772828 3.926 0

Y23 0.044418 3,145,728,096 100 100.0000035134 −3.036 0

Y36 — 3,145,727,518 100 99.99999267297 6.336 41.7

Y37 — 3,145,725,346 50 49.99995881461 68.092 37.0

Y38 0.193449 3,145,725,313 100 99.99991659656 72.061 0

Y40 0.163275 3,145,725,191 100 99.99991242224 75.667 0

Figure 4. Data sampling anomaly correction. (a,c) Anomaly value
of OBS Y12. After the gaps were filled with zero values, (b) the
noise cross-correlation function (NCCF) signals and (d) gaps in
the adjacent header-file times returned to normal. The color
version of this figure is available only in the electronic edition.
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and 0.2–0.5 Hz were applied to create two frequency bands for
analysis.

The time errors between two stations were determined from
the NCCF signals and were fitted using linear functions (Figs. 5
and 6). The standard deviation of linear time drifts was signifi-
cantly reduced by adding the new frequency band pairs (Fig. 5
and Table 2). For example, the relative time errors of the sta-
tion pair Y37–Y09 from Julian days 170–270 were estimated by
the cross correlation of multicomponents and dual-frequency
band pairs. The standard deviations were estimated to be
60–80 ms (Fig. 5v,w) by averaging the individual Y37–Y09
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Figure 5. Relative time errors of OBSs Y37–Y09 from Julian days
170 to 270 in 2017, estimated from the cross correlations of
multiple-component pairs and period-band pairs. Panels (v) and
(w), in blue lines, show the time errors estimated by averaging
the individual Y37–Y09 component pairs in the period bands of
(a–o) 2–5 s and (p–u) 5–10 s. The standard deviations σ (ms) and
rate of time drift k are shown to the right of each panel. The σ
values were much lower in panel (x) than in any of the individual
pairs in panels (a–w). The color version of this figure is available
only in the electronic edition.
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component pairs in the frequency band of 2–5 s (Fig. 5a–o,
σ � 100–220 ms) and 5–10 s (Fig. 5p–u, σ � 120–280 ms).
After averaging the results from the component pairs of the
dual-frequency bands, the values were reduced to 48.3 ms
(Fig. 5x).

Within an OBS station pair (e.g., Y09 and Y36), the instru-
ment that has already been corrected for the time drifts based
on the instrumental log file as described earlier (e.g., Y09) was
used as the reference station; the calculated time errors between
Y36–Y09 based on the NCCF analysis were then assigned as
the time error for station Y36. After taking the weighted aver-
age of two station pairs for Y36 (Fig. 6c, σ � 41:7 ms) and
three station pairs for Y37 (Fig. 6g, σ � 37:0 ms), the standard
deviations of the time drifts were much lower than those
obtained from the individual station pair (Fig. 6a, Y36–Y11,
σ � 54:3 ms; Fig. 6b, Y36–Y09, σ � 70:4 ms; Fig. 6d,
Y37–Y07, σ � 57:9 ms; Fig. 6e, Y37–Y09, σ � 48:3 ms; and
Fig. 6f, Y37–Y11, σ � 88:2 ms). The time drift estimates for
individual stations were further improved by averaging all
station pairs (Table 2). The actual sampling frequency of OBSs,
final time drifts, and accuracy are listed in Table 1.

Discussion
How to standardize the length of the data
In traditional methods, the starting time stored in header file of
each data file was used to divide the raw data into day-long
time series. However, the time difference between the two adja-
cent header files does not equal to the time length (i.e., the
sampling points times sampling frequency) of the front file;
therefore, if the raw header information was used to separate
the data files, data overlap or gap could occur (Fig. 3b,c). This
error cannot be simply corrected by removing repeated data
points or interpolating missing ones. Thus, in this study, we
used the starting time of the first header file together with a
fixed number of sampling points to complete this correction.
Two examples are given to explain the advantages of the
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Figure 6. Time errors of OBSs Y36 and Y37, estimated by cross
correlation of station pairs following the procedure in Figure 5.
The results for (a) Y36–Y11, (b) Y36–Y09, (d) Y37–Y07, (e) Y37–
Y09, and (f) Y37–Y11 are similar to those shown in Figure 5x. The
time errors of (c) Y36 and (g) Y37 in all panels are fitted with
linear functions (red curves). The color version of this figure is
available only in the electronic edition.

TABLE 2
Comparison of the Uncertainty in Single- and Dual-Frequency Band Noise Cross-Correlation Functions (NCCFs)

Station Pair
Single-Frequency
Band (2–5 s) (ms)

Single-Frequency
Band (5–10 s) (ms)

Dual-Frequency
Bands (ms)

Y37–Y07 68.6 88.2 57.9

Y37–Y09 63.3 78.4 48.3

Y37–Y11 105.9 117.7 88.2

Y37 59.8 70.5 37.0

Y36–Y09 82.3 102.1 70.4

Y36–Y11 67.9 90.0 54.3

Y36 60.3 81.4 41.7

The nonbold values in this table present the uncertainties of station pairs and the bold values present the final uncertainties of Y36 and Y37.
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data-cutting process used in this study (Figs. 7 and 8). First, we
cut the same data of OBS Y12 and Y37 in two ways and calcu-
lated the NCCF signals. The time errors were mostly linear in
the NCCF signals (Fig. 7a) when cut the data using the method
of this study, and thus more accurate clock drifts can be deter-
mined. In contrast, if the data were cut using the traditional
method of considering only the header-file times, there were
obvious nonlinear time errors (Fig. 7b). The resulting time
series would be inaccurate if these were assumed to be linear
time drifts. Second, we also cut the day-long time series and
corrected the time errors for the same data as that used by
Zhu et al. (2019). The types of the OBS sensors used in
Zhu et al. (2019) are the same as in this study, while the
OBS data of Zhu et al. (2019) were acquired from another
experiment at the southern Mariana trench. It is seen that
the new data-cutting method of this study could acquire almost
perfect linear time drifts (Fig. 8a,c) with standard deviations as
low as 25 ms (Fig. 9, in red circles); in contrast, the data cutting
using the erroneous times in the header files would lead to

nonlinear time errors (Fig. 8b,e) with standard deviations of
∼200 ms (Fig. 9, in black crosses) as reported by Zhu et al.
(2019). Thus, the time accuracy was improved eightfold using
the new method.

Importance of calculating actual instrument
sampling frequency
During an experiment, the data recording sampling frequency
is generally determined before deployment based on an
assigned sampling frequency. If we cut the day-long time series
by a fixed number of sampling points and the assigned sam-
pling frequency, there should be no time errors. However,
linear time drifts appeared in the NCCF signals (Figs. 7a
and 8c), which can result from a small deviation between
the actual and assigned sampling frequency. Such small
deviation is shown by the observation that the actual
sampling frequency of each OBS calculated using its own
instrumental log file was different from that of the standard
sample oscillator frequency (12,288,000 Hz) of the I-4C type
OBSs (Table 1).
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Figure 7. NCCF signals of an example station pair (Y37–Y12)
following two methods of cutting day-long time series. (a) Linear
time drifts in the NCCF signals. Data were cut based on the first
raw header-file time and a fixed number of sampling points.
(b) Nonlinear time errors. Data were cut based on every raw data
header-file time. Color scales are the same as in Figure 4. The
color version of this figure is available only in the electronic
edition.
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Comparison with the time accuracy of other
studies
Hable et al. (2018) presented an effective method for correcting
the time errors of OBSs with high SNRs. However, for the
individual station pairs with low SNRs used in our study, a
time accuracy of 60–80 ms (Fig. 5v,w) was acquired using
the method of Hable et al. (2018). After adding more available
frequency band pairs of NCCFs, the accuracy was improved by
1.5–2.0 times (Fig. 5x and Table 2).

For surface wave and teleseismic P-wave tomography, the
data from all stations should meet the time accuracy require-
ment, which is anticorrelated with station distance (Fig. 10, Le
et al., 2018). For instance, OBSs with interstation distances of
100 km should have time accuracies of 0.25 and 0.125 s for
surface wave and teleseismic P-wave tomography, respectively
(Fig. 10). Hannemann et al. (2014), Hable et al. (2018), Le et al.
(2018), and Zhu et al. (2019) reported standard deviations of
87–129, 200, 8.4–43.9, and 160–245 ms for interstation distan-
ces of ∼75, 60–270, 16–374, and 37–83 km, respectively

(Fig. 10). In this study, for OBSs containing instrumental log files,
the time errors can be reduced to 0 ms (Fig. 10, solid red squares).
Meanwhile, for OBSs without instrumental log files, the time
errors can be reduced to 25–40 ms, depending on the SNRs
(Fig. 10, dotted red squares). Our results demonstrate that time
correction using instrumental log files and multicomponents
and dual-frequency bands noise cross correlation significantly
improved the time accuracy, especially for data with low SNRs.

Conclusions
In this study, we developed multiple methods to identify,
estimate, and correct instrumental time errors for any type
of OBS. Our investigation reveals that a combination of the
following methods significantly reduces OBS time errors:

1. An effective method was employed to standardize the raw
data files. This method is efficient in removing the influence
of the nonlinear time errors, which exist in the header files,
thus facilitating time error correction.

2. Instrumental log file correction and ambient NCCF were
combined to identify time errors. For the NCCF analysis,
we used a method of comparing multicomponents,
dual-frequency bands, and station pairs to enable efficient
correction of systematic linear time errors.

3. The combination of the previous methods reduced the
average time accuracy to 0–40 and 0–25 ms for data with
low and high SNRs, respectively, which is significantly
better than that of previous studies (up to 200 ms).

The new combined data correction methods proposed in
this study have general applicability to analysis of other OBS
experiments.
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Data and Resources
The codes for computing time correction are available upon request
to the first author (jytian0419@gmail.com). Seismic Analysis Code
(SAC) was used in this study (Goldstein et al., 2003). Seismograms
used in this study were collected during a passive-source seismic
experiment conducted in the southwestern South China Sea (SCS)
by the R/V Shiyan 3 in 2017 and cannot yet be released to the public.
The map was made with Generic Mapping Tools (Wessel et al., 2013).
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