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ABSTRACT: We give a detailed account of the Hamiltonian GNH analysis of the parame-
trized unimodular extension of the Holst action. The purpose of the paper is to derive,
through the clear geometric picture furnished by the GNH method, a simple Hamiltonian
formulation for this model and explain why it is difficult to arrive at it in other approaches.
We will also show how to take advantage of the field equations to anticipate the simple
form of the constraints that we find in the paper.
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Introduction

Although less popular than the Dirac algorithm [1], the Gotay-Nester-Hinds (GNH)
approach to the Hamiltonian formulation of mechanical systems and field theories defined

by singular Lagrangians is very powerful and conceptually clean [2-6|. Its geometric un-

derpinnings provide a rigorous viewpoint that avoids many of the drawbacks of Dirac’s



method —in particular when applied to field theories— while ultimately giving the same

basic information. Several differences between both approaches should be noted:

i)

ii)

iii)

iv)

Dirac’s method relies heavily on the language of classical mechanics. For instance,
singular Lagrangian systems are characterized as those for which it is impossible to
write all the velocities in terms of momenta; this leads to the ensuing appearance of
constraints and the need to enforce their stability in order to guarantee the consistency
of time evolution. The GNH method, on the other hand, is based on geometry. For
instance, the notion of dynamical stability is translated into the requirement that the
vector fields that encode the dynamics must be tangent to the phase space submanifold
defined by the constraints. Although the rationale behind Dirac’s approach can be
rephrased in geometric terms (see [3, 7, 8]), this is non-standard and probably feels
unnatural for many readers.

The final descriptions provided by both methods are different, although it is possible
in practice to go back and forth from one to the other. Dirac’s method is designed
to produce a Hamiltonian description in the full phase space. This is useful for quan-
tization because the canonical symplectic structure is retained and, hence, the idea
of turning Poisson brackets into commutators can be implemented as in standard
quantum mechanics. The presence of first class constraints is taken into account by
using their quantized version to select physical subspaces of the full Hilbert space of
the system, while second class constraints are taken care of either by solving them or
using the so-called Dirac brackets. The arena of the GNH approach is the primary
constraint submanifold endowed with a presymplectic form obtained by pulling back
the canonical symplectic structure of the full phase space. Even though the setting is
slightly different, the constraints obtained with the Dirac method can also be found
and, conceivably, quantized in a similar way.

From a practical point of view, the emphasis on geometry characteristic of the GNH
method has some unexpected consequences. In particular, the possibility of altogether
avoiding the use of Poisson brackets when dealing with the tangency conditions men-
tioned in i) is instrumental in circumventing the difficulties that crop up, for instance,
when field theories are defined in spatial regions with boundary. Another consequence
of the shift in perspective is the possibility of incorporating the, often subtle, func-
tional analytic issues relevant for field theories that originate in the fact that their
configuration spaces are infinite dimensional manifolds.

Finally, it must be pointed out that the differences between both methods sometimes
lead to insights within one of them that are difficult to arrive at in the other. In fact,
this paper illustrates an instance of this phenomenon.

The main purpose of this work is to apply the GNH method to the study of the

Holst [9] action and some interesting generalizations of it, in particular, its parametrized

unimodular version. Unimodular gravity is an alternative approach to general relativity

with some interesting features, in particular regarding the role of the cosmological constant.



Its Hamiltonian analysis in metric variables is well known [10]. However, and despite some
claims to the effect [11], a similar analysis in terms of tetrads starting from the Holst
action has not been performed yet. The Holst action has several features that make the
study of its parametrized unimodular version quite attractive. In particular, it involves the
Immirzi parameter and leads to the real Ashtekar formulation. On its turn, parametrized
unimodular gravity is interesting because parametrization offers some useful insights on the
problem of time [12, 13|. Given the differences between the metric and tetrad formulations
for general relativity, we deem it interesting to understand the Hamiltonian formulation of
parametrized unimodular general relativity in the context of the Holst action. The hope
—ultimately realized— is that the analysis will provide an interesting perspective on the
Hamiltonian formulation of unimodular gravity. As we will see, the final description given
by the GNH approach —one of the results of the present paper— is concise and clean (see
[14] for a short partial summary involving just the Holst action). It naturally leads to the
real Ashtekar formulation of general relativity and illuminates some issues related to the
role of the time gauge and the Immirzi parameter, both at the classical and quantum level
[14].

The paper is structured as follows. After this introduction, we devote section 2 to a
discussion of the action principle used in the paper (the parametrized, unimodular version of
the Holst action), the field equations, and the Lagrangian formulation. Section 3 contains a
detailed discussion of the GNH analysis. The very simple final form of the constraints in the
Hamiltonian formulation that we find suggests a streamlined approach to the Hamiltonian
treatment of field theories linear in first order time derivatives. We discuss it in section
4. The literature on the Hamiltonian treatment of the Holst action and how the Ashtekar
formulation can be derived from it is quite extensive. In order to put in perspective the
results presented here we provide an appraisal of the main works on this subject in section
5. Although it is difficult to be exhaustive, we do try to provide a balanced assessment of
the most important results and their relation to the present work. In section 6 we give our
conclusions and some comments. The contrast between the simple Hamiltonian formulation
that we find here and the long computations necessary to arrive at it is somehow striking.
We discuss this issue in the conclusions. The paper ends with several appendices where we
give a number of auxiliary results and some computational details.

2 Variational setting

2.1 Action and equations of motion

We consider the following generalization of the Holst action
1
S(e,w,\, D) = fR . ((>e(eI/\eJ)+iel/\e‘])/\F]J+A(<I>*vol—EGUKLeI/\eJ/\eK/\eL)) .
x Y

In this expression ¥ is a closed (i.e. compact without boundary), orientable, 3-dimensional
manifold. This implies that ¥ is parallelizable and, hence, globally-defined frames exist.
The cotetrads el are 1-forms, w’ s 1s a s0(1,3)-valued connection 1-form with curvature
F! = dwlj +wIK /\wKJ. It satisfies the identity DFZ, = 0, where D is defined by suitably



extending Da! = da! + w! g A a’. The tetrads are required to be non-degenerate, i.e.,

ersrel nel nef ael is a volume form in R x X, They also have to satisfy the condition
that, for all 7 € R, the hypersurfaces {7} x ¥ are spacelike as measured by the metric e;®e’.
The Levi-Civita symbol €7 5x 1, is totally antisymmetric and chosen to satisfy €103 = +1. In
more abstract terms, it should be interpreted as a volume form in so(1,3). The internal
indices I,J,... take the values 0,1,2,3. When needed, these indices will be raised and
lowered with the invariant metric 7 in so(1, 3) that, in an appropriate basis, can be written
as ) = diag(e,+1,+1,+1), with € = =1. We have included ¢ to keep track of the spacetime
signature and facilitate the extension of our results to the Euclidean case. The dual * of
V17 s
VT éeleLVKL'

Let M be a 4-dimensional manifold diffeomorphic to R x 3. The volume form vol on
M is defined by a fixed, background (i.e., non-dynamical) metric ¢ on M. The inclusion
of this fiducial metric is not necessary but it will allow us to reuse some computations from
[15, 16], in which case we have to restrict slightly the diffeomorphisms ® € Diff (R x 3, M).
Indeed, we consider the diffeomorphisms such that for all 7 € R, {7} x ¥ is a ®*g-spacelike
hypersurface. The action depends on ® only through the ®*vol term.

The scalar field A € C*°(R x X) is dynamical and not the cosmological constant (at
least at this stage). It plays the role of a Lagrange multiplier enforcing the parametrized
untmodularity condition

%EUKLeI/\e‘]/\eK/\eL =d"vol. (2.1)
Notice that the action is defined on Rx 3. This notwithstanding, as M is diffeomorphic
to R x 3, it is straightforward to change the viewpoint and define it on M, in which case
the dynamical diffeomorphisms would take M to another manifold .
The Immirzi parameter is denoted as v (# 0). It is convenient to introduce the invariant
SO(1,3) tensor

1 € €
Prikr = 5 (EIJKL + ;UIKWJL - ;UJK"?IL) . (2~2)

Its main properties, including the form of its inverse [ P~1]//%L (which exists only if 72 # ¢)
can be found in Appendix C.
By using Pjji we can rewrite the action as

1
S(e,w,A,@):fRXE (P]JKLGI/\GJ/\FKL-FA((I)*VN—EejJKLGI/\eJ/\eK/\eL)). (23)

The field equations are obtained by varying this action with respect to the dynamical
variables e, w! 7> A and ®. The variations with respect to the tetrads e! and the connection
wl! 7 give the equations

ellADe’l =0, (2.4a)

1
QPIJKLGJ/\FKL—§A6[JKL6J/\8K/\6L:0. (24b)



The variations with respect to A give the unimodularity condition (2.1). As the field
equations of parametrized theories imply that the dynamical diffeomorphisms are always
arbitrary, this condition only restricts the possible values of the tetrads.

Finally, the variations with respect to the dynamical diffeomorphisms ® (which we know
from the parametrization procedure that do not furnish any additional conditions) can be
written in terms of Lie derivatives £y, [the variation of a diffecomorphism ¢ : R x ¥ - M
can be represented by a vector field Vg € X(M)] as

D ,v4)S = —/Moﬁvq,(fb_l*/\)vol. (2.5)

The vanishing of the integral in (2.5) for every Vg implies that d(® '*A) = 0 and, hence,
®~1*dA = 0. Since ® is a diffeomorphism we conclude that dA = 0. This last field equation
tells us that A is actually a constant (an integration constant as usually stated in the
traditional literature on this subject, see [10, 12]). As a consequence, and given its role in
(2.4b), A becomes a cosmological constant, of an arbitrary magnitude, through a dynamical
mechanism. The equation dA =0 is, as we mentioned before, redundant because it can be
obtained from (2.4b) by taking

1
0= D(PIJKLGJ ANFEE - §A€IJKL6J nef A eL) ; (2.6)

using the identity DF'j; =0, the fact that, for non-degenerate tetrads, (2.4a) is equivalent
to Del =0 (see [17]), and the non-degeneracy of ersxrel nel nef ael.

Notice that computing the covariant differential of De! = 0 we get the identity F'’ J/\eJ =
0, hence, plugging this into (2.4b), the 7-dependent terms drop out and (2.4a) and (2.4b)
turn into the field equations given by the usual Hilbert-Palatini action with a cosmological

constant.

2.2 Lagrangian formulation

In order to obtain the Lagrangian from the action (2.3), we need to perform a 3+1
decomposition. The manifold R x ¥ is naturally foliated by the 3-dimensional hypersurfaces
{T}x¥ with 7 € R. The tangent vectors to the parametrized curves ¢, : R - RxX : 7 = (7, p),
with p € X, define a vector field 9, € X(R x ). For each 7 € R we introduce the embedding
JriX>RxEipe(1,p).

In terms of these geometric elements, we can write for any 4-form £

fozﬁszdezﬁzaTﬁ.

If the preceding integral is the action for a particular field theory, £ is a Lagrangian 4-form

THLJ:ZQTﬁ

can often be interpreted as being determined by a Lagrangian L:7T'Q — R (a real function

and the real function

in the tangent bundle T'Q of a configuration space @) evaluated on curves in Q.



Given differential forms of arbitrary degree in R x ¥, it is convenient to build other
differential forms adapted to the foliation defined by the Cartesian product R x 3. If
acP(RxX), with p=0,...,4, we define its transverse and tangent parts

=19, e PHR XY,

(2.7)
a=a-drra e P(Rx X)),

leading to the decomposition o = o + d7 A ay. Notice that one can also perform the former
decomposition using the normal to the foliation n, as in [15, 16], in which case the Hamil-
tonian turns out to be zero everywhere in phase space. However, in the present example,
it is easier to break the objects with the fixed foliation using J,. Besides, in this case, the
comparison with the unparametrized version is straightforward [14]. Obviously, 25, at = 0
and 2p_a = 0. The basic objects used to find the Lagrangian corresponding to the action
(2.3) are obtained with the help of the previous decomposition for el and w’ j- We also
need to find out how to perform a 341 decomposition of the dynamical diffeomorphisms ®
and the type of dynamical objects obtained by doing this. This is explained in appendix B.

The first result coming from the 3+1 decomposition is the characterization of the
configuration space of the system. In the present case, it consists of the scalar fields
el ,wl ;A e C®(2), the 1-forms el ,w!, € Q1(), and the g-spacelike embeddings X :
>, - M. The points in the tangent bundle of the configuration space of our system are
denoted as v, (where ¢ = (el el wl’ W'’ A, X) denotes a point in Q) with components
(Vey » Ves Uiy » U, VA, Vx ) that can be interpreted as velocities. We have v, , vy, ,vp € C®(X),
Ve, v, € QL(XE), and vy € I(X*TM) (i.e. the velocity associated with the embedding X is
a vector field along the map X). In terms of these objects the Lagrangian can be written
as

L(vy) = [E[PUKL(2ef<eL/\ F[J+€K/\ el a (’UwU—Dwtu)) (2.8)
1
+ SATLX(U)()VOHX - EAEUKLe{(eJ A eK AN €L)] .

where the curvature is FIJ = dw IJ +w IK AW f{I , and the embedding-dependent objects nx

and yx are defined in appendix B. As we can see, the Lagrangian only depends on the v,
and vx components of the velocity. Notice also that L is linear in v, and vy, a fact that it
is not completely obvious a priori as far as the dynamical diffeomorphisms are concerned.

3 Hamiltonian approach

3.1 Momenta and Hamiltonian

The canonical momenta are obtained from the fiber derivative F'L : TQ) — T*(Q deter-

mined by the Lagrangian L. They are

P, (wl,) = (FL(v,), (wf,,0,0,0,0,0)) =0, (3.1a)
p.(w]) = (FL(v,), (0,w/,0,0,0,0)) =0, (3.1b)
P, (wl)) = (FL(v,), (0,0,w},0,0,0)) =0, (3.1¢)



po(wl) = (FL(v,), (0,0,0,w!’,0,0)) f Prygrwl? et nel (3.1d)
pa(wa) = (FL(vg),(0,0,0,0,ws,0)) (3.1e)
px(wx) = (FL(v,), (0,0,0,0,0,wx)) - fz enx (wy)Avol,., . (3.1f)

where we denote (p,w) := p(w).

In the present case the fiber derivative F'L is obviously not onto. As it is not a diffeo-
morphism between T'Q) and T*(@Q, our action defines a singular system.

As we can see, the momenta are all independent of the velocities. The conditions
(3.1) can be interpreted as primary constraints that characterize the image of F'L, usually
known as the primary constraint submanifold 9%;. As all the momenta can be written in
terms of the configuration variables etI el th 7wl A, and X, the submanifold 9 can
be parametrized by these objects, in fact, 9y is the configuration space of the system. For
this reason we will often refer to the configuration variables when talking about points in
mo.

On My the Hamiltonian is defined by the condition H o F'L = E, where the energy is
E:TQ—-R:vyr (FL(vy),vq) — L(vy). In the present case we have

1
H= /(PUKL e'ne /\Dwt KL 2ete /\FKL)+gAeUKLef(eJ/\eK/\eL)). (3.2)

Notice that H does not depend either on the momenta (it is defined only on 9%y) or the
embeddings X.

3.2 GNH analysis

In order to get a Hamiltonian description for the dynamics of a singular Lagrangian
system, it is necessary to identify a maximal submanifold 99t of the primary constraint
submanifold 9%y and vector fields Z € X (9 ) tangent to M such that the following condition
holds

(1zw—-dH)M=0. (3.3)

In the previous expression w denotes the pullback of the canonical symplectic form €2 in
T*Q to My and d denotes the differential in phase space. A very good way to solve (3.3)
is to follow the procedure introduced by Gotay, Nester, and Hinds in [2—4].

Vector fields in the phase space discussed here have the form

L= (Zey, Zey Zisys Zour, Zns ZX 3 Licyy Lo, Loy Lo, Tin  Zix ) (3.4)

where the boldface components are associated with the “momenta directions” in phase space
and the components in the “field directions” have the following internal index structure
(zL.,z!, 2Lz 20, Zy).

et wt 7

Given Z,Y € X(T*Q) and the canonical symplectic form Q we have

UZ,Y) =Ye,(Ze,) = Ze,(Ye,) + Ye(Ze) = Ze(Ye) + Y (Zioy) = Zio, (Yeo,)



+Y o (Zw) = Zu(Yo) + YA(ZA) = Za(YA) + Y x(Zx) - Zx(Yx). (3.5)

Remember that 17Q(Y) = Q(Z,Y). From here on we will work on 9. The pullback of
to the primary constraint submanifold 9% is given by (see appendix D.1)

w(Z,Y) = (3.6)
fz 2Pr (2 A Y A ZE) b+ (Z4(Ya — 1z dA) = Y (Zy ~177dA) ol
On the other hand
AH(Y) = fz (7 A (- 2D(Pryxcceier) + 2Prxcrarw S et ) (3.7)
+ Yel A (QPUKL(eJ A DwtKL + etJFKL) - AE[JKLetJeK A eL)
- YwItJD(PUKLeK A eL) + éYAeUKLetI(eJ Aef A eL)
+ Ye{( — 2P e’ A FEE 4 %AEUKL(eJ Aef A eL))] )

Requiring now that w(Z,Y) = dH(Y) for all vector fields Y € X(9) we get the following:

1) Conditions involving the components of Z.

1
Zyvoly, = gEIJKLG{(GJ nel nel), (3.8a)
Zp = zZ;dA, (3.8b)
ZxdA =0, (3.8¢)
ZU nelV = Dl e’y = [P PME p ol e n el (3.8d)
2P[JKL€J A ZJ(L = 2P[JKL(€J A DwtKL + etJFKL) - AE[JKLtheK A eL . (386)
2) Secondary constraints
el ADe’l =0, (3.9a)
1
PUKLe‘]/\FKL——AqJKLeJ/\eK/\eL=0. (39b)

3!

Before we analyze in detail the conditions on Z and the secondary constraints we make a
couple of comments. First, in order to find the components of the Hamiltonian vector field
Z we have to solve equations (3.8a)-(3.8¢e). Their solutions will give us the components of Z
in terms of the configuration variables. As the equations are inhomogeneous, they may not
be solvable in the whole of 91y. If this is the case, new secondary constraints will arise that
we will duly have to take into account. It may also happen that some of the components of
Z are left arbitrary (a feature characteristic of gauge theories). Indeed, it is straightforward
to see that this is the case since there are no conditions involving th or ijg . Second, as we
are only interested in the values of Z on the final constraint submanifold 91, we can take
advantage of the constraints to simplify the expressions for the components of Z. This is
specially useful when checking the tangency of Z to 91.



3.2.1 Conditions on the components of Z

The conditions (3.8a)-(3.8¢c) are easy to analyze. To begin with, it is important to point
out that diffeomorphisms must be interpreted as curves of embeddings in this setting (see
appendix B), hence, we must demand that Zy # 0 at every point in ¥. This can be easily
achieved by restricting the configuration variables to satisfy

eUKLetI(eJ/\eK/\eL) +0, (310)

everywhere on ¥ because then, (3.8a) implies Zx # 0 for all p € ¥. Notice that, roughly
speaking, (3.10) defines an open subset of our initial configuration space. A further conse-
quence of (3.10) is that (3.8¢c) is then equivalent to dA = 0 —a secondary constraint— which
means that the scalar field A has the same value on all the points of ¥ although, in prin-
ciple, it could depend on the evolution parameter. Notice, however, that condition (3.8b)
implies Zy = 0 and, hence, A = Zx = 0, i.e. A must be also constant under evolution. We
then conclude that A is constant in M in agreement with the result obtained from the field
equations. In fact, this result is also a consequence of the dynamics of the theory and can
be found without invoking the parametrization (in analogy with (2.6)). As we can see, the
parametrized unimodularity condition can be easily implemented in the connection-triad
formalism discussed here and leads to conclusions similar to those of [12]. In summary,
if we restrict our configuration variables to satisfy (3.10), the conditions (3.8a)-(3.8c) are
equivalent to

Zj'( _ l 6IJKLetI(GJ/\eK/\eL) 7 (311&)
3 voly

dA =0, (3.11b)

Zx=0, (3.11C)

where we have used the notation introduced in appendix A.

Let us discuss now conditions (3.8d) and (3.8e). As we can see, both of them can be
interpreted as linear inhomogeneous equations for the 1-forms Zé and Z‘{,J , respectively.
The fact that they are inhomogeneous means that they may not be solvable in all of 9.
In other words, additional secondary constraints may appear.

By using identity (C.2) of appendix C, condition (3.8d) can be written in the following

form, independent of v and e:
AN D(et[le‘]]) - wtK[IeJ]/\ ek (3.12)

These are six equations for the four 1-forms ZeI , (I =0,...,3) or, counting components, 18
equations for 12 unknowns. It is convenient to write them in the form

2l nell = llDe’l, (3.13)

with
= ._ 71 I K 1
B =4, -De;, —e"wy -



In order to solve these equations it helps to split them in two groups: one corresponding
tol=iand J=j withi,j=1,...,3 and the other to I =0 and J =7 with j=1,...,3. We
thus get

eijne’ NEF = €5 AT (3.14a)

Z0nel —ETnel = A7, (3.14b)
with

A7 = el Dell (3.15a)

A’ = e."Del — e De. (3.15b)

It is important to notice that in the previous expressions De’ means
Dé' =dei+wiJ/\eJ = dei+wij Ael +wi0/\€0,
(analogously, for other objects of this type).
Equation (3.14a) can always be solved for ZF without having to impose any conditions
on the inhomogeneous term (see appendix C). However, equation (3.14b) can only be solved
for 2% when the following condition holds [here Z° is the solution to (3.14a)]

0 0

E'aened + A ned + B net ne'+ A ne' =0, (3.16)

(see appendix C). This gives the new secondary constraints
eximer (DTET™ + DI'E™) — ¢ (D + D7*) + €D + ¢/D* = 0, (3.17)
in terms of the objects introduced in appendix A.
Let us discuss now how to solve for Z!/ in (3.8¢) and, in particular, whether new

constraints arise in the process. In terms of components we have now 12 equations and 18

unknowns. By defining
Tyy = Pryxo( - Z5" + Dwl*")

the equations (3.8e) become
1
eJ/\Tuz—PUKLe;]FKL+EAGUKLetJeK/\eL. (318)

In the following we will denote the r.h.s. of the previous equation as Cj. In components,
equations (3.18) are

¢! ATy = Cp, (3.19a)
e/ ATy = C; +e” ATy (3.19b)
with
_ ik € ip Ly gk
Co = 2€Uk€tF etF0,+2Ae”kete nev, (3.20)
Y

1 ; j € € j 1 ;
Ci = §5ijke*?ij +e- eijkeszO + ;eEFOi + ;e{Fﬂ + Aeijke{ 60 AN €k — §A€ijk€g el A ek .

As shown in appendix C, equations (3.19a) and (3.19b) can always be solved with no
conditions coming from their inhomogeneous terms, so no new secondary constraints appear

here. Notice that to solve the latter we have to dualize and consider T;; = eijka.

~10 -



3.2.2 Simplifying the constraints

Before solving the equations for the components of Z and checking the tangency of Z to the
submanifold of 9y determined by the secondary constraints, it is useful to look at these
constraints in detail and simplify them as much as possible.

The constraints (3.9a) can be split in the following set of conditions

eijpe’ ADeF =0, (3.21a)
D net—Detne’=0. (3.21b)

In terms of the objects introduced in appendix A, these are equivalent to

DY DI =0, (3.22a)
D* - D™ =0. (3.22b)

It is very important to point out that, when (3.22a) and (3.22b) hold, the secondary
constraints (3.17) are equivalent to (see appendix D.2)

1 |
(eS - §eklmefElm) D) . (3.23)

As discussed in appendix C.1, the non-degeneracy condition for the tetrads (3.10) implies
that the term in parentheses in (3.23) is different from zero at every point of 3, hence, the
new secondary constraints can be written in the pleasingly concise form

D) . (3.24)
We prove now an important result:

Proposition 1 The constraints D) = 0 and el ADe’1 =0 are equivalent to the condition
Del =0.

Proof.
This is obvious as De’ = 0 implies D¥ := (

¢! A Dé?
=)
To begin with, notice that, as a consequence of (3.22a) and (3.22b), the conditions
D) = @ together with ell A De’l = 0 are equivalent to DY = 0 and D - D = 0. Now,
according to (C.12c), D¥ = 0 implies De’ = 0. From this and the definition of D, we imme-
diately obtain D = 0 so that (3.22b) implies D* = 0 and, hence, De” = 0 as a consequence
of (C.12d). [

As a trivial —~but nonetheless reassuring— check, notice that (3.9a) and (3.24) provide 12
conditions “per point”, the same as De! = 0. Notice also that we have shown that D¢ =
D =0 on the secondary constraint submanifold.

The condition Del = 0 can be used to simplify the constraints (3.9b). To this end,
notice that De! = 0 implies F]J A e’ =0 and, hence, the y-dependent terms in (3.9b)
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vanish. Summarizing, we have shown that the secondary constraints found up to this point
—ultimately the whole set of constraints— can be written as

dA =0, (3.25a)

Del =0, (3.25b)
1

errxre’ A (FKL—gAeK/\eL) =0. (3.25¢)

In terms of the objects introduced in appendix A they can be written as

dA =0, (3.26a)
D - 0, (3.26b)
D =D =0, (3.26¢)
2A — ¢, F% = 0, (3.26d)
eijn (AEPF 4 2F ok _Foiky — (3.26e)

3.2.3 Tangency conditions

Up to this point, we have restricted ourselves to study the secondary constraints coming
either from (3.3) or as conditions for the solvability of the equations for the components
of Z. There is, though, an additional consistency requirement which is central to the
GNH approach: we must ensure the tangency of Z to the submanifold of 9%y defined by
the secondary constraints. The tangency conditions can be easily obtained by computing
the directional derivatives of the constraints in the direction of Z. As a side remark, it is
important to notice that this step does not involve the presymplectic form w (in other words,
Poisson brackets play no role here). The tangency conditions take the form of additional
linear and homogeneous equations involving the components of Z and the variables etI , wtl 7>

el wl 7> A and X. In the present case it is useful to derive them from (3.25). They are

dZy =0, (3.27a)

Dzl vzl ne’ =0, (3.27b)
1

€ITKL (zg AN(FEL Al nel)+ el A DZEL - ngeJ nela eL) =0. (3.27¢)

These must be considered together with (3.8¢), (3.11c), (3.12), and taking into account
that the constraints (3.25) must hold.

3.2.4 Final consistency analysis

So far, we have found a set of constraints (3.25), defining a submanifold 9t of 9%y where
the dynamical variables are forced to live, and the conditions (3.8e), (3.11c), (3.12), and
(3.27) that the components of the restriction of the Hamiltonian vector fields to 9t must
satisfy. The latter have different origins: some of them come directly from the resolution
of w(Z,Y) = dH(Y) on My whereas the rest appear as tangency conditions. Notice that,
despite their different origins, we have to consider all these equations together in order
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to get the final form of the components of the Hamiltonian vector field that defines the
dynamics of our model.
There are several possibilities now:

e There are no solutions for the components of Z so the theory is inconsistent (obviously
not the case here).

e The equations can be solved with no extra conditions on the configuration variables.
Their solutions then give the components of the Hamiltonian vector field that encodes
the dynamics on the final constraint submanifold.

e New consistency conditions appear. These should be added to the secondary con-
straints together with the corresponding tangency conditions to start the process
again.

Let us find out what happens in the present case. To begin with, we immediately see
that (3.11c) implies (3.27a) and we can remove Z, from the remaining equations. Next,
it is convenient to solve (3.12) for Z! or, equivalently, (3.13). When the constraints hold
these equations can be written as

eipe? NEF =0, (3.28a)

Z0nel -2 Ae’ =0, (3.28b)

Now, by using the results of appendix C we immediately see that the (unique) solution
of (3.28a) and (3.28b) is Z! = 0, which tells us that

z!l = Del -l e’ (3.29)

We can use now (3.29) to simplify (3.8¢), (3.27b), and (3.27¢). To this end we D-differentiate
(3.29) and use the constraints to get

Dzl = Flel -~ Dwl;ne’,
which, plugged into the tangency condition (3.27b) gives
Flel + (28, -Dwl yne =0. (3.30)
When this condition holds (3.8e) is equivalent to
EIJKL(EJ AN(ZEE - Dwft) — el (FET - Ae® A eL)) =0. (3.31)
Remember that we also have the tangency condition
ety (ZI A (FRY - A" nel)+e’ ADZER) = 0. (3.32)

At this point the only task left is to solve (3.30), (3.31) and (3.32) for Z!7. In order
to do this we first show that by D-differentiating (3.31), using (3.29) and the secondary
constraints, equation (3.32) holds. This is a direct computation that we give in some detail
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in appendix D.3. Now, in order to find the Z!/ we only have to consider (3.30) and (3.31).
An important point that we have to address in the first place is the consistency of these
equations: can they always be solved or should we introduce extra secondary constraints
in order to guarantee their solvability?

As we have shown above, the constraints De! = 0 are equivalent to e A Del) = 0
and el! A De’l = 0, hence, the tangency conditions of the Hamiltonian vector field to the

secondary constraint submanifold can also be written in the form
i ADZ) +elnz) nef =0, (3.33a)
I ADZD vl nz7) nef =0, (3.33b)
which, on account of (3.29), become
e(i/\Fj)Kef<+e(i/\Sj)l</\eK =0, (3.34a)
ell A FJ]Kef< +ell A SJ]K nef =0, (3.34b)
where we have introduced the notation SIJ = ZUIJJ—DthJ. By defining F/{J = F17 - Ael ne’,
condition (3.31) can be written as

eld A SKL] eEJFI{(L] =0,

which implies

ey A (e ASHE _ TRl _ g, (3.35)
Taking into account that ey A F/‘\]K = ey A (F75 — Ae? A ef) = 0 —remember that the
constraint Del = 0 implies F7; A e’ = 0- (3.35) is simply

L
2K A S ]J/\GJ—etJGJ/\FKL+A€tJ€J/\€K/\€L:0,

which, as a consequence of the constraint (3.25¢), can be immediately seen to be equivalent
to (3.34b). We then conclude that the problem of finding the components of ZOIJJ on the
secondary constraint submanifold reduces to that of solving (3.31) together with (3.34a).

Let us look now at equation (3.31). By separately considering I =0 and I = i, it can be
split into
ing Lo ipik
e No; = §€ijk6t A (336&)
. . 1 .
€ijk€ A S = O A S+ eijkegng - éeijke?F[{k , (3.36b)

where 25° := eiijjk. As shown in appendix C, equation (3.36a) can always be solved and
the solution written in the form

Si =Tij€j +0;, (337)

where 7;; € C*°(X) with 7;; = 7j; but, otherwise arbitrary, and o; a concrete function of the
dynamical fields which can be computed by using equation (C.9). Plugging S; into (3.36b)
and using (C.4) we find

SOk = 1R el 4 (3.38)

— 14 —



where the concrete form of 7% is not specially illuminating so we do not give it here [of
course, it can be obtained by using (C.4)]. As we can see, equation (3.31) can always be
solved but its solutions depend on the arbitrary objects 7;;. At this point, all that is left
to do is plugging (3.37) and (3.38) into (3.34a) and study the resulting equations for 7;;. A
straightforward computation tells us that these equations are

(8067 6153 + eEVED) )M 4 b = 0, (3.39)

where €¥ is another concrete function of the dynamical fields. Now, as we show in appendix
C.2, the 6 x 6 matrix
MUy = 5,67 - 66 + eE B, (3.40)

is always invertible for the field configurations that we are considering in the paper and,
hence, it is always possible to solve for all the components of 7;;. One these are known, we
can plug them into the expressions for S; and S°¢ and, finally, obtain ZUIJJ . The complete
expressions are long and not specially illuminating, so we will not give them here. Of course
they are simpler in the time gauge.

4 A streamlined approach to the GNNH analysis of the Holst action

Here we show how the constraints and Hamiltonian vector fields obtained above by using
the GNH method can be directly obtained from the field equations (see [18, 19]). This is
interesting because knowing in advance that extra secondary constraints are expected and
having an idea of their form can be useful. As discussed in section 2, the field equations of
the 4-dimensional action (2.3) are equivalent to

De' =0, (4.1a)
1
EIJKLGJ/\(FKL—gAeK/\eL):O, (4.1b)
1
CIJ*VOI—EGUKLeI/\eJ/\eK/\eL:O, (4.1c)
dA =0, (4.1d)

where the last equation is redundant as explained in section 1. Let us write

el =¢l vdrel,

wIJ=g1J+dthIJ.
with el := 15 el and wtl J= 19w’ ;. Plugging this decomposition into (4.1a) gives
0=De’ :d§I+gIJ/\§J+ (de{+glje;7—wt[J§J) AdT.
Pulling this back to ¥, we get (remember that y>dr = 0)

djre’ + 7w’y A e’ =0, (4.2)
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and pulling back to ¥, after taking the interior product with 25_ we find

* * * I % J
ikl = —(JT )= doret +gi0! porel - gl yire’. (4.3)
By performing the substitutions
* * d * I 1
.]Tel - el ]Te{ - 65, E(«]TQ ) - Ze ) (44)
J:QIJ - WIJ ) J:thJ - thJ )
in (4.2) and (4.3) we get

Del =

ZI Det Wy Je‘]
An analogous computation for (4.1b) gives
crrLe’ A (FKL 3A€K A eL)
= eUKLgJ A (dc_uKL +QKM AwME — Z A /\eL)
+ €KL e;]dT A (dgKL +gKM AwME %AeK A eL)
—eUKLdT/\e /\( dw —g MWe W Wiy
Pulling this back to X, we get
ersxLire’ A (dJigK P gy g™t - —JTAJ Kngret ) =0, (4.5)

and pulling back to to ¥, after taking the interior product with 125 we find

* * KL K * ML * * K * L
~ersrriie’ (JT KLY v ergrrngie! (dJ + 7w A Jiw 3JTAJT§ AJre )
* * L * K * ML * LM * K * L
+errrie’ A(dJwa( + 7iw parwd = i M gt + JTAJT% Jr€ ) 0. (4.6)

After some straightforward manipulations and using (4.4) together with

d
I I 1
Jrko,w' ;= d_(J:U_J 1) = Zisgs (4.7)
T
these expressions translate into
1
GIJKLGJ A (FKL - gAeK A €L) = 0,
EUKL(eJ A (ZKL DwtKL AeK L) e;]FKL) =0.
Considering now (4.1c) and proceeding as in the previous cases, we get

. 1
]TZ&_((I)*VOD - gj:(EUKLe{eJ AN eK N eL) = 0,
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which, taking into account (B.1), the previous substitutions, and
b, > X, b, Zx, (4.8)

leads to (3.8a).
Finally, the same procedure applied to (4.1d) gives

dgfA =0,

T

d
—1A=0,
arr
which immediately translate —taking into account that we have Z3x # 0- into dA = 0 and

Zp =0 by using
. d .
T

As we can see, we have been able to obtain the full set of constraints and equations
for the Hamiltonian vector fields found by using the GNH method. Although we do not
expect this to happen always (i.e. not all the constraints may be obtained by pulling back
the field equations), by enforcing appropriate tangency requirements it should be possible
to arrive at the same final description given by the GNH procedure, once the suitable
presymplectic form (obtained by pulling back the canonical symplectic structure to the
primary constraint submanifold) is included. This could be a convenient, alternative method
to find the Hamiltonian description for singular field theories linear in time derivatives.

5 Some reflections on the existing literature

The purpose of this section is to explain how our paper fits in the extensive literature on
the Hamiltonian formulation for general relativity as derived from the Holst action [9]. In
the more than twenty five years since the publication of Holst’s paper, a number of authors
have looked at this question from different perspectives. Although we do not intend to be
exhaustive, we will try to mention the most representative papers and compare their results
with ours when relevant.

As a general comment, the main difference between the approach that we have followed
here and the vast majority of the works on this subject stems from our use of the GNH
method instead of Dirac’s. As a consequence, our point of view is “much more geometric”.
Although geometry plays a role also in Dirac’s approach —for instance in the classification
of constraints as first or second class—, and satisfactory geometrizations of Dirac procedure
already exist [7], the essence of the procedure relies heavily on the interpretation of the Pois-
son brackets as generators of time evolution. In contrast with this, the central consistency
requirement in the GNH method is the tangency of the Hamiltonian vector fields to the
constraint submanifold. If boundaries are present this criterion is especially appropriate.
At variance with Dirac’s approach, Hamiltonian vector fields play a central role because the
main goal of the Dirac method is, usually, to find the constraints and study their Poisson
brackets.
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Works can be classified according to several features: their use or not of the time gauge,
the implementation of the full SO(1,3) symmetry or only the SU(2) one, the treatment of
second class constrains (solving them or not) and the more or less strict adherence to the
Dirac algorithm as originally formulated. In many cases, the discussion of the role of the
Immirzi parameter also plays a central role. A rough classification of papers according to

these criteria is the following;:

e Papers where the Hamiltonian analysis relies heavily on the use of the time gauge:
9, 20, 21].

e Papers where no time gauge is necessary for the Hamiltonian analysis: [22-25].
e Papers where the SO(1,3) invariance is explicit: [23-26].
e Papers where the constraint De! = 0 is identified and plays a central role [17, 20, 27].

e Papers that address the treatment of second class constraints, by avoiding its intro-
duction, solving them or introducing Dirac brackets: [21-23, 25, 26, 28, 29].

e The paper that, in our opinion, adheres to the letter of Dirac’s algorithm in a more

clear way is [21].
e Works introducing constraints quadratic in momenta: |22, 30, 31].

e Some incomplete analyses of the Hamiltonian formulation for unimodular gravity in
terms of tetrads can be found in |11, 32].

The actual implementation of Dirac’s algorithm is often subtle and it is important to
follow it to the letter to avoid conceptual mistakes. A reason for this is the fact that sec-
ondary constraints may appear as conditions for the stability of the primary constraints or
as conditions for the stability of other secondary constraints (that can show up as consis-
tency conditions for the solvability of the equations for the Lagrange multipliers introduced
in the definition of the total Hamiltonian). The analysis of the latter, in particular, is often
unpleasant as they tend to be quite complicated. This is probably the reason why the sim-
ple form of the constraints that we give here has eluded most Hamiltonian analysis of the
Holst action (in particular the fine one appearing in [21], which follows Dirac’s method to
the letter). Very often, these difficulties are alleviated by introducing the time gauge. This
is a standard way to arrive at the Ashtekar formulation, that can be ultimately justified by
invoking the Lorentz invariance of the action and the possibility of adapting the tetrads to
any given spacetime foliation. Notice, however, that from a general perspective an actual
gauge fixing can only be (safely) performed after the whole set of constraints and the final
form of the Hamiltonian vector fields has been determined. This is probably one of the
reasons why a number of authors have discussed the possibility of dispensing with the time
gauge.

The constraints De! = 0 have appeared in the literature, most notably, in [17, 20].
In [20], the authors check that this condition is compatible with the dynamics defined by
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the Holst action by looking at the Hamiltonian dynamics in the time gauge. The approach
followed in that paper relies on the geometric interpretation of Del = 0 as a vanishing torsion
condition whose compatibility with the dynamics is verified. In our approach, that condition
is obtained by using the GNH method to obtain the Hamiltonian dynamics without using
the time gauge.

The paper [17] merits special attention. There, the authors discuss the Hamiltonian
description of general relativity from the Holst action by relying on a geometric method
introduced by Kijowski and Tulczyjew [33]|. The frame fields are subject to non-degeneracy
conditions equivalent to the ones that we have been naturally compelled to introduce here.
Despite the apparent differences in approach, there seems to be a clear correspondence
between the results of [17] and ours (if we leave aside the part of our analysis involving
parametrization and unimodularity). We list some of them here:

e The splitting of the conditions contained in Del = 0 as structural and residual con-
straints is similar to our decomposition as el A De’l = 0 and DU9) = 0. Notice in
particular that in order to write (3.24), it is necessary to choose an internal time-like
vector in order to “make the splitting into 0 and 4, j indices”.

e The part of the presymplectic form on the primary constraint submanifold (3.6) cor-
responding to the triads and the spin connection is essentially equation (4.7) of [17].

e The final form of the constraints.

Our results very strongly suggest that the results described here can be found by follow-
ing Dirac’s approach although, arguably, the necessary computations may be quite involved.
It is not that the Dirac approach leads to a complicated reduced space formulation but,
rather, that it is difficult to suspect that the nice formulation furnished by the constraints
(3.25) can be actually found by manipulating the expressions that appear in the imple-
mentation of the Dirac algorithm. To a certain extent, this is also true within the GNH
approach. Of course, the arguments relying on the derivation of the constraints from the
field equations are very helpful in this regard and provide a very useful guide.

6 Comments and conclusions

We have studied in detail the Hamiltonian formulation for parametrized unimodular grav-
ity derived from a suitable modification of the Holst action on a 4-dimensional manifold
diffeomorphic to R x X, with 3 closed. We have relied on the GNH method which, owing to
its clear geometric foundations, is superior to the more traditional Dirac approach, at least
for the purposes of this paper. This is, probably, one of the reasons why we have been able
to find a simple way to describe the purely gravitational sector of the theory.

The unimodularity condition has been incorporated in the action by introducing a
background volume form (associated with a fixed background metric) and demanding it
to be equal to the volume form defined by the tetrads. The presence of this geometric
background structure has allowed us to parametrize the model in a non-trivial way by
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introducing dynamical diffeomorphisms. As we have shown the resulting theory reproduces
the behavior of metric parametrized unimodular gravity.

It is somehow surprising that arriving at the concise formulation that we have discussed
here requires a non-negligible effort, even when the GNH approach is used. However, in
hindsight, it is obvious that such a formulation must exist, as shown by the argument
presented in section 4. As we have shown, the secondary constraints (3.17) can be simplified
to the form (3.24), precisely when the non-degeneracy of the tetrads holds. This is a very
neat and sensible result which is probably harder to arrive at by using Dirac’s approach.

As described in detail in [14], the real Ashtekar formulation for general relativity can
be readily derived from the results presented here by using the time gauge fixing. This is, of
course, to be expected as the Holst action is known to lead to the Ashtekar formulation. In
a sense, the formulation described here can be thought of as the Lorentz invariant precursor
of the real Ashtekar formulation. By itself, it has some interesting features:

e The constraints have a very simple form in the Lorentzian case and are independent
of the Immirzi parameter .

e Only the (pre)symplectic form depends on . Although the presymplectic form is
arguably more complicated than the usual one (in fact, it is not written in canonical
form), it is not inconceivable that it can be used for quantization. This is an interesting
problem that should be looked at.

e The internal symmetry group in this case is the full Lorentz group. The fact that it
is not compact may present technical difficulties for quantization.

e The Hamiltonian formulation for the Palatini action can be easily found from this
one in the v - oo limit.

e There is no need to introduce constraints quadratic in momenta. Actually, only the
primary constraints that appear when the fiber derivative is computed involve the
momenta and they do that in a very special way. First, they are linear in momenta
and, second, they do not involve the velocities (this is a consequence of the fact
that the Lagrangian is linear in the velocities because the action depends linearly on
derivatives).

An interesting side-product of the present work is the idea of relying on the field
equations to arrive at the Hamiltonian formulation, at least for first order theories and
theories with actions linear in velocities such as the one discussed here. We would like
to add that this is hardly a new idea. Similar ideas can be found in the literature; for
instance, it is well known that the equations of motion provide Lagrangian constraints for
singular Lagrangian systems [18, 34| and, among them, the so called projectable constraints
can be taken to the cotangent bundle of the configuration space as the usual constraints in
the Hamiltonian framework (see the preceding papers and also [19, 35]). This method may
prove to be specially fruitful when dealing with boundaries in generalizations of gravitational
actions written in terms of tetrads.
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A Glossary and Notation

Although we have introduced some of the notation used in the paper whenever it was
relevant, in order to facilitate its reading we have left a number of definitions for this
appendix.

e First, given a volume form vol in a differentiable manifold M and a top-form «, it is
always possible to find a smooth function f € C* (M) such that a = f - vol. We will often
denote such function as
Q@
(551)-

Although this seems cumbersome at first, the unwieldy parentheses are a good reminder of
the fact that we are dealing with a scalar density.

e Second, we introduce now the simplified notation used to write the solutions to the
equations for Z! and Z? and in the tangency analysis. Let w be the volume form on ¥

1 ) )
R P k
w—3!e”ke nel ne’,

(remember that we are working with non-degenerate frames in ). We define

R )
: e "Ne’ Ne
1] .
EJ.:(—),
w

Dol zz((DeO)/\ei) ’ D :=((Dei)/\eo) | D :=(eiADej) |

w w w
ioj (ei A FOj) — (60 A FJ)
w ’ . w ’
FO o 60 A FOZ FZ]k L ei N F‘]k
oy * w 9 N w .

Notice that E¥, F°9, Fi7k Fi°J and F°,; are antisymmetric in the last pair of indices.

— 21 —



B Diffeomorphisms and embeddings as dynamical variables

We give here a few details about the use of diffeomorphisms and embeddings as dy-
namical variables. Interested readers are referred to [6, 15, 16| for details. Given the
4-dimensional manifolds R x 3 and M, we use as dynamical variables diffeomeorphisms
® : R x ¥ - M such that for every 7 € R the embeddings &, = $ o 3, : ¥ - M have
spacelike images (i.e. ®.(X) c M is g-spacelike). Here 7, : ¥ > Rx X :pw— (7,p). We
will denote the space of such embeddings as Embg (%, M). The diffcomorphisms that we
consider in the paper can be loosely interpreted as curves of embeddings of this type.

We denote the tangent map associated with ® as T'®. The diffeomorphisms that we
use are such that the field ® := T'®.9; is transverse to ®,(X) for all 7 € R. When restricted
to a particular embedding @, ® defines its instantaneous velocity @..

Given X € Emb, (X, M) we can build a vector field over X consisting of future directed,
unit normals that we denote as ny. Notice that nx(p) € T'x )M for each p € 3. Now, if
we have Yy e T'(X*T M) we can expand it as

YX = Y)él’lX + TXY)} s

where Yy = g(nx,Yx) = nx(Yx) is a smooth real function on ¥, Yy¢ € X(X) and TX is
the tangent map of X.

A useful result —that we give without proof- is
Tr1g, (@*vol) = @1vol,, (B.1)

where ®X = eng, (®,) and voly, € Q*(X) is the volume form associated with the metric

*

voly, (v1,v2,v3) :=vol(ng,, T®.v1, T®.vy, TP.v3),

for vy, vy, v3 € X(X). Equation (B.1) is used in sections 2.2 and 4.

C Useful mathematical results

e The invariant SO(1,3) tensor Prjxz can be inverted whenever 42 # ¢ in the sense that
PIJKL[PJ]KLMN = 5I[M5JN]. The inverse is

_ L Y
[P I]IJKL . 2(6 - 72)

as can be checked by a direct computation.

IJKL+ IK, JL __JK IL)’ (C1>

(—ey-e n'fntt —ntty

e The tensor Pjjg, satisfies DPjjir = 0.

e For any H'/ ¢ C*°(X) antisymmetric in I and J the following identity holds

_ I oJ
[P PN HY = HY 67 (C.2)
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Proof.

-171J NK I oJ Y 1J K K[I J
[P~ NP LMHQK=H[[L5 ]M]me(6 JNVZER Volaks ).

The last term of this expression can be shown to vanish by computing its dual

NQ (.IJ K KI J
€ IJ(6 rkpH vy € ol K)

= 2¢(6R0 H'S g — 0%l HY )

+e(07 0N 6% + R 6L, + 026108, — 0X 6765, - 64,6988, — 6%aY 61 ) H X = 0. "

e In the following we give the solutions to several types of inhomogeneous linear equations
involving differential forms in a 3-dimensional manifold . We use the notation explained
in appendix A. The proofs are quite direct so they are left to the reader.

i) Let us consider the system of equations
fijkej A= U , (C.3)

where the unknowns are zF ¢ QY(X), with ¥ a three-dimensional manifold, the triads
e’ € Q1(X) are such that w:= (e;re’ A el A eF)/3! is a volume form in ¥ and the u € Q?(X)
are given 2-forms. Then the solutions are

zkzl(e Aul)ek—(e Auz)ez. (CA4)

2 w w

Even though (C.3) is inhomogeneous it can be solved for any given ;.

ii) Let us consider the system of equations
ane =g, (C.5)

where a € Q1(X) is the unknown, €’ € Q1(X) are such that w = (e;re’ Ael A e?)/3] s a
volume form in ¥, and the 3% € Q?(X) are given 2-forms. Equation (C.5) can be solved if
and only if the inhomogeneous term (¢ satisfies the condition

Binel + B ne =0, (C.6)
in which case the solution is ] )
1 YAl
a = §€ijk (BT) €k . <C7)
iii) Let us consider the equation
€'Nzi=u, (C.8)

where the unknowns are z;, € Q'(3), the triads e’ € Q'(X) are such that w := (€;je’ A el A
€®)/3! is a volume form in ¥ and u € Q%(X) is a given 2-form. Then the solutions are

1 el A ;
%i = =5 €ijk ( ” )ek + (g€’ (C.9)
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with (;; € C*°(X) satisfying (;; = (j; but, otherwise, arbitrary.
e The following identity is useful
1 .
60 = §6ijkEZ]6k . (ClO)

To prove it we expand €® = \;e’ and plug it into

S ej/\ek/\eo l
ejrbE’ e = €jp e

to get
6jklEjkel = 2)\i€i = 260 .

With the help of (C.10), it is straightforward to prove the following relations

D = %eklmEkl D™ (C.11a)
Fo = %eklmEkl Fmd (C.11b)
Foy; = %ejklEijl oi (C.11c)
Other useful identities are
FY = %eklkazjel ne™, (C.12a)
FO - %ejleﬂ'“'ek nel, (C.12b)
De' = %ejlejiek nel, (C.12c¢)
De® = %eijkDoiej neP. (C.12d)

These identities are all proven in the same way, so we will just show that (C.12c) holds.

is equivalent to DY = ( "

Proposition 2 De’ = %ejkl Ditek A e

Proof.
Dei—l'Dﬂk/\l. li m/\Di—l-Djim/\ k/\l_lleimkl _Dmi
= 2€]kl (& €’ unplies e € = 2€]kl € € e = 2€Jkl € w = w,

whence, DY = (—eiADej )
w

Let us write De’ = %ejlejiek/\el, then e™ADe’ = %ejlejiem/\ek/\el = %ejleﬂemklw =
H™w which implies H’* = D’%, so that De’ = %ejlejiek Ae. [

. FIJ Ae’ =0 is equivalent to

Floo- 0, (C.13a)

°J

Foi, +F/' =0. (C.13b)
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C.1 Rewriting the non-degeneracy condition for the tetrads

It is interesting to take a close look at the condition (3.10). To begin with, it is
important to notice that, in terms of the objects defined in the preceding section, it can be
written as 1

6? - §€klmefElm +0, (C.14)

because

1
EUKLefeJ nef nel =6 (eg - §eklmefElm w.

The meaning of (C.14) as a non-degeneracy condition for the tetrads is obvious if we write
them in matrix form as

0|pi
eI:[ o t] (C.15)
e’le
and remember that )
60 = §€ijk6iEjk = )\Z‘ei . (C16)

From (C.15), we can write the 4-metric as

cedel + eqiel ‘eegem +eyetT 17
971200 1 oo | 200 4 o | (C.17)
: vie' | ee’e’ +eze
and conclude that a necessary and sufficient condition for the 3-metric ¢ := £e®e%T + e;e’™ to

be definite positive is 1 +eA;A? > 0. This can be seen by writing g = (845 + 5)\i)\j)eaiebj and
noting that the quadratic form d;; + €\;\; is positive definite if and only if 1 + XML > 0.

C.2 A determinant computation

We compute here the determinant of the 6 x 6 matrix obtained by grouping the indices
of
(i3)  ._ sisd ij (i)
M k1) = 5,25[ —5”5kl+€Ek E Iz
as the symmetrized pairs (ij) and (kl). To simplify the computations and interpret the

result, it is useful to write M (@ (kD) in terms of the )\; defined in (C.16) as

O G (14 A A™) = 69650 (1 + Ay A™) + €6 NN + XN 8y — eAU6T N — e, .

The determinant of A7) (k1)
It has the simple expression

can be obtained with the help of any computer algebra package.

1
-, a +EAMAT)?

which is equivalent to
1 g ij 2
As can be seen from the discussion in section C.1, the condition that the 3-metric ee®e®T +

e;e'T be positive definite implies that the determinant of M @ )(kl) is different from zero.
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D Some details about the GNH procedure

D.1 Computing the pullback of (2 to 9,

In order to do this, we have to compute (3.5) for vector fields Y, Z which are tangent to
the primary constraint submanifold 991g. Some of the components of these fields on 9ty can
be obtained from the primary constraints by computing their directional derivatives and
requiring them to be zero, so by plugging these particular components into the canonical
symplectic form we get the sought for pull-back. The only unfamiliar directional derivatives
are those involving embedding-dependent objects (which only show up in the definition of
Px). In order to compute them, one has to use variations as in [15]. In the present case,
from the definition of the momenta (3.1) we get

P, — Ze()=0, (D.1a)
P. — Z()=0, (D.1b)
P, — Zu()=0, (D.1c)
Py Zu()= [ 2Puxc()nZE e, (D.1d)
Py —  Za()=0, (D.1e)
Py —  Zx()-= fz (- Aoy () Zk + eZanx () + enx ()Adivay Zxr)vol, ,  (D.1f)

where nx (-) and ex(-) are embedding dependent objects (which are carefully discussed in
[15]).

If we demand that the components of Z € X(7T(Q) take the values given by (D.1), the
resulting vector field will be tangent to My so its restriction to My, that will be denoted as
Zgy, will be a vector field on M.

Taking into account that Yy' = Yn§ + (TX)qYy* (here (TX)g denotes the tangent
map of the embedding X and the indices a and « refer to ¥ and M respectively) we see
that

enx (Yx) = Yy,
€X(Yx) = Y)Z,

and, hence,

Z (Yy) = fz (~Akyr 2k — £,5 (AYY) + Z0Y¢ ) vol,.,

Plugging the previous results into (3.5), we finally get

w(Z0,Y0) = [ (2Praxce(ZE AYE -YIT A ZE) et

+ Zy(Ya =ty dA)voly = YR (Zn - 155dA)voly ),

which, being closed but degenerate, is a presymplectic form on 9.
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D.2 Rewriting the new secondary constraints (3.17)

The constraints (3.22a) and (3.22b) can be used to rewrite (3.17) in the much simpler
and suggestive form (3.23). To this end, we first use (3.22a) and (3.22b) to rewrite (3.17)
as

eximer (DTE™ + DI'E™) - 2¢)DY + ¢[DI° + €/D™° = 0.

We then use (C.11a) to transform the last two terms of the preceding expression to get
i 1 , 4 . 1 , , y
eximer DUET™ + ieklmeg EMD™ + emeFDIET™ + 5eklmegE’“’ D™ -2¢)DY =0.  (D.2)
The obvious identity
0= eklmDi[mefEﬂ] ,

is equivalent to

(EklmefElm)Dij - eklme{ DikElm + 26klm6§DimEﬂ = 0, (DS)
which, together with (3.22a), allows us to simplify (D.2) to the form (3.23). Notice that,
with the help of (3.22a), we can write (D.3) also in the form

(6klm€§Elm)Dij - EklmeiDjkElm + 2€klm6§Dijil =0. (D.4)
D.3 Some results useful to obtain Z!’

We show that by D-differentiating (3.31) and using (3.29) and the secondary con-
straints, equation (3.32) holds. Indeed, by differentiating (3.31) and using the constraint
De! =0 and the Bianchi identity DF!7 = 0 we get

GIJKLBJ A DZ{,(L = FKMw,gWL - FLth]V[K - GIJKLDBE](FKL - AeK N eL) .
Plugging this now into (3.32) and using (3.29), we obtain
1
GUKLthJ (e[L A FME] _ gAeL AeM A eK) =0,

which holds as a consequence of the constraint (3.25¢).
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