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A B S T R A C T   

Physical vapor deposition of phase-separating alloy films yields a rich variety of distinct self-assembled nanostructures depending on the deposition rate and 
temperature. However, the role of grain boundaries, elastic imhomogeneity, and anisotropy, and surface tension, in the formation of such nanostructures is currently 
not well understood. Here, we employ a phase-field approach that couples the multiphysics of elemental diffusion, elastic misfit and anisotropy, surface tension, and 
grain boundaries with processing parameters, namely deposition rate and temperature, to investigate phase separation and grain boundary evolution in binary alloy 
films. We develop phase-field deposition models of increasing complexity to isolate and analyze the influence of processing parameters on nanostructural transitions 
in vapor co-deposited films. While it is found that such transitions are primarily guided by a minimization of total free energy, our simulation-based insights strongly 
indicate the phenomena of nanostructure selection at faster deposition rates. It is anticipated that the insights gained from this study will provide the much-required 
knowledgebase for establishing nanostructure-level control in the physical vapor deposition of alloy films.   

1. Introduction 

Nanostructural evolution during vapor-deposition of phase- 
separating alloy films is of considerable interest owing to their 
numerous functional properties that can be used in applications such as 
thin-film metallic glasses [1–3], nanoelectronic devices [4,5], and op
toelectronic metamaterials [6,7]. Physical vapor deposition (PVD) is one 
of the techniques that enables the facile synthesis of such films. How
ever, a classical challenge in this arena is the control of nanostructured 
morphologies that are extremely sensitive to processing parameters, 
such as the deposition rate, temperature, and film thickness. In partic
ular, the precise mechanisms that govern nanostructural self-assembly 
in phase-separating alloy films have not been conclusively elucidated, 
as it continues to be a subject of conjecture. Therefore, numerical models 
that can simulate in situ phase separation during vapor co-deposition 
could help deduce the underlying mechanisms that govern the forma
tion of characteristic nanoscaled morphologies in these films. 

In PVD films, a combination of deposition conditions such as the rate 
(υ), temperature, and composition can be varied to synthesize nano
structures that self-assemble into distinct patterns. For example, binary 
immiscible films of equimolar compositions are known to form distin
guishable concentration modulations (CMs), such as vertical concen
tration modulations (VCMs), where the phases separate into layered 
domains [8–12], lateral concentration modulations (LCMs), where the 

domains appear as vertically oriented inter-penetrating shafts [13–18], 
or random CMs that lack any discernible self-assembly [19–21]. How
ever, at non equimolar compositions, aligned rod (AR) morphology, 
where vertically aligned rods of the minority phase grow along the 
deposition direction in a matrix of the majority phase, have previously 
been observed [22–24]. 

Experimental studies that focus on phase-separated nanostructured 
films have their limits as far as deriving processing-nanostructure re
lationships is concerned. Transmission Electron Microscopy (TEM) of 
phase-separating immiscible alloy films [25–28,21] have shown tran
sition from VCM to LCM morphologies with changes in deposition rate 
and temperature. However, a deeper understanding of the mechanisms 
that cause such transitions warrants extensive parametric studies, that 
may not be possible to attain using experimental techniques alone. 
Numerical models are inherently much faster and are, therefore a more 
viable alternative. In the past, numerous studies have attempted to 
correlate the film morphology with the relevant processing parameters 
[29–32]. Early studies by Atzmon et al. [33] and Adams et al. [34] 
suggested that phase separation during film growth is influenced by 
kinetic parameters, such as deposition rate and adatom mobility. The 
role of interfacial energy in inducing morphological transitions from 
LCM to VCM is also reported in these previous works. However, the 
frozen bulk approach used to formulate the deposition models in both 
the above-cited works restrict any phase separation to the film’s surface. 
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This approximation, therefore, overlooks the important physics of 
domain evolution below the film surface which may be prevalent in 
deposition experiments performed at higher temperatures or during 
post-deposition annealing. Lu et al. [35], using 2-D phase-field simula
tions, explored the role of composition and deposition rate on the evo
lution of phase separating domains in PVD films. Their study suggested 
that LCM to VCM transitions occur due to a change in the underlying 
mechanisms from templated growth to uphill diffusion. 3-D studies 
conducted by Ankit et al. [21] further explored the influence of mobility, 
in addition to deposition rate, and showed novel morphologies and 
transients such as mixed and random concentration modulations, which 
were overlooked in the 2-D studies. More recently, 3-D phase-field 
studies on vapor deposition of immiscible alloy films of non-equimolar 
compositions revealed the possibility of other variants, such as 
perforated-VCMs and globular morphologies [24]. The former is a 
layered morphology where the minority phase exists as perforated layers 
alternating with the majority phase, while the latter exhibits globules of 
the minority phase in a matrix of the majority phase. A recent study by 
Raghavan et al. [36] studied self-assembled surface protuberances 
evolving from patterned and randomly formed seed layers in phase- 
separated films. However, a common drawback in all of the models 
discussed thus far lies in their simplicity i.e. these models while making 
several assumptions ignore the multiphysics of lattice misfit, presence of 
grain boundaries, and surface grooving, and their impact on phase 
separation. In a more realistic deposition process, material properties 
such as elastic misfit, grain size, and orientation relationships, as well as 
associated phenomena of surface grooving and protuberance formations 
add further complexities that are non-trivial to comprehend. It is, 
therefore, imperative to formulate novel numerical models that can 
account for multiphysics associated with nanostructural evolution dur
ing PVD of phase-separating alloy films. 

To fill this missing gap in past modeling efforts, here we report 
phase-field models that encapsulate the physics of elastic anisotropy and 
lattice misfit, grain boundaries and grain sizes, and surface energy, on 
the morphological evolution of nanostructured PVD films. We begin by 
leveraging the model developed by Ankit et al. [21,24], henceforth 
referred to as the preliminary model, to simulate nanostructural evolution 
during PVD of a single crystal binary phase-separating alloy film where 
the interfaces between nanosized-domains are assumed to be inco
herent, while the dihedral angle between the surface and the vapor 
phase equals 180◦. Next, we incorporate the contribution of elastic 
misfit energy into this model via a numerical scheme developed by 
Mushongera et al. [37,38] and evaluate the role of misfit strains and 
elastic anisotropy on the film’s nanostructure. Following this, we expand 
the preliminary model to account for grain boundaries to simulate phase 
separation in a polycrystalline film and explore the implications of grain 
size on previously-reported LCM and VCM nanostructures. Finally, we 
explore the role of surface grooving and curvature on phase separation 
during PVD by proposing a ternary regular solution model where the 
concentration of the vapor phase, ϕv, is assumed to be the third order- 
parameter in addition to the other two, namely ϕA and ϕB, that 

represent co-depositing elements. 

2. Methods 

2.1. Preliminary model 

Our numerical approach builds incrementally from a Cahn–Hilliard 
model for simulating phase separation in a binary single crystal alloy 
with no elastic misfit. In this preliminary model, the role of surface 
tension that can lead to the formation of surface grooves and pro
tuberances is ignored. With this assumption, the free energy functional 
that consists of distinct bulk and interfacial energy terms [39], can be 
written as 

F =

∫

Ω

[

f (ϕ) +
1
2

κ|∇ϕ|2
]

dΩ, (1)  

where, the order parameter, ϕ(x, t), denotes the scaled concentration, 
which is dependent on both time and position, such that it varies from 
0.0 in the B-rich β phase to 1.0 at the A-rich α phase [21,24]. For the bulk 
energy term, we employ a double-well formalism, which is commonly 
used for modeling the morphological evolution in spinodally decom
posing alloys, given by 

f (ϕ) =
1
4

Wϕ2(1  ϕ)2 (2)  

where, W is the well height which energetically favors states corre
sponding to ϕ = 0.0 or 1.0, while κ is the gradient free energy coefficient 
that penalizes large gradients in ϕ giving rise to the diffuse interfaces. 
The morphological evolution of phase separating domains can then be 
simulated by solving the equation, 

∂ϕ
∂t

= ∇⋅M∇μ (3)  

where, μ is the chemical potential given by the variational derivative of 
the free energy functional as μ = δF

δϕ, while M is the mobility of the 
diffusing elements which is related to the diffusion coefficient via D =

M ∂2f
∂ϕ2. In this preliminary model, we assume the kinetic parameter to be 

independent of the order parameter. Thus, the evolution equation may 
be rewritten as, 

∂ϕ
∂t

= M∇2δF
δϕ

. (4) 

Using Eqs. (1) and (2), we arrive at the final form of the 
Cahn–Hilliard equation, 

∂ϕ
∂t

= M∇2
[

1
2

W(2ϕ3  3ϕ2 + ϕ)  κ∇2ϕ
]

. (5) 

We simulate the temporal evolution of ϕ by co-depositing new layers 
of A and B starting from a non-decomposed seed of thickness, 20 grid- 

Fig. 1. Schematic diagram illustrating the technique adopted to simulate physical vapor deposition using the preliminary model. Here, Δt is the simulation timestep, 
whereas n denotes the number of iterations elapsed prior to addition of a new layer. 
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points (20Δz), in which the local composition fluctuates about the alloy 
composition via a Langevin noise term. For simplicity, the substrate is 
assumed to be non-reactive. The simulation domain comprises 300 ×

300 grid-points along the x and y directions, while new layers are co- 
deposited in the z-direction until the film’s thickness reaches 300 grid 
points. The deposition rate, υ, is a dimensionless quantity that is 
adjusted by depositing a layer of thickness Δz after every nΔt time in
terval, where n denotes the number of iterations elapsed before addition 
of a new layer (Fig. 1). A fresh layer (with composition fluctuations) of 
thickness Δz is deposited at a frequency of nΔt, where n denotes the 
number of simulation timesteps in between deposition of layers (Fig. 1). 
Thus, the dimensionless deposition rate is given by υ = 1

nΔt. M and υ are 
varied from 0.1 to 0.5 and 0.05 to 0.4, respectively, to explore the role of 
both these kinetic parameters on the nanostructural evolution. A 
detailed account of numerical techniques adopted to solve Eq. (5) is 
available in our previous works [21,24]. All the relevant simulation 
parameters are listed in Table 1. 

2.2. Incorporating lattice misfit 

Phase separation during PVD can induce elastic stresses in the film 
that may have a dominant effect on the nanostructural evolution. The 
evolving nanostructured interfaces can be expected to possess lattice 
misfit energies, while the film itself can be elastically non
–homogeneous. In the present model, these effects can be incorporated 
via a ϕ-dependent elastic energy density term, Eel(ϕ), which is added to 
the total free energy density, 

F =

∫

Ω

[

f (ϕ) +
1
2

κ|∇ϕ|2 + Eel(ϕ)
]

dΩ. (6) 

A stress-free strain or eigenstrain tensor, ∊0
ik, is employed to define 

the elastic energy density, written as 

Eel(ϕ) =
1
2
∑

iklm
(∊ik  ∊→0

ik)Ciklm(∊lm  ∊→0
lm), (7)  

where C→iklm, the stiffness tensor. The elastic constants of the alloying 
components are assumed to be distinct, thereby rendering the system 
elastically inhomogeneous and anisotropic. These are then coupled to 
the ϕ-dependent elastic moduli for the film via an interpolation function, 
h(ϕ) which assumes a value h(ϕ) = ϕ2(32ϕ) [40]. This equation is 

written as, 

Ciklm(ϕ) = Cα
iklmh(ϕ)+Cβ

iklm(1 h(ϕ)), (8)  

where Cα
iklm and Cβ

iklm are the elastic constants of the corresponding pure 
α and β phases. The stiffness tensor, Ciklm, is symmetric under the 
interchange of i, k for l,m and of i,m for k, l, and has symmetries 
reflecting those of the crystalline lattice. The eigenstrain is also coupled 
to ϕ by defining the B-rich β phase as the reference phase, such that its 
eigenstrain vanishes, yielding 

∊→0
ik(ϕ) = (1 h(ϕ))∊0

ik, (9)  

where ∊→0
ik represents coefficients of the strain tensor which is deter

mined by the crystallography of the phases. The eigenstrain is defined as 

∊0
ik = 2

(
aα  aβ

aα + aβ

)

δik, (10)  

where aα and aβ are lattice parameters of the two phases, and δik is the 
Kronecker-delta function. 

In a purely elastic framework, mechanical equilibrium in a coherent 
phase-separated alloy film is achieved when the cumulative elastic 
stresses across the film equate to zero, such that 

∑

k

∂σik(ϕ)
∂xk

= 0, (11)  

where the stresses are given by σik(ϕ) = ∂Eel(ϕ)/∂∊ik. The system of 
equations described by Eq. (6)–(11) is equilibriated five times per phase- 
field time-step (Eq. (3)). This assumption is justified given that the 
elastic state of a material, which changes with the speed of sound, is 
faster than atomic diffusion. 

To assess the effect of elastic anisotropy during phase separation, we 
define the parameter, ξK, which measures the degree of anisotropy due 
to bulk modulus, as 

ξi
K =

2{C44}
i

{C11}
i
 {C12}

i, (12)  

where, C11,C12, and C44 are elastic constants and i ∈ {α,β}, depending on 
the phase that is being considered. ξK > 1 signifies that the corre
sponding phase has a positive elastic anisotropy due to bulk contribu
tions, while ξK < 1 signifies a negative contribution. 

Table 1 
Simulation parameters used for phase-field modeling of nanostructural evolu
tion during PVD of phase-separating binary alloy films.  

Model 
Parameters 

Preliminary 
Model 

Misfit 
Model 

Polycrystal 
Model 

Vapor Phase 
Model 

Free energy 
potential 

W = 4.0  W =

4.0  
W = 4.0  χAv = χBv =

2.7, 2.8 & 3.5      
χAB = 3.5  

Gradient 
parameters 

κϕ = 2.0  κϕ =

2.0  
κϕ = 2.0, κη =

1.0  
κAA = κBB = 4.0      

κAB = 3.0  
Kinetic 

parameters 
M = 0.1, 0.2, 
0.3, 0.4, 0.5  

M =

0.3  
Mb/Mgb =

0.005, 0.06  
DA = DB = 1.2   

Simulation 
Parameters     

Δx = Δy (=
Δz)  

1.0 1.0 1.0 1.0      

Δt  0.015–0.025 0.01 0.01 0.002      

Nx × Ny×

(Nz)  
300 × 300×
(300)  

300×

300  
200× 200  150 × 150×

(200)        

Table 2 
Elastic constants used to simulate nanostructural evolution during PVD of phase- 
separating binary alloy films.  

Elastic Constants (× 1010J/m3)  A B 

Case 1: Elastically homogeneous film   
C11  30.0  30.0  
C12  16.0  16.0  
C44  7.0  7.0   

Case 2: Elastic anisotropy in film due to bulk modulus (ξα
K, ξβ

K =

0.44, 2.80)    
C11  48.0  21.0  
C12  16.0  16.0  
C44  7.0  7.0   

Case 3: Elastic anisotropy in film due to shear modulus (ξs =

2.66)    
C11  30.0  30.0  
C12  16.0  16.0  
C44  16.0  6.0   

Eigenstrain, ∊ik  0.15 
%   

R. Raghavan et al.                                                                                                                                                                                                                              



Computational Materials Science 199 (2021) 110724

4

The degree of anisotropy due to shear modulus of the component 
phases, ξs is defined as, 

ξs =
{C44}

α

{C44}
β . (13) 

In the following study, we evaluate phase separation in films with 
zero elastic anisotropy, and with elastic anisotropy due to the bulk 
modulus and shear modulus, respectively. The principal elastic moduli 
and misfit eigenstrain imposed on the film in the three cases are listed in 
Table 2. For simulations, we use a domain of size 300 × 300 grid points 
along the x and z directions. The specifics of the deposition model are 
identical to the preliminary model, with the exception that the films are 
simulated in 2-D to simplify the analysis of elastic effects on the evolving 
nanostructure. The corresponding modeling parameters are summarized 
in Table 1. 

2.3. Incorporating grain boundaries 

The effect of grain boundaries on evolution and coarsening of phase- 
separated domains is studied by building a deposition model that de
marcates the grains in a bicrystal film via an additional phase-field 
parameter, η. The revised free energy functional for modeling the evo
lution of phase separate domains in a polycrystalline film can be written 
as 

F =

∫

V

[f (ϕ, ηi)+ κϕ|∇ϕ|2 +
∑n

i
κη|∇ηi|

2
]dV, (14)  

where, the bulk free energy density also depends on the non-conserved 
order parameter, η, in addition to scaled concentration, ϕ, which is 
conserved. Additionally, the overall interfacial energy density is 
composed of η-dependent grain boundary, as well as the ϕ-dependent 
interfacial energy densities. The bulk free energy density in Eq. (14), 
which is based on a formulation for describing phase separation in 
polycrystalline materials by Ramanarayan et al. [41], is given by 

f (ϕ, ηi) = f (ϕ)+m(ϕ)

{

0.25 +
∑q

i

[


ηi

2

2
+

ηi
4

4

]

+ w∊

∑

i

∑

j>i
ηiηj

}

(15)  

where f(ϕ) is the free energy of a single crystal of composition, ϕ 
assumed to be a double-well potential, as specified by Eq. (2), while the 
second term incorporates the contribution of non-conserved parameters, 
ηi, such that f(ϕ, ηi) = 0 at 2q degenerate minima. w∊ is a constant and 
m(ϕ) is a composition-dependent function given by 

m(ϕ) = 1+ 0.1ϕ2  2ϕ2(1  ϕ)2
. (16) 

Based on variational principles, the kinetic equations for ϕ and η can 
be written as 

∂ϕ
∂t

= ∇⋅M(ηi)∇
δF
δρ, and (17)  

∂ηi

∂t
=  L

δF
δηi

=  L
[

∂f (ρ, ηi)

∂ηi
 2κη∇

2ηi

]

, (18)  

where, the η-dependent atomic mobility [42] is given by, 

M(ηi) = Mb + 4Mgb

[
∑

i,j>i
η2

i η2
j

]1/2

, (19)  

such that Mb represents the constant atomic mobility within the grain, 
whereas Mgb is a distinct pre-factor that controls atomic mobility within 
the grain boundaries. In Eq. (18), L is a relaxation parameter that con
trols the dynamics of grain boundaries. 

Using Eqs. (17) and (18), we model PVD of an alloy film with grain 
boundaries that are vertically oriented along the deposition axis (z). 

Periodic boundary conditions are imposed along the edges that are 
aligned along x-axis and no-flux along the domain edges parallel to the 
deposition axis (z). The 2D simulation domain spans 200 × 200 grid- 
points along the x and z directions. For simplicity, we assume that the 
deposition temperature is sufficiently low to minimize lateral grain 
boundary motion. We simulate phase separation during vapor co- 
deposition by varying process parameters such as the deposition rate, 
υ, bulk, and grain boundary atomic mobilities. Non-dimensionalized 
values of deposition and system parameters are listed in Table 1. 

2.4. Incorporating film surface 

In this section, we discuss a ternary Cahn–Hilliard model to explore 
the influence of surface contact angles on the nanostructural evolution 
of binary phase-separating alloys films (A-B) comprising of A-rich and B- 
rich domains, while the vapor constitutes the third phase [39,43,44]. 
The evolution of the film nanostructure is driven by a phenomenological 
minimization of the total free energy re-written as 

F =

∫

V
Nv

[
f (ϕA,ϕB,ϕv) + κA(∇ϕA)

2
+ κB(∇ϕB)

2
+ κv(∇ϕv)

2]dV, (20)  

where, Nv is the number of molecules per unit volume (assumed inde
pendent of composition and position) and κi (i = A, B, and v) are the 
gradient energy coefficients associated with the concentration field. The 
order parameters, ϕA and ϕB, denote the scaled concentrations of the 
alloying elements, A and B in the film, while ϕv corresponds to the vapor 
phase which is in contact with the film’s surface. In the interest of mass 
conservation, the sum of the order parameters is constrained to be unity 
by imposing 

ϕA +ϕB +ϕv = 1. (21) 

The chemical free energy per molecule, f(ϕA,ϕB,ϕv), corresponds to a 
regular solution, such that 

1
kBT

f (ϕA,ϕB,ϕv) =
∑

i∕=j

χijϕiϕj +
∑

i
ϕilogϕi, (22)  

where, χij (i,j = A, B, v; i ∕= j) is the pairwise interaction energy between 
the components, kB is the Boltzmann constant, and T, the absolute 
temperature. An expanded form of Eq. (22) can be written as 

f (ϕA,ϕB,ϕv) = kBT[χAB ϕAϕB + χBv ϕBϕv + χAv ϕAϕv + ϕA logϕA + ϕB logϕB

+ ϕv logϕv].

(23) 

We can eliminate one of the field variables by replacing ϕv with 
1ϕA ϕB in Eq. (23), and rewriting it as 

f (ϕA,ϕB) = kBT[χAB ϕAϕB + χBv ϕB(1  ϕA  ϕB) + χAv ϕA(1  ϕA  ϕB)

+ ϕA logϕA + ϕB logϕB + (1  ϕA  ϕB) log (1  ϕA  ϕB)].

(24) 

The chemical potential of A-rich and B-rich phases are obtained by 
deriving the variational derivatives of the free energy functional in Eq. 
(22) with respect to ϕA and ϕB, such that 

μA =
δF
δϕA

=
∂f

∂ϕA
 2κAA∇

2ϕA  2κAB∇
2ϕB (25)  

and 

μB =
δF
δϕB

=
∂f

∂ϕB
 2κBB∇

2ϕB  2κBA∇
2ϕA, (26)  

where, κAA = κA + κv, κBB = κB + κv, and κAB = κBA = κv. 
The kinetics of phase separation is given by 
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∂ϕi

∂t
= ∇⋅J ′

i, i = A,B, v (27)  

where J′

i is the total flux of each component in the system. We adopt a 
formulation that incorporates the net vacancy flux, J∘, during the 
diffusion process as reported earlier by Kramer et al. [45,46] and 
Bhattacharyya et al. [47,48], to obtain the net flux of each component, i, 
given by 

J ′

i = Ji +ϕiJ∘ i = A,B, v. (28) 

Ji is given by 

Ji = Mi∇μi i = A,B, v (29)  

where, μi and Mi are the chemical potential per site and Onsager coef
ficient of the ith component, respectively. The vacancy flux, J∘, is given 
by 

J∘ = (JA + JB + Jv). (30) 

By substituting Eq. (30) and (28) in Eq. (27) and using the 
Gibbs–Duhem relationship [46,48], we arrive at the following expres
sions for the temporal evolution of A- and B-rich phases: 

∂ϕA

∂t
= MAA∇

2[∂f
/

∂ϕA)  2κAA∇
2ϕA  2κAB∇

2ϕB
]
+MAB∇

2[∂f
/

∂ϕB)

 2κBA∇
2ϕA  2κBB∇

2ϕB
]

(31)  

and 

∂ϕB

∂t
= MBB∇

2[(∂f
/

∂ϕB) 2κBB∇
2ϕB  2κBA∇

2ϕB]

+MAB∇
2[(∂f

/

∂ϕA) 2κAB∇
2ϕB  2κAA∇

2ϕA], (32)  

where, MAA and MBB are the atomic mobilities of A and B atoms in non- 
A-rich and non-B-rich phases, respectively, while MAB and MBA are 
mobilities of A atoms in B-rich phase and B atoms in A-rich phase, 
respectively [46,47]. These are coupled to the diffusion coefficients of 
the alloying components, Di, by extending the Nernst-Einstein relation 
to a ternary system [49], 

Mii =
1

kBT
Diϕi(1ϕi) i, j = A,B, v (33)  

and 

Mij =
1

kBT
Diϕiϕj i, j = A,B, v i ∕= j (34) 

We solve Eq. (31) and (32) by first non-dimensionalizing the pa
rameters using the relation l* = (κi/2kBT)1/2Δx and t* = (kBT/M*

ii l∗2)

where l* and t* are the characteristic length and time, respectively, and 
M*

ii is the dimensional value of mobility for phases i = A, B. The 
dimensionless forms of the equations are solved via an explicit finite 
difference scheme for temporal and spatial derivatives. 

In vapor-deposited films where the nanostructural evolution is 
characterized by the formation of phase-separating domains, interfacial 
energies play a dominant role in the morphological self-assembly. The 
role of excess energies at the interphase and surface boundaries can be 
quantified by measuring contact angle, θ, at the steady-state, which is 
governed by a balance of forces at the triple junction of A, B, and vapor 
phases. This is encapsulated within Young’s equation as 

θ = 2 cos1
(

σAB

2σpv

)

(35)  

where θ is the surface contact angle, σAB is the interfacial energy be
tween the phase-separated pure domains of A and B, while σpv equals the 

energy of film surface which is in contact with the vapor phase. Here, p 
denotes either the A-rich or the B-rich phase, depending on which of the 
two constitutes the surface that is in contact with the vapor. We would 
like to clarify that the interfacial energies of either domain that are in 
contact with the vapor are assumed to be equal, which in turn leads to 
the formation of symmetrical surface grooves. 

The excess energy at the interface between two phases, defined by 
components, A and B, is given by the expression [39], 

σAB = 2Nvλ[kBT]1/2
∫ ϕB

ϕA

(f (ϕ))1/2dϕ (36)  

where Nv denotes the number of molecules per unit volume, and λ is the 
interaction distance, which is related to the intermolecular distance and 
is assumed to be a constant for the alloy. ϕ is the composition field that 
varies in magnitude from ϕA within the A-rich phase to ϕB within the B- 
rich phase. This equation is solved by approximating the interfacial 
energy based on the bulk free energy at its maximum value [39], given 
by 

σAB ∼ 2Nvλ[kBTC]
1/2π

2
(ϕ  ϕe)[f (ϕ)]

1/2
max×

[

1 

(
π
2


4
3

)
T
Tc

]

(37)  

where ϕe is the equilibrium value attained by ϕ when the system reaches 
a steady-state. In a binary system, a single order parameter, ϕ, which 
varies from A-rich and B-rich phases, is sufficient to define its compo
sitional layout. However, in a three-component system with an addi
tional vapor phase, the excess energy at the interface would depend on 
not one but two order parameters that operate independently from one 
another. This renders the calculation of interfacial energy from Eq. (36), 
and therein, the contact angle, non-trivial. However, a relationship be
tween the excess energy associated with the interphase or surface 
boundaries and the interaction parameters corresponding to the alloy is 
known as per Eq. (37). We, therefore, assign a dihedral angle by tuning 
the values of the interaction parameters corresponding to the α-β and 
film-vapor interfaces. We assign χAB = 3.5, while χAv and χBv are 
assumed to be 2.7, 2.8, and 3.5. To accurately determine the dihedral 
angles that emerge by tuning the χ-values, we track the triple-point 
angle as the interfaces relax to a steady-state configuration. An in- 
depth discussion on determination of dihedral angles is provided in 
Appendix A. Based on the combinations of χ listed above, we deduce 
dihedral angles of 32◦,51◦, and 117◦. Parameters assumed for simulating 
deposition using the phase-field model described in this section are lis
ted in Table 3. 

Phase-field simulations of PVD are performed in a three-dimensional 
domain with 150 grid-points each along the x- and the y-axes, and a 
maximum of 200 grid-point along the deposition axis, which is aligned 
along the z-direction. Grid-size in realistic lengthscale equals 1.1 nm, 
which is calculated based on observed interface widths and morpho
logical phase-separated domains in vapor-deposited immiscible Cu-Mo 
and Cu-Ta alloys [27,21,50]. An initial condition, consisting of a seed 
layer of thickness 20Δz is used. The top half of the simulation space is 
assigned as the vapor phase, thereby allowing for a 50/50 split in the 
space by volume. To simulate deposition, a non-decomposed seed layer 
is added every few timesteps, nΔt, which leads to a temporal increase in 
the film’s thickness. The seed layer is added at the juncture of the 
interface between the vapor and the film, at ϕv = 0.5. To compensate for 

Table 3 
Interaction parameters and the measured dihedral angles from steady-state 
simulations shown in Fig. A.1.  

Simulation Interaction parameters Measured θ  

a χAv = χBv = 2.7, χAB = 3.5  31.67◦

b χAv = χBv = 2.8, χAB = 3.5  50.90◦

c χAB = χAv = χBv = 3.5  117.16◦
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the loss in the relative volume of the vapor phase, the vapor half of the 
simulation box is incremented by 1Δz. A schematic diagram illustrating 
this simulation technique is shown in Fig. 2. A complete specification of 
the thermodynamic and kinetic parameters incorporated in this model 
are listed in Table 1. 

3. Results and discussion 

In this section, we discuss the evolution of nanostructured domains 
in PVD of phase-separating alloy films as simulated using the models 
describe in the previous section. We first discuss the case of a simple 
monocrystalline film, where elastic misfit and surface effects are 
assumed to be negligible. Then we introduce the physics of elastic misfit, 
along with elastic anisotropy using the model outlined in Section 2.2, 
and discuss their effects on the evolution of characteristic nano
structures. We then extend our approach to account for film poly
crystallinity and address the influence of grain boundaries on the 
evolution of nanostructured films. Finally, we explore the role of the film 
surface and the associate dihedral angles, in causing surface undulations 
and growth of protuberances that have previously been observed in 
experiments. 

3.1. Influence of deposition rate and mobility 

For the sake of context and completeness, here we briefly recapitu
late our previous findings pertaining to vapor-deposited films of 
composition 50 at.% B [21]. At a mobility value, M = 0.3, and a slow 
deposition rate of υ = 0.089, the film self-assembles into LCM, where 
the α and the β domain boundaries that are aligned parallel to the 
deposition axis are bi-continuous in the perpendicular 2D slices, as 
shown in Fig. 3(a). Isosurfaces representing the α-β interface of the LCM 
nanostructures appear to be vertically-oriented (Fig. 3(d)), revealing the 
bi-continuous characteristic along the horizontal plane. This bi- 
continuity remains largely intact with an increase in the film thick
ness. A slow deposition rate, in this case, ensures that the co-deposited 
elements phase-separate into α and β regions well before new layers 
have been added, which ultimately results in a lateral domain alignment 
where penultimate layers serve as a template to drive successive phase 
separation in the freshly deposited layer. 

Increasing the deposition rate to υ = 0.2, without altering the 
composition or mobility, yields VCM nanostructures where the con
centration modulations are observed across α and β layers stacked along 
the deposition axis, as depicted in Fig. 3(c). The alignment of interfaces 
in the vertically-modulated structure in Fig. 3(f) shows a periodic 
oscillation of concentrations along the deposition axis. A faster deposi
tion rate does not allow the preexisting layers to achieve their respective 
equilibrium concentration values. This leads to an interlayer diffusion 
between the penultimate and the freshly deposited layers, ultimately 
causing VCMs. 

At υ = 0.133, a mixed structure that comprises of a mixture of the 
VCMs and LCMs, evolves, as shown in Fig. 3(b). The alternating blue and 

red isosurfaces in Fig. 3(e) show an initial tendency toward the forma
tion of VCM regions, which then transition into green isosurfaces rep
resenting an LCM interface towards the top. Such a mixed morphology is 
found to evolve in a narrow region sandwiched between VCM and LCM 
in the morphology map shown in Fig. 3(i). 

Decreasing the mobility to M = 0.2 and increasing the deposition 
rate to above υ = 0.25 results in decomposition from an ordered VCM 
morphology to a random bi-continuous nanostructure without any 
evident self-assembly, as seen in Fig. 3(g). This is substantiated by 3D- 
modulated interfaces in Fig. 3(h) that grow finer in the upper layers of 
the film. Evidence of such a morphology can be seen in the RCM mor
phologies of Cu-Mo films [21], where the films more closely resemble 
the nanostructures that may arise in bulk processing, such as in spinodal 
alloys. 

An in-depth parametric study performed within a range of deposition 
rates and mobilities yields a morphology map that demarcates film 
morphologies as a function of these parameters, as shown in Fig. 3(i). 
This map depicts the range of processing parameters for which the LCM, 
VCM, mixed LCM-VCM (L-V), and the random (R) nanostructures 
evolve. When υ = 0.15, random nanostructures evolve at low M = 0.1, 
LCMs at high M = 0.5, and mixed (L-V) and VCMs in the intermediate 
mobility ranges. The mixed nanostructures are observed in a narrow 
region bounded by the formation of LCMs and the VCMs. However, this 
region appears to broaden as the mobility increases. Overall, we observe 
that the morphology map shifts upward as the mobility increases. Our 
simulation-based insights are duly corroborated by experimental find
ings reported in [21], where the formation of all these distinct mor
phologies appear to be strongly dependent on temperature, which is 
related to atomic mobility, at an equal deposition rate. 

3.2. Influence of elastic mismatch and elastic anisotropy 

We first discuss the three cases of elastic anisotropy, the parameters 
for which are listed in Table 2. Following this, we evaluate the effect of 
elastic anisotropy on the interface orientation in LCM and VCM nano
structures. We then study the effect of deposition rate on phase sepa
ration and deduce a parametric space where anisotropic effects on the 
domain formation are negated by deposition rate. We maintain a con
stant ∊0

ik of 0.15% for all simulated deposition studies in this section. 
When the film is elastically homogeneous, the morphology of the 

evolving film shows almost no deviation when compared to corre
sponding nanostructure simulated using the preliminary model reported 
in Section 3.1. As shown in Fig. 4(a), LCM and VCM nanostructures form 
at small and large deposition rates, respectively. However, the deposi
tion rates required to obtain either of these nanostructures is notably 
larger, when compared to the ones in Fig. 3i. In fact based on a side-by- 
side comparison of film nanostructures, we observe that a large eigen
strain, which is associated with the elastic misfit, slows down the ki
netics of phase separation, leading to a net increase in deposition rates at 
which LCM and VCM nanostructures evolve. 

Fig. 2. Schematic diagram showing the surface undulation caused due to consideration of film surface in simulating the nanostructural evolution during PVD of 
binary alloy films. Deposition rate, υ = 1/nΔt. 
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In the second case study shown in Fig. 4(b), the film is assumed to be 
elastically inhomogeneous and anisotropic such that the bulk moduli of 
the decomposing phases are highly disparate. We incorporate an 
anisotropy of ξα

K, ξ
β
K = 0.44, 2.80, while maintaining the same ∊0

ik. We 
observe that cube-shaped domains of the α-phase evolve within a matrix 
of the softer β-phase at a low deposition rate, while layered domains are 
observed to a limited extent at a higher deposition rate (Fig. 4(b)). A 
complete absence of LCM nanostructure at low deposition rates infers a 
dominating influence of elastic anisotropy on morphological evolution 

as it penalizes the formation of interfaces along the deposition axis. A 
cubical shape of the harder α phase shows that elastic relaxation along 
the principal axes is responsible for this phenomenon. It must be noted 
that although the elastically favorable directions for the α-phase lie 
along the {11} crystallographic planes, the cubic domains tend to show 
a preference for alignment parallel to the {10} and {01} planes during 
film deposition, a trend which is also seen in bulk phase-separations in 
alloys with elastic anisotropy due to the bulk modulus [51]. However, at 
a faster deposition rate, VCM nanostructures continue to evolve, 

Fig. 3. Morphological evolution of films of 50 at.% B composition. Side view of 3D film nanostructures of 50 at.% B composition. The different morphologies that 
evolve are (a) LCM, (b) VCM, (c) mixed LCM and VCM, and (g) random bicontinuous. (d), (e), (f) and (h) show isosurfaces representing α-β phase boundaries. (i) 
shows a process-dependent morphology map generated based on a parametric study for a film of composition, 50 at.% B. 
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Fig. 4. Morphological evolution of 
films of 50 at.% B composition. (a) 
Elastically homogeneous and isotropic 
film deposited at υ = 0.04 (above) and 
υ = 0.2 (below), (b) Non
–homogeneous film with elastic 
anisotropy due to bulk modulus (ξα

K,

ξβ
K = 0.44, 2.80) deposited at υ = 0.04 

(above) and υ = 0.2 (below), and (c) 
Non–homogeneous film with elastic 
anisotropy due to shear modulus (ξs =

2.66) deposited at υ = 0.04 (above) 
and υ = 0.2 (below). ∊0

ik = 0.15%. 
Initial condition for every simulation 
above is composed of a noisy seed 
layer of thickness 20Δz. Arrows indi
cate axes and planes.   
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suggesting that for this case, the time available for elastic relaxation 
before a new layer is deposited is smaller. Thus, at such fast deposition 
rates, the formation of nanostructure proceeds similar to elastically 
isotropic films. 

When the film is assumed to be elastically inhomogeneous and 
anisotropic, the latter arising due to a large difference between the shear 
moduli of the two decomposing phases, the morphology of the evolving 
film is distinct when compared to preceding cases, as shown in Fig. 4(c). 
Here, we incorporate a shear anisotropy of ξs = 2.66 while the ∊0

ik is 
unchanged. However, it is coupled to the shear moduli and therefore 
impacts the phase evolution along both axes. At slow deposition rates, 
the harder α-phase form cubic domains, with a preferential alignment 
parallel to the elastically favorable {10} and {01} crystallographic 
planes. At a faster deposition rate, we observe domains of the hard phase 
that appear similar to those observed during phase separation under a 
comparatively lower shear anisotropy. This result suggests that fast 
deposition rates may not allow the formation of layered morphology, 
similar to the second case, but does mitigate the influence of elastic 
anisotropy caused due to shear moduli. 

To characterize the simulated nanostructures based on interface 
orientation, we employ a dimensionless aspect ratio metric [40,37], 
which is defined by the following expression, 

AR =
L[01]

L[10]
, (38)  

where L[01] denotes the component of the αβ interface which is ori
ented primarily along the direction of the [01]-crystallographic plane, 
and L[10] denotes the component of the interface which is oriented pri
marily along the direction of the [10]-crystallographic plane. The 
orientation relationship between an unknown interface orientation and 
the gradient of the phase-field parameter, ϕ is given by the unit vector, 

n̂ ≡
∇
→

ϕ

|∇
→ϕ|

. (39)  

The length of interfaces oriented along a crystallographic plane parallel 
to the unit vector, ô, is calculated using [40], 

Lô =
1

2w

∫

{h(ϕ)h(1ϕ)Θ(n̂.ô  cos(ϑ))}dV, (40)  

where w is the interface width and Θ(x) is a step-function which assumes 
a value of 1 if x⩽0 and 0 if x > 0. ϑ, which quantifies the uncertainty 
angle that is used to determine the interface orientation, is assigned a 

value of π/4 in all the simulations reported in this section. A plot of the 
effect of elastic anisotropy due to bulk moduli (ξα

K,
β = 0.44, 2.80) on the 

aspect ratio of phase-separating domains is shown in Fig. 5. When 
comparing the alignment of interfaces in Fig. 5(a) with 5(b), it can be 
inferred that the presence of elastic anisotropy significantly impacts the 
film’s nanostructure as depicted by a lowering of the peak aspect ratio. 
This finding strongly supports our hypothesis that elastic anisotropy 
modulates the transition from classical LCM to VCM nanostructures of 
phase-separating alloy films. Upon plotting the temporal evolution of 
strain gradients during the annealing of a film deposited at υ = 0.04, we 
observe the direction of diffusional flux pointing towards the softer 
phase, as shown in Fig. 6. As time evolves, the diffusion of atoms causes 
the re-assembly of the VCM layers into cubical domains. During evolu
tion, misfit strains within the film are minimized, as seen by the net 
reduction in the strain energy gradient in the illustrated region of the 
film. This behavior confirms our hypothesis that a faster deposition rate 
does not allow sufficient time for strain-relaxation to fully occur, due to 
which VCM-like nanostructures form, as shown in Fig. 6(a). However, 
when the film is annealed, the strain-relaxation that guides the atomic 
diffusional flux facilitates a transition from VCM to a cubic 
nanostructure. 

3.3. Influence of grain boundaries 

In this section, we discuss the implications of incorporating grain 
boundaries into our model, as described in Section 2.3, and how they 
impact the formation of phase-separating domains. We first simulate the 
evolution of these nanostructured domains in polycrystalline films 
deposited at distinct rates. It is well known that grain boundaries pro
vide fast atomic diffusion pathways. Therefore, our model assumes that 
the atomic mobility of atoms within the grain is three orders of 
magnitude smaller than the corresponding value along the grain 
boundaries, or Mb = 0.005Mgb. To avoid any complexities caused due to 
grain coarsening, the grain boundaries are rendered immobile by 
assuming a small relaxation coefficient, L = 0.1. Under these assump
tions, we observe LCM nanostructures forming along the grain bound
aries, regardless of the deposition rate, as shown in Fig. 7. At a moderate 
deposition rate of υ = 0.005, the width of the LCM region is narrowed 
with the VCMs forming predominantly away from the grain boundaries. 
Such a film morphology, where the VCMs are confined within LCMs, is 
reminiscent of the mixed nanostructure simulated in absence of grain 
boundaries, as shown in Fig. 3(b) and (e). At a fast deposition rate of υ =

0.014, VCMs in the grain interior gives way to a random bicontinuous 
nanostructure that is confined within the LCMs forming adjacent to the 

(b)

(L
01

/L
10

)

Fig. 5. Interface orientation measured as a function of deposition rate for (a) Homogeneous and elastically isotropic film, (b) Non–homogeneous film with elastic 
anisotropy due to bulk modulus (ξα

K ,
β = 0.44, 2.80). ∊0

ik = 0.15%. 
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grain boundaries. From these observations, we infer that assuming a 
large Mgb/Mb ratio, which renders the mobility of atoms within the film, 
non–homogenous, causes the formation of such mixed nanostructures. 
Clearly a larger Mgb relative to the Mb ensures that phase separation 
starts along the grain boundaries, as the decomposition in the grain 
interior lags, resulting in the confinement of VCM and random 

nanostructures. 
To better understand the competing mechanisms of phase separation 

at the grain boundaries and grain interior, we assume that the atomic 
mobility of atoms within the grain is now two orders of magnitude 
smaller than the corresponding value along the grain boundaries, or 
Mb = 0.06Mgb, while all other simulation parameters remain un

(b) (c)

(a)

Fig. 6. Effects of annealing on domain restructuring in film with elastic anisotropy due to bulk modulus (Fig. 4b) deposited at υ = 0.04. (a) shows the as-deposited 
film, (b) depicts a small region of (a) where VCM layers of the α (blue) phase reorganize into a cubic domain during annealing. (c) shows arrows indicating the 
direction of atomic flux guided by the s.train gradients. 
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Fig. 7. Morphological evolution of polycrystalline films of 50 at.% B composition, grain-width 50 nm for atomic mobility ratio, Mb/Mgb = 0.005, and L = 0.1 at (a) 
slow deposition rate, υ = 0.0025, (b) medium deposition rate, υ = 0.005, and (c) fast deposition rate, υ = 0.014. 

Fig. 8. Morphological evolution of polycrystalline films of 50 at.% B composition and grain-width 50 nm corresponding to atomic mobility ratio, Mb/Mgb = 0.06, 
and L = 0.1 at (a) fast deposition rate, υ = 0.2, and (b) slow deposition rate, υ = 0.09. 
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changed. Under these conditions, we note that phase separation first 
occurs along the grain boundaries. However, at a fast deposition rate, 
υ = 0.2, VCM-like nanostructures start to evolve at grain boundaries, as 

opposed to LCM. This leads to the formation of undulated VCM nano
structure which resembles chevron patterns, that have previously been 
reported to exist in PVD nanostructures of Cu-Fe films by Derby et al. 

Fig. 9. Interface orientation in polycrystalline films measured as a function of the grain size for (a) Mb/Mgb = 0.06 and L = 0.1 at υ = 0.2, and (b) Mb/Mgb = 0.002 
and L = 0.1 at υ = 0.005. 

(a) (b)

(c) (d)

(a) (b) (c)
gb = 8 x gb = 11 x gb = 16 x

Fig. 10. Morphology of film nanostructures simulated by assuming distinct grain boundary widths, δgb, that equal (a) 8Δx, (b) 11Δx, and (c) 16Δx. (d) Corre
sponding variations of η plotted orthogonal to the grain boundary. Other simulation parameters correspond to Fig. 7(a), where Mb/Mgb = 0.005, L = 0.1 and υ =

0.0025. 

R. Raghavan et al.                                                                                                                                                                                                                              



Computational Materials Science 199 (2021) 110724

13

[52]. The characteristic V-shape of these nanostructures can be observed 
in our phase-field simulations reported in Fig. 8(a). However, chevron 
VCMs give way to LCMs when υ is reduced by half, as shown in Fig. 8(b). 
Apparently, deposition rate plays a crucial role in the simulated transi
tion from a chevron VCM to LCM film nanostructure. Additionally, the 
amplitude of undulations in chevron VCMs are observed to be sensitive 
to grain size which implies grain boundary confinement of film nano
structures. Increasing the Mb by an order of magnitude causes this 
confinement effect of grain boundaries to cease, such that the nano
structural transitions are no longer affected by grain size. To evaluate 
the effect of grain size on the orientation of interfaces in these nano
structured films, we apply the same aspect ratio metric that was used in 
Section 3.2 to characterize interfaces orientation. Based on this metric, a 
larger aspect ratio is expected when the interfaces are primarily oriented 
perpendicular to the deposition axis (vertical). On the contrary, a pre
dominant alignment of interfaces along the deposition axis would lead 
to smaller aspect ratios. As shown in Fig. 9(a), we observe that the 
spacing between chevron or V-shaped undulation increase with grain 

size resulting in a steady increase in the aspect ratio. A similar trend is 
also observed for VCM film nanostructures, as shown in Fig. 9(b). 

Finally, to ascertain the role of grain boundary width, δgb, on the 
evolving nanostructures, we perform phase-field simulations of LCM 
growth by assuming distinct grain boundary width, δgb. Although the 
morphologies of deposited films simulated at distinct δgb are distin
guishable from one another, the LCM nanostructure is found to remain 
intact. However, in such cases, the thickness of the deposited film be
comes of paramount importance since assuming a larger interface width 
that is related to grain boundary interfacial energy, alters the ratio of 
surface and interfacial energies, which ultimately determines the film 
thickness at which VCM to LCM transitions occur, as simulated in Fig. 10 
(c). 

3.4. Influence of vapor phase 

Based on the no-flux boundary conditions imposed along the top 
edge of the computational domain, all the above-reported phase-field 

Fig. 11. Evolution of phase-separated domains in codeposited films with a free surface exposed to the vapor phase with a contact angle, θ = 120◦. Deposition rates 
(a) υ = 0.05, and (b) υ = 0.5. A-rich phase is shown in blue while the B-rich phase in red. 

h ( )

7

Fig. 12. 3D simulations showing the phase-separated nanostructured domains in simulated films at different dihedral angles (a) θ ∼ 32◦, (b) θ ∼ 51◦, and (c) 
θ ∼ 117◦. (d) shows a plot of the film density as a function of film height, h (given in terms of grid spacing, Δx). 
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simulations implicitly assume a dihedral angle of 180◦. Thus, we ignore 
the role of the film surface, particularly the dihedral angle, that can 
influence phase separation of nanostructured domains during PVD. 
Here, we examine the influence of surface energy by simulating the 
nanostructural evolution of vapor-deposited films at distinct deposition 
rates. First, we impose a dihedral angle equal to 117◦ by assuming χAB =

χAv = χBv, and simulate phase separation during co-deposition in a 
three-phase system with two alloy phases and a vapor phase, as 
described in Section 2.4. At a slow deposition rate, υ = 0.05, the phase- 
separating domains evolve into a LCM morphology (Fig. 11(a)). How
ever, at υ = 0.5, a VCM nanostructure evolves (Fig. 11(b)). The surface 
grooves that form at the triple-junction of phase-separated domains and 
the vapor phase are predominantly observed in LCM film 
nanostructures. 

While the deposition rate and atomic mobility govern nanostructural 
evolution in PVD films, the ratio of surface and the domain boundary 
energies impacts the dihedral angle, thereby giving rise to surface un
dulations and grooves. However, it is remarkable that by merely altering 
this ratio such that θ ∼ 0◦, distinct film nanostructure replete with 
crevices, protuberances, and voids form, as shown in Fig. 12(a). When 
θ ∼ 51◦, the surface undulations and voids within the thickness of the 
film, decrease. At a larger θ ∼ 117◦, the film is almost entirely free of 
voids and undulations. Our observations are confirmed by the plot of the 
planar film density, ρ, as a function of the film height, as shown in 
Fig. 12(d). Here, ρ measures the normalized density of the film in a 2-D 
plane perpendicular to the deposition axis, and ranges from a maximum 
value of 1.0 in planes with no voids, to a lower limit below 0.1, which 
represents the vapor phase. When θ ≈ 32◦, ρ decreases steeply from a 
maximum value of 1.0 at h = 30Δx. At θ ≈ 51◦, ρ drops more gently 
with an increase in film thickness. When θ = 117◦ , ρ maintains a con
stant value of ∼ 1.0 within the thickness of the film and drops to its 
lowest value closer to the surface. 

3.5. Criteria for morphological transitions 

In analyzing the different nanostructural variants that evolve in our 
phase-field simulations, we note that the phase separation of domains is 
primarily guided by deposition rate and atomic mobility. Additionally, 
elastic properties, the presence of grain boundaries, and the grooving of 
film surface are also found to impact the evolution of film nano
structures. The distinct modeling approaches reported in this work allow 
us to explore the influence of each of these phenomena in isolation, 

thereby, advancing our basic understanding of mechanisms of phase 
separation in vapor-deposited alloy films. However, at the same time, it 
also presents us with the challenge of deducing a common underlying 
criterion that governs nanostructural self-assembly during PVD. There
fore, to address this challenge, we finally plot the total energy of the 
films, which may comprise of chemical, interfacial, and elastic energies 
depending on the model, as a function of the deposition rate, as shown in 
Fig. 13. In doing so, we ensure that the simulation data, although ob
tained using distinct models, incorporate a common set of process and 
material parameters, including the atomic mobilities, interfacial en
ergies, and the simulation domain size. We observe that as the deposi
tion rate increases, the total energy first increases followed by 
intermittent dips, before starting to increase again. Although the 
magnitude of energies varies across models, we observe that morpho
logical transitions irrespective of the model always occur at extrema. For 
the preliminary model described in Section 2.1, the LCM transitions into 
VCM at υ = 0.14, which corresponds to the value of deposition rate 
where the slope changes. For the polycrystalline model described in 
Section 2.3, we observe multiple peaks and troughs within this region, 
indicating that the presence of grain boundaries can cause several 
nanostructural transitions during PVD. The plot of total energy corre
sponding to the elastic misfit model described in Section 2.2 shows a 
trend similar to the preliminary model around υ = 0.1 and 0.14, how
ever, the variation of energies across different nanostructural variants of 
the deposited film are found to be larger. The overall energy of the film is 
also found to be the maximum of all the other models considered, given 
that the elastic energy is added to the interfacial and chemical energy 
densities, as indicated by the free energy functional 6. On the contrary, 
upon accounting for film surface using the model described in Section 
2.4, the nature of the plot appears to be distinct with respect to other 
models since morphological transitions, in these cases, are now also 
guided by the variations in surface energy which is added within the 
total energy density, as per functional 20. A second commonality among 
the different models is the overall increase in the energy of the film as 
the deposition rate increases, as the number of extrema reduces. In all 
certainty, such a trend indicates a predominance of kinetics, particularly 
deposition rate, over thermodynamic factors, such as interfacial and 
chemical free energies, in determining the self-assembly of film nano
structures. Smaller numbers or a complete absence of peaks at large 
deposition rates imply an interesting nanostructural selection phenom
enon when the processing is dominated by kinetic factors, as opposed to 
other variants that evolve at slow deposition rates. Raghavan et al. [24] 
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Fig. 13. Total film energies (E) plotted as a function of deposition rate (υ) corresponding to nanostructures simulated using the models described in Sections 2.1, 2.2, 
2.3, and 2.4. Arrows indicate the deposition rate at which morphological transitions occur. 
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hypothesized in prior work, that with increasing deposition rates, 
morphological transitions in phase-separating films are driven by an 
intrinsic need to minimize the domain boundary energy. In this study, 
we observe evidence validating the hypothesis while asserting the role of 
elastic energy, grain boundary energy and surface energy, which along 
with the domain boundary energy, drive the morphological transitions 
that facilitate total energy minimization. 

We note that morphological transitions in phase-separating films 
under experimental conditions may exhibit different degrees of the 
morphological transitions and domain-specific features discussed in the 
previous sections because the phenomenon is governed by numerous 
other deposition-related and material-specific parameters which are 
beyond the scope of this article. For instance, we have not considered the 
angle of approach of the elemental components when they impinge upon 
the film surface. We also do not take into account dislocations, and other 
kinds of defects that commonly plague monocrystalline and poly
crystalline films. However, we believe that such processing complexities 
do not alter the underlying theory of morphological transitions that are 
typically observed at extrema corresponding to low deposition rates, as 
plotted in Fig. 13. Furthermore, complex hierarchical structures with 
multiple length-scales, such as the Cu-rich islands and Mo-rich FCC- 
superlattice structures within the Cu-rich islands, as observed by Derby 
et al. [53] have not been explored in this article. Modeling efforts in 
these directions are ongoing and shall be reported in future publications. 

4. Conclusions 

We have demonstrated several approaches for simulating nano
structural evolution in phase-separating binary alloy films during PVD. 
Our phase-field models which incorporate the multiphysics of elastic 
misfit and anisotropy, grain boundaries and free surface neatly capture 
the interplay of thermodynamical and kinetic factors that govern phase 
separation for a range of deposition rates. The preliminary model 
showed an evolution of distinct self-assembled morphologies such as 
LCM and VCM, along with mixed nanostructures and random bi- 
continuous nanostructures. Based on parametric studies, we charac
terize the distinct film morphologies and establish nanostructure- 
processing relationships using morphology maps. 

The elastic misfit model increases the complexity of the preliminary 
model, by accounting for elastic heterogeneity and anisotropy in the 
film. We observe that cube-shaped domains of the hard phase form at 
slower deposition rates, while the VCMs are favored at faster deposition 
rates. However, upon annealing, VCM self-assemble into cubic domains 
that align along the principal strain axes. Our findings indicate that a 
faster deposition rate does not allow sufficient time for strain-relaxation 
to fully occur, while the strain-relaxation that occurs during the post- 
deposition annealing facilitates a transition from VCM to a cubic 
nanostructure. 

Our phase-field model which accounts for grain boundaries by 
incorporating short-circuit diffusion pathways highlights the physics of 
confinement of nanosized domains that evolve during PVD of phase- 
separating alloys depending on the grain size and the ratio of atomic 
mobilities. For the first time, we explain the mechanisms by which 
chevron VCMs form and how grain size influences the evolution of such 
novel nanostructures. Our phase-field approach which explicitly models 
the vapor-film interaction shows the importance of small dihedral angles 
which leads to the formation of surface grooves, voids, and pro
tuberances. However, immiscible alloy films comprise of a multitude of 
heterogeneous interfaces, the physics of which, in future, can be incor
porated in the models reported here. 

Finally, we post-process the simulation data gathered using distinct 
multiphysics modeling approaches to deduce unified criteria, which is 
based on total energy minimization, that governs nanostructural tran
sitions during PVD of binary phase-separating alloy films. Our para
metric studies infer that the evolution of nanostructured domains in 
films deposited at slow rates is primarily guided by the minimization of 
elastic energy in conjunction with the interfacial energies, that consti
tute the total free energy. However, at faster deposition rates and tem
perature, the nanostructure selection and formation proceeds via an 
interplay of these kinetic factors. 
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Appendix A. Measurement of the dihedral angles 

The free energy landscape of a phase-separating alloy within the framework of a regular solution system is dependent on the interaction parameters 
[39]. From Young’s equation (Eq. (35)), we may surmise that the dihedral angle is also dependent on the relative values of the interaction parameters, 
χAB,χAv, and χBv. However, we encounter a significant challenge in understanding the geometry that the dihedral angles impart to phases at the triple- 
point, due to the complex nature of the analytical equations that determine the excess energies at the surface and interphase boundaries. We, 
therefore, study grooving phenomenon in annealed films consisting of two equal-sized domains of pure A and B components in contact with the vapor 
until a steady state is reached. Simulations are performed in a large simulation domain of size 2000× 400, which is divided equally into domains of 
pure A, B and vapor components, as shown in Fig. A.1. Grooving is promoted at the triple junction of the three phases by adjusting the interaction 
parameters, χAB, χAv and χBv, which in-turn modulate the excess energies at the interface between α and β phases, and the surface between film and 
vapor. No-flux boundary conditions are imposed along the two principal axes, and the films are allowed to anneal until grooves appear at the triple 
junction, for a maximum of 200,000 time-steps. The following values are assigned to the interaction parameters: χAB = 3.5 (constant across all 
simulations), χAv = χBv = 2.7, 2.8 and 3.5. Owing to the inherent geometry of the system at χAB = χAv = χBv = 3.5, we can ascertain that the theo
retical dihedral angle for a film simulated with this condition should be equal to 120◦. Using this as the baseline, we evaluate the dihedral angles for at 
the grooving locations for the above films using curve-fitting tools, as shown in Fig. A.1. The dihedral angle is extracted by tracing the angle between 
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the tangents to the fitted-curves at the triple-junction. The values are listed in Table 3. 
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Fig. A.1. Simulations of a binary phase-separated film in contact with a vapor phase annealed to 200,000 time-steps, until grooves are formed at the triple-junction, 
shown on left. Dihedral angles are calculated between the tangents to curves fitted along the interfaces, as shown in the boxed regions on the right. Prescribed 
interaction parameters for each simulation are (a) χAv = χBv = 2.7 and χAB = 3.5, (b) χAv = χBv = 2.8, χAB = 3.5 and (c) χAB = χAv = χBv = 3.5. 
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