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ABSTRACT: We present a new methodology for simulating
multidimensional electronic spectra of complex multiexcitonic
molecular systems within the framework of quasiclassical mapping
Hamiltonian (QC/MH) methods. The methodology is meant to
be cost-effective for molecular systems with a large number of
nuclear degrees of freedom undergoing nonequilibrium non-
adiabatic dynamics on multiple coupled anharmonic electronic
potential energy surfaces, for which quantum-mechanically exact
methods are not feasible. The methodology is based on a
nonperturbative approach to field—matter interaction, which
mimics the experimental measurement of those nonlinear time-
resolved spectra via phase cycling and can accommodate laser

pulses of arbitrary shape and intensity. The ability of different QC/
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MH methods to accurately simulate two-dimensional and pump—probe electronic spectra within the proposed methodology is
compared in the context of a biexcitonic benchmark model that includes both the singly excited and doubly excited electronic states.
The QC/MH methods compared include five variations of the linearized semiclassical (LSC) method and the mean-field
(Ehrenfest) method. The results show that LSC-based methods are significantly more accurate than the mean-field method and can
yield quantitatively accurate two-dimensional and pump—probe spectra when nuclear degrees of freedom can be treated as classical-

like.

1. INTRODUCTION

Time-resolved nonlinear optical spectroscopy provides a variety
of sensitive real time probes of energy and charge transfer
dynamics in molecular systems.' " Two-dimensional elec-
tronic spectroscopy (2DES), in particular, has emerged over the
last two decades as one of the most powerful spectroscopic
probes of molecular structure and dynamics.”~"? Within this
technique, one subjects the molecular system to a sequence of
three short pulses with controllable interpulse time intervals and
individual pulse phases or wave vectors. The heterodyne
spectroscopic signal, which corresponds to the expectation
value of the dipole moment operator at the detection time, is
then measured as a function of the corresponding three time
intervals (between the first and second pulses, the second and
third pulses, and the third pulse and detection). The overall
signal field consists of multiple components that differ with
respect to their overall phase or wave vector. 2DES spectra are
based on the so-called rephasing and nonrephasing signals that
correspond to two specific components of the overall signal field
with predetermined overall phases or wave vectors.' ™
Resolving the signal field into components based on their
overall phase can be achieved by using the method of Seidner et
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al,”® which is analogous to the experimental measurement of
those spectra via the phase-cycling method.””~** This method is
based on simulating the overall signal field for different
combinations of interpulse intervals and pulse phases without
treating the field—matter interaction perturbatively. Components
with the overall phase of interest such as the rephasing and
nonrephasing signals can then be obtained by performing an
inverse Fourier transform (FT).%*%337%7

Arguably, the ultimate goal of modeling 2DES spectra is to
translate experimentally measured spectra into an as detailed as
possible depiction of the underlying molecular structure and
dynamics. In practice, 2DES spectra are often simulated based
on models with electronic potential energy surfaces (PESs) that
are harmonic and identical, except for shifts in equilibrium
geometry and energy.”**”* Within such models, the entire
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information regarding the underlying molecular structure and
dynamics is given in terms of spectral density functions."** Even
though harmonic models can often be parametrized so as to
reproduce experimental spectra rather well and provide useful
insight into their molecular origins, they are still based on a
rather restrictive set of assumptions that at the very least need to
be validated.”*>*’=* Furthermore, the spectral density
functions represent a rather indirect and nonintuitive con-
nection to the underlying molecular structure and dynamics.
Thus, an approach for modeling spectra which is not limited to
harmonic model Hamiltonians and is straightforward to apply to
complex molecular systems would be highly desir-
able,'1#107195075% 1y this paper, we present such an approach,
which is based on quasiclassical mapping Hamiltonian (QC/
MH) methods.

QC/MH methods have received much recent attention.
These methods are based on representing the electronic
population and coherence operators, whose expectation values
correspond to the diagonal and off-diagonal electronic density
matrix elements, respectively, in terms of mapping operators.
Importantly, unlike the original electronic operators, the
mapping operators can be given in terms of auxiliary position
and momentum operators and as such have a well-defined
classical-like limit. Within the QC approximation, one typically
treats the nuclear coordinates and momenta, as well as the
above-mentioned auxiliary coordinates and momenta associated
with the electronic degrees of freedom (DOF), as classical-like.
It should be noted that such QC/MH methods are most useful
for the study of large systems, especially in the condensed phase,
that involve a large number of electronic and/or nuclear DOF
and for which quantum-mechanically exact methods are not
feasible due to their exponential scaling with system size.””
Various QC/MH methods have been proposed, which differ
with respect to the choice of mapping variables, as well as the
sampling used to determine the values of the corresponding
electronic variables at different times throughout the dynamics.
In this paper, we present a nonperturbative methodology for
using QC/MH methods for calculating 2DES spectra and
perform a comprehensive comparison of the ability of different
QC/MH methods to accurately simulate 2DES spectra of
multiexcitonic molecular systems.

It should be noted that several related recent papers have
already considered various aspects of the approach under
consideration here. One recent study by Provazza and Coker
provided an analysis of the ablll?' of the symmetrical quasi-
classical (SQC) QC/MH method®* " to simulate the linear
absorption spectra of a biexciton model by using a perturbative
strategy with respect to the field matter interaction.”” Other
recent studies by Polley and Loring were based on combining
SQC with their optimized mean trajectory approximation to
simulate two-dimensional vibronic spectra.””>® Yet another
recent paper by Gao et al. provided a comprehensive analysis of
the ability of different QC/MH methods to calculate linear
spectra within perturbative and nonperturbative frameworks.*'
In this paper we extend the analysis in ref 81 to the calculation of
2DES spectra within a nonperturbative framework.

The remainder of this paper is organized as follows. The
theory underlying the dynamics of multiexcitonic systems, QC/
MH methods, and the simulation of 2DES spectra is outlined in
Section 2. The biexciton benchmark model is described in
Section 3. Results are presented and discussed in Section 4. A
summary of the main results is provided in Section 5.

55—-78
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2. THEORY

2.1. Preliminary Considerations. We consider a system
with a total time-dependent Hamiltonian, H (1), given by a sum
of a time-independent field-free molecular term, H;, and a time-
dependent field—matter interaction term, W(t)

A=A+ W() (1)
The molecular system is assumed to consist of M coupled two-
state chromophores with similar excitation energies (in the sense
that the difference between the excitation energies of different
chromophores is much smaller than the excitation energies
themselves), with the ground and excited states of the jth
chromophore given by lg); and le); respectively. The
corresponding field-free Frenkel exciton Hamiltonian is given
by (in what follows, boldfaced variables, for example A, indicate
vector quantities, and a hat over a variable, for example B,
indicates an operator quantlty) 06,82

M
A, = Hy(R, P)lo)(0l + )’
j=1

Hy(R, P)Ij)(jl

£33

i'#i

V(R + Z H; (R, B)ljj')(ji'

j'<i

M
20 TR (kK
j'<jk'<k (2)
Here P = {P,, P, .., f’N} andR={R, R, ..,
weighted coordinates and momenta of the N, nuclear DOF; 10)
= H, ~1 Ig); is the ground electronic state (all chromophores are
in their ground state); {lj) = |e>]H} 2 Ig);/} are the uncoupled
singly excited electronic states (the jth chromophore is in its
excited state, while all other chromophores are in their ground
state); {ljj’) = le); le); [ To, 1g)m} are the uncoupled doubly
excited electronic states (the jth and j'th chromophores are in
their excited state, while all other chromophores are in their
ground state); Ho(R, P) = P2/2 + Vo(R) is the ground state
nuclear Hamiltonian; {H (R P) P?/2 +V; (R)} are the singly
exc1ted states’ nuclear Hamlltonlans, { i ](R P) = P2 +
i “(R)} are the doubly excited states’ nuclear Hamiltonians;
{/ V;;(R)} are the nonradiative coupling terms between the singly
exc1ted states (R 1ndependent when the Condon approximation
is apphcable) U,, e = Op(1 = ) Vi (R) + 8, (L= 8,) Vi (R)
+ 5 (1 ’k)V/k(R) + k(l 8 ) Vi (R)} are the
nonradlatlve couphng terms between the doubly excited states
(R- independent when the Condon approximation is applica-
ble). It should be noted that there are M singly excited states and
M(M — 1)/2 doubly excited states. Also, ljj’) and Ij'j)
correspond to the same electronic state. The manifold of doubly
excited states is included because it is accessible within third-
order optical response theory.”'* The electronic excitation
energies are assumed sufficiently large so that nonradiative
coupling terms between different manifolds are negligible.
The field—matter interaction term is given by

f{N“} are the mass-

W(t) = —p-E(t) 3)

Here, E(t) is the classical driving electric field and fi is the
molecular dipole moment operator, which is given by

https://dx.doi.org/10.1021/acs.jctc.0c00843
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j=1

M
+ 20 g G+ mgly

i# 4)
where po; = (Olftlj) = (j'laljj’) is the transition dipole moments
associated with photoexcitation of the jth chromophore from its
ground state to its excited state (assumed R-independent within
the Condon approximation). It should be noted that only
transitions between the ground and the singly excited manifold
and between the singly excited manifold and the doubly excited
manifold are included in eq 4, which is based on the assumption
that the carrier frequency of the radiation field is close to
resonance with the individual chromophores excitation energies.

Specializing to the case of 2DES, we assume that E(t) consists
of three short pulses

3
E(t) = Z E(t — T)cosliw(t — T,) — ik,r]

n=1
3
= E
E ()

It should be noted that all three pulses are assumed to have the
same carrier frequency, @, which is assumed to be close to
resonance with respect to the transition frequencies of the
individual chromophores. The envelope of the nth pulse is given
by E,(t — T,) = €,g,(t — T,), where €, is the polarization unit
vector and g,(t — T,) is the temporal profile, which is assumed
narrow and centered at time t = T,. k, is the wave vector of the
nth pulse, which can also be expressed in terms of the phase ¢, =
k,r. It is also convenient to define the time intervals between
pulsesast, =T, — T, T = T3 — T,, and t; = t — T3 which are
denoted as coherence, waiting, and detection times respectively

(see the left panel of Figure 1).
112)
2)
1)
|0)

Figure 1. Left panel: Laser pulse sequence used in 2DES (see eq 5).
Right panel: Energy level diagram of the biexciton benchmark model
system studied in this work. The four energy levels correspond to the
ground state (10)), two singly excited states (I1) and 12)), and the single
doubly excited state (112)). p1o and p,, denote the transition dipole
moments.

(t = T )cosliw(t — T,) — i)

Energy

Substituting eqs 4 and 5 into eq 3 and performing a rotating
wave approximation (RWA)," we can write the field—matter

interaction term in the following form:
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W(t) = —; z z [)(0;',”(t)elwt_t(MT"ﬂﬁ")m)(ﬂ
j=1 n=1
+ ;{},O,n(t)e—iwt+i(an+(/;1)|j><Ol]
7 - . o
; Z Z OJ, (t)elwt—l(wn"’li{,)lj/)(].,jl
j#i n=1

+ I, (DT (©)
Here {1y, (t) = Ry . (t) = poj, B, (t)} are the Rabi frequencies
associated with the transitions between the ground state and
excited state of the jth chromophore, induced by the nth pulse.

2.2. Mixed Quantum-Classical Dynamics in the
Rotating Frame. The QC/MH methods under consideration
in this paper correspond to a subset of mixed quantum-classical
methods, which are based on treating the nuclear DOF as
classical-like. To this end, we assume that the dynamics of the
electronic DOF is governed by a quantum-mechanical Hamil-
tonian of the following form:

Ay (R, £) = Vy(RI0)0 + Y V(R Il
j=1

)

j'#

V(R + Z

j'<j

Ty RN Gl

M
+ D0 TR RK

j'<jk'<k
A M 3 o
Ll (O B0y

+ ){0 ) (t)e_ia]t+i(a}r’+[/]")|j><0|]

_n 2 Z [){()J n(t)exwt 1((:)T+¢)|] ><}]|

]<]nl

+ Ko, (DR 1 ?)
Here, R, are the nuclear coordinates, which are now described as
classical-like and explicitly time-dependent. The actual classical
nuclear trajectory, R, depends on the choice of mixed quantum-
classical method. Furthermore, obtaining a physically mean-
ingful result typically requires averaging over an ensemble of
such classical trajectories.” ™

In the next step, we define the electronic density operator in
the rotating frame, 5(t):

iH _t/h A —ifd_t/h

G(t) = e 5 (t)e e (8)
where
M M
Hio = hoo| D301+ 2 20 1) '
j=1 j'<i 9)
The equation of motion for 5(t) is given by
£6(t) = = LIALR, 1), 5(0) w0
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where

M
Hel(Rt; t) = Vo(Rt)|0>(0| + Z hAjj(Rt)lj><j|

j=1

M M
+ 20 ViR + A (R )G
j'#j <

M
+ X TR K

j'<j k' <k

P
_;Z

j=1

3

2 Dy, (Do) ji
n=1

+ ;(jw(t)e"(”"*‘ﬁn)lj)(ol]

M 3
h —i(w ] .
=5 2 X Uy, (TR

j#i n=1
+ )(}O‘n(t)el(wn+%)|]]/><]ll] (11)

Here, {Ajj(Rt) = V;'j(Rt)/h — o} and {Aj",j’j(Rt) = ]j’j,j’j(Rt)/h' -
2w} are the instantaneous detunings (the deviations of the
transition frequencies from resonance with the carrier frequency
of the laser pulse). The main reason for working in the rotating
frame is the elimination of the rapidly oscillating factors in the
field—matter interaction term, e** (compare eqs 7 and 11).

2.3. Quasiclassical Mapping Hamiltonian (QC/MH)
Methods. For the purpose of this paper, we can restrict
ourselves to an initial state of the overall system (electronic +
nuclear DOF) of the following single-product form:

p(0) = p;4 ® lo)(ol (12)

Here, 10)(0l and pgd = Zg'e ™, with Z, = Tr,[e "], are the
initial electronic and nuclear density operators, respectively. It
should be noted that the nuclear DOF are assumed to start out in
ground state thermal equilibrium (f = 1/kgT).

Given this initial state, the electronic reduced density matrix
elements at a later time t are given by

6,,(t) = Trl pEI0)(OIT ()10 (8)} = iy (1)

(13)
where U(#) is the time evolution operator, ](/I}-j/ = lj) (j'l, and
Cas(t) = Tr{p9AU (H)BU(t)) (14)

For notation convenience, the double excitation states {ljj’)} are
also written as {lk)} with k = M + 1, ..., (M + 1)M/2, and both
notations will be used interchangeably in the following sections.
It should be noted that A and B in eq 14 are purely electronic
operators. Thus, calculating 6(t) calls for calculating the
correlation functions {CMOO,M,,(t)}- It should also be noted that

{ij} correspond to electronic population operators, and {ijf},
with j # j', correspond to electronic coherence operators. Thus,
two kinds of correlation functions contribute to the sum in eq
13: (1) population—population (j = j'); (2) population—
coherence (j # j').

{(rj/}-(t)} can also be written in terms of other sets of
correlation functions. One such alternative set, which is
particularly useful in the context of MH/QC methods, is
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based on writing the electronic population operator ij =lj)(jl as
the sum of the identity operator, 1, and the traceless operator

A

Q,-'68’69
M= (1 +Q)
"N, J (15)
where N.=M+M(M—1)/2+1=M(M+1)/2 + 1 (the overall

number of electronic states) and

N1
Q, = NM; — 3 My,
j'=0 (16)

This then gives rise to the following alternative expressions for
the population—population and population—coherence corre-
lation functions:
1
C ity it () = E[Ne + Cig,(t) + Cg,0, ()] )

1
Ciitgoi1, () = —[Ci i (1) + Co_ i (1]
MOO’MU Ne I’Mn QO'M// ( 1 8)

Thus, 5(t) can be obtained from two different sets of correlation
functions:

Set 1: {CMOO:M,,(t)’ CMOO,M”,(t)}

Set 2: {Ci‘Q](t), CQO,Q,(t)} (19)
Both sets will yield the exact quantum results if the correlation
functions are calculated fully quantum-mechanically. However,
this is not the case when approximations methods are used to
evaluate the correlation functions (see below).

MH methods are based on representing the population and
coherence operators, {M;; = lj){j'l}, in terms of an isomorphic
set of operators, {M;;(q, p)}:

i)'l = M;(4, p) (20)
with {M..(q,p)} satisfging the same commutation relations as {|
N 55’,%721,68—74,76,8 ,84290 A A .
G Here, {q, p} are a set of auxiliary
Cartesian coordinates and momenta operators. Thus, in terms of
the mapping operators, the correlation function Cj;3(t) (see eq
14) is given by

Can(t) = Tr{p;°A(q, p)B(4, )}

where §, = U'()qU(¢) and p, = U (£)pU(2).

Aplplying the linearized semiclassical (LSC) approxima-
tion” ° to a correlation function in eq 21 results in the
following QC approximation for C;3(t):

1\
Ca,n,(t) = (ﬁ) /dR0 fdP0 /dq0 fdp0 X
[PAOeq]w(Ro; Po)Aw(qo; PO)BW((IH Pt)

Here, F = N, + N, is the number of DOF of the overall system;
[P§3]w(Ry, Py) is the Wigner transform of the nuclear operator
P6% Aw(qo Po) and By(q, p,) are the Wigner transforms of the
electronic operators A and B, respectively. The general form of
the Wigner transforms of a nuclear operator D and an electronic
operator G is given by

(21)

(22)

https://dx.doi.org/10.1021/acs.jctc.0c00843
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Dy(R, P) = dee ’ZP/h<R+ ;‘D(R, P)‘R— ;>,
z
q-=

Gw(q; P) = /dze_izp/h<q + ;‘G((if p >

(23)

Applying the QC approximation to the two sets of correlation
functions in eq 19 then leads to two alternative implementations
of the QC/MH approximation (see below).****"”

The actual choice of mapping variables is not unique, and
multiple choices of mapping variables have been proposed and
employed.”*7*%%%%% 1 this paper, we consider two such
choices, Wthh are based on the Stock—Thoss—Meyer—Miller
mapping””*° (the reader is referred to refs 77 and 95 for a more
detailed discussion of these two choices). The first choice, which
we refer to as mapping 1, leads to the following QC mapping
variables:

e )

M R
(M1 (g, p) = AR

or 1 - L ;
(Ml (a0 p) = (g, = ip)(q, + ip,)

(24)

where j # j'. The second choice, which we refer to as mapping 2,
leads to the following QC mapping variables:

0 h
1% (a, p) = ¢(a, p)(q].2 +p - 5)

(V1% (g, p)

where j #’ and

= ¢(q, p)(q; — ip)(q, + ip) (25)

N+l

N-1

1 X 2 2

#(q, p) = expl = Zo (¢ +p)
i

(26)

We also note that the QC mapping 1 and mapping 2
approximations for Q] eq 16, are given by

[Q}-]g\;(q) P) = M[ij]gv)(q; P) - Z [Mj’j’]g\;(q) P);

j'=0
[Q,W (g p) = NIMIY (g, p) - Z [¥;,,1% (g, p)
=0

(27)

Applying the above-mentioned QC/MH approximations to
the two sets of correlation functions in eq 19 yields the five
different LSC-based methods shown in Table 1 (see refs 68, 69,
77 for a more detailed discussion). The first two methods, LSCI
(also referred to as PBME®®) and LSCII (also referred to as
LSC-IVR®’), are based on set 1 of correlation functions (see eq
19). Both LSCI and LSCII use mapping 2 for [MOO] but differ
from each other in the mapping used for [M ,,]w and [M [ i Jw, with
LSCI using mapping 1 and LSCII using mapping 2. The third
through fifth LSC-based methods are based on set 2 of
correlation functions (see eq 19).%® For the correlation functions
C 1]w Q,]w’ CU]W[M,,]V\’ C Q]w’ and C QD]V\ i Jw? all three

methods use mapping 2 for Q/]W and [ ] but differ in
how they map the unity operator and in the mappmg used for
[Qo] . The third method, referred to as mLSC/¢'¢", maps the
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Table 1. Five LSC-Based QC/MH Methods Used in This
Paper”
Methods Based on Set 1 in Eq 19

(D)

Meo

method [Myo)w mapping [ ] mapping
LsCI (M) (q, p) (M) (q p)
LSCII (Moo )4(q, p) (M, 13 (q, p)
Methods Based on Set 2 in Eq 19
Cragua(?)
[Alw (Blw
(1w [Qlw [Qlw [ )
method mapping mapping mapping mapping
mLSC/¢'¢p* 1 (V@) [QIW(ap) M1 (qp)
mLSC/¢'¢p? 1 [Qo]%” @p) [QW(ap) [M;)(qp)
mLSC/¢*p*  2hg(q,p)  [QIP(a,p) [QIP(ap) [M;18P(q,p)

M ](D is given in eq 24, [M]( D s given in eq 25, [é]w is given in eq
27, ¢(q, p) is given in eq 26, and the general form of C, g (f) is given
in eq 22.

unity operator onto 1 and uses mapping 1 for [Qolw- The fourth
method, referred to as mLSC/¢'¢?, maps the unity operator
onto 1 and uses mapping 2 for [ Q]w- The fifth method, referred
to as mLSC/¢’¢*, maps the unity operator onto 27¢(q, p)
[with ¢(q, p) given in eq 26] and uses mapping 2 for [Qy]w-
In order to obtain the correlation functions in eq 19, the
nuclear and electronic coordinates and momenta at time ¢, {R,,
P, q, p:}, need to be obtained from the initial state {Ry, Py, qq,
Po}- The initial nuclear coordinates and momenta, {R,, P}, are
sampled from the Wigner transform of the initial nuclear density
matrix. The initial electronic coordinates and momenta, {qq, po},
are sampled based on the phase-space density ¢(qy po) or
#*(qo, po) (see Table 1). {R, P, q, p;} is obtained from {Ry, Py,
qo Po} via classical dynamics as dictated by the followm%
symmetrized mapping Hamiltonian (in the rotating frame): 55,6

AR, P, q p) = "7 + 7(R)
1 1w
j=1

ihz J(R)(q, — ip)(g, + ip.)

Z [y5(R,) =

Vig, +py)

/krk(R)(‘l}-jr - iPﬁ/)(qkkr + iPkkr)

Uty 0 g, = i)+ )
+J(jo,,1(t)ei(wT"+¢")(q,' _ il",-)(qo + ipo)]

1 M 3 ‘
J— —i an+(/1n) _ .

D IPNMOL (q, - ip,)(q;, + ip,)

j<j’ n=1

+ 20, (DT g —ip )(q, + ip))].
(28)
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Table 2. Values of (a, b, c) for the 12 FT Components That Contribute to Optical Response up to Third-Order in Field—Matter

Interaction
1 2 3 4 S 6 7 8 9 10 11 12
a 1 0 0 1 1 -1 2 2 -1 0 -1 0
b 0 1 0 -1 1 1 -1 0 2 2 0 -1
c 0 0 1 1 -1 1 0 -1 0 -1 2 2
It should be noted that the symmetrized form of the mapping Py, by, by 1, T, t3)
Hamiltonian, eq 28, is obtained by defining “ Ny
= 1 M M . )
V= E[VO + Zj:l hA; + Z,‘/q hA}.,M,j] and using the closure = zﬂjo&Oj(t) + Z ﬂjoéj,jj’(t)
relation, Zﬁfg‘ i) (jl = 1. =t i<i (32)
The m;ag—flseld (MF) n_lgth?ld can alsc})lbe }clas-t ?S_; Qlc/ M}_{_ Thus, starting at the initial state in eq 12, calculating
type method.”™ More specifically, given that the initial electronic P( ¢1, ¢2’ ¢3; t, T, t3) corresponds to simulating the coher-
state is ly(0) ) = 10), for a given nuclear trajectory R,, the electronic o - . . .
tate at a lator time £ is siven b ences {5(t), 5;(t)} at time t > T} (following a given sequence
state at a fater time T15 glven by of three pulses that correspond to specific choices of time
N1 intervals between pulses and the phases of the pulses), which can
hy(t; R,)) = Z aj(t; R,)lj) be done via any of the QC/MH methods outlined in Sec-tlon 2.3.
iz (29) Importantly, P(¢,, ¢,, ¢,; t;, T, t3) can be written in terms
of a discrete three-dimensional Fourier transform (FT):
It should be noted that even though the initial electronic state is
given by 10) for all nuclear trajectories, different nuclear Py ¢y by 1) T, 13)
trajectories will give rise to different ly(t; R,)). _ z P(a, b, c; t,, T, t3)ei(u¢,+h¢z+cr/)3)
The corresponding electronic density matrix at time ¢ is then abc (33)
obtained by averaging over the ensemble of nuclear trajectories, . ' ‘
which is achieved by averaging over the initial conditions of the w.here. {P(a, b, ¢ t, T,Q)}, measuring the emitted signal at
nuclear coordinates and momenta based on the Wigner direction ak,+bky+cks, is the FT of (¢, ¢y, by ;) T, t;) and
distribution of the initial nuclear density operator: a,b,c=0,%1,+2 %3, .. Thus, {P(a, b, ¢; t;, T, t3)} can be
obtained via the well-known inverse FT formula from integrals
N, . —i(u¢l+h¢ +cgh,)
6(t) = (L) deO /dpom()eq]w(RO) Po) Of{P(dﬁy 452; 4’3: t, T, t3)e Y over {y, By @3}
2wh 2DES spectra are given in terms of two of those FT
N1 components, namely (a, b, ¢) = (1, —1, 1) (the so-called
2 aj(t; Rt)a:(t; Rt)|j>(k| rephasing signal, P(t, T, t;) =P(1,—1,1;t, T, t;)) and (a, b, c)
j, k=0 (30) = (=1, 1, 1) (the so-called nonrephasing signal, P,.(t;, T, t;) =
P(_lr L, 1;6,T, t3)):
Expressing the expansion coefficients in terms of Cartesian
coordinates and momenta as follows Lp(@,, @, T)
o o . .
1 = Re f dt, / dt[iP(t, T, ty)e @ htiosh
a,=—(q +ip) 0 0
J j j o
V2 (31) +iP(t, T, t3)ezmlt1+m)3t3] (34)
it can then be shown that the MF (Ehrenfest) method is Thus, calculating 2DES spectra translates into calculating P, (¢,
equivalent to propagating {R, P, q, p} as classical variables T, t;) = P(1,—1,1; t, T, t;) and P, (¢, T, t;) = P(—1, 1, 1; t;, T,
whose dynamics are governed by the QC Hamiltonian in eq t;).
28.>° The initial nuclear coordinates and momenta within the It should also be noted that the pump—probe (PP) spectrum
MH method are sampled in the same way as the LSC methods. corresponds to the case where the first two pulses coincide, so
However, unlike the LSC methods, the initial values of the that t; = 0, and is given by
electronic coordinates and momenta, {qq, po}, are determined o0 )
. : L T=R/ dtiPop(T, t5)e ™
by aO(O) = (qo + 1p0)/\/2 =1 and aj#O(O) = (q] + lp])/\/z =0. PP(w3) ) € N 3t PP( 3)3 (35)
2.4. Calculation of Two-Dimensional Spectra. The
calculation of 2DES spectra via the QC/MH methods is Whe‘re Ppp(T, t5) = P(t; = 0, T; t;) = Po(t; = 0, T, t3).
. L . . Since the quantum-mechanically exact 2DES and PP spectra
straightforward within the nonperturbative approach. To this , ; .
. . . . for the benchmark model that we will test in the methodology in
end, we follow the prescription used in ref 96. In this section, we . . . 1.
line th q h der is referred r the next section were calculated via the perturbative approach,” it
outline the procedure (.t € re.a er %s referred to refs 28, 34-37, is convenient to specialize the nonperturbative approach to the
and ?6 for a more detailed d}scu551on) : case where the field is weak and impulsive. In this limit, it can be
W1th1r.1 the nonpertur‘batlve approach, one calcylates the shown that optical response up to third-order in the field—
expectation value of the dipole moment operator at a time t > Tj, matter interaction is given in terms of only the following 12 FT
as a function of (t;, T, t;), for different combinations of pulse components;36’96 b1, sy b3y 200, — by 2005 — b3, 20D, — b3, 20D,
phases, (¢, ¢, ¢3) (see Figure 1): v 205 =205 by —P1+ Do+ b3, P — Pt 3, b+ )y
6496 https://dx.doi.org/10.1021/acs.jctc.0c00843
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Table 3. 12 Combinations of Phases (¢b,, ¢,, ¢;) Used to Obtain the 12 FT Components in Table 2

1 2 3 4 S 6
¢, 0 0 /2 /2 n b4
b, 0 0 0 0 0 0
N 0 /2 z /2 0 /2

7 8 9 10 11 12
(3m)/2 0 0 /2 (3m)/2 (3m)/2
0 0 0 0 0 0
3n)/2 (3m)/2 7 (37)/2 7 /2

— @5 (or equivalently the following 12 possible directions: kj, k,
ks, 2k, — ky, 2k, — ks, 2k; — kg, 2k, — ky, 2k; — ky, 2k; — ky, —ky
+k, + ks, k; — k, + ky, k; +k, — k;) (see Table 2). Those 12 FT
components can then be obtained from the 12 phase
combinations shown in Table 3 by inverting the corresponding
12 X 12 matrix whose elements are given by C,;, .4 4 4 =

e/(a1+b¢:+¢03) for all the combinations of (a, b, ¢) and (¢, ¢, ;)
in Tables 2 and 3, respectively (the reader is referred to ref 96 for
the corresponding matrix and its inverse).

3. BENCHMARK MODEL

In the next section, we compare 2DES and PP spectra calculated
by applying the six above-mentioned QC/MH methods (LSCI,
LSCII, mLSC/¢'¢p", mLSC/¢'¢p*, mLSC/¢p*¢p? and MF) to a
Frenkel biexciton model, for which quantum-mechanically exact
results are known. In this section, we outline the model and
discuss the choice of parameters.

The Frenkel biexciton model corresponds to the case where
the molecular system consists of M = 2 chromophores, so that
there are N, = 4 electronic states, as shown in Figure 1 (the
ground state, [0), two singly excited states, {I1), 12)}, and a single
doubly excited state, 112)). The electronic PESs for these four
electronic states are assumed to have the following form:

LMo
Vo(R) = Py Z Z wﬁRJZ,M

j=1 pu=1

L& L u N

_ 2 2 252

V}i(R) =6+ z Z @y (Rj,ﬂ - Dﬂ) + E 2 2 wﬂRi’,ﬂ
u

j'# m
| N
_ 2 2 Y
]”.,jj,( )=¢ + € + S Zwﬂ( iu = D)
1 '
+ 5 2 a)j R;",ﬂ Dﬂ)z
H
L Mo
2p2
T3 Z Z%Rzu
2
I#jj  n

(36)

where M = 2 is the number of chromophores and N = 100 is the
number of vibrational modes per chromophore (so that the
overall number of nuclear DOF is N,, = 200). The displacements
{D,} are assumed to be the same for each chromophore and are
given by D, = g/}, where {w} and {g} are obtained from the
Debye spectral density

V3 al gkz ),
J@) =2 Y b - w) - 24—

=1 Ok w* + 0)C2 37)
following the discretization approach outlined in ref 97.
¢=(1/2)Y,. \w.D; and w, correspond to the reorganization
energy and cutoff frequency, respectively.

Below, we report calculations for this model using a parameter
set adopted from previous studies,”*”® namely: €; = 50 cm™, ¢,
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—50cm™and V;, =V, =100 cm™), @_= 18 cm™, and A = 50
cm™". The initial state is assumed to be of the form of eq 12, with
the temperature set to 300 K.

All three pulses are assumed to have the same polarization and
shape. The envelope of the nth pulse, which is given by E,(t —

T,) = €g(t — T,), is assumed to be of Gaussian form, where

gt—-T) = Vamre W2 The pulse width is set to 7 = 40
au = 0.968 fs, and the pulse carrier frequency is set to @ = 16 000
cm™. The transition dipole moments for the two sites are
assumed to be anti-parallel with the ratio of their magnitudes
given by g,/ 40, = 5. We also define the Rabi frequency as y, =

lpt02E,(0)1.

4. RESULTS AND DISCUSSION

The quantum-mechanically exact 2DES and PP spectra for the
benchmark model under consideration were calculated with the
HOEM method via the open-source package pyrho,”” within the
perturbative approach.' It was therefore important to establish
the field parameters which correspond to the limit where third-
order perturbation theory is valid. To this end, we consider the
dependence of the PP and 2DES spectra at T = 0, as obtained via
the nonperturbative approach using mLSC/¢'¢', on the laser
field Rabi frequency (see Figures 2 and 3). The choice of mLSC/

6004 Xo=75cm™! ]l xo=120cm™!
300
° / /
‘ 1.0
-300
0.8
7 600 0.6
5 0.4
~ 6004{ xo=150cm™! | HEOM
5 0.2
300 , 0.0
-300
—-600
-600 O 600 —600 O 600
wy (cm~1)

Figure 2. 2DES spectra obtained via mLSC/¢'¢p! at T = 0 fs for
different values of the Rabi frequencies, y, = luyg,(0)l. Also shown are
quantum-mechanically exact results calculated via HEOM with the
perturbative approach.

@' @" for this purpose is motivated by the fact that it was found to
be the most accurate QC/MH method for the system under
consideration (it was confirmed that similar results were
obtained when using other methods). The results in Figures 2
and 3 clearly show significant deviations from the perturbative
results at high values of the Rabi frequency, which are attributed
to the breakdown of the weak-field approximation. However,

https://dx.doi.org/10.1021/acs.jctc.0c00843
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values of the Rabi frequencies, y, = li5g,(0)I. Also shown are quantum-
mechanically exact results calculated via HEOM with the perturbative
approach.

those deviations are seen to diminish as the Rabi frequency is
made smaller, reaching very good agreement with the
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Figure 3. PP spectra obtained via mLSC/¢'¢" at T = 0 fs for different 0 / / ' 00
-300 '

perturbative results at y, = 75 cm™". In light of this, the Rabi
frequency was set to y, = 75 cm ™" in all the calculations of 2DES
and PP spectra reported below, which were done via the
nonperturbative approach and based on different QC/MH
methods.

2DES spectra calculated via the six different QC/MH
methods under consideration in this paper are shown in Figures
4 (mLSC/¢'¢p*, mLSC/¢p'¢* and mLSC/¢*¢*) and 5 (LCI,
LCIL, and MF). The corresponding PP spectra are shown in

T=0fs T=200 fs T=600 fs

600/ HEOM

300

X / / .

—-300

—-600

600{ MLSC/p'o!

300

. 1.0

0

-300 . 0.8
?—600 0.6
£
= mLSC/g' 2 0.4
5 600

300 . 0.2

1 £ | &£ | & |-
-300

—-600

600] MLSC/p%¢?

300

: / / O'

-300

—-600

—600 0 600

600 -600 (0

600 —600 0
wy (cm~1)

Figure 4. 2DES spectra as obtained via mLSC/¢'¢', mLSC/¢'¢?* and
mLSC/¢*¢* with y, = 75 em™ at T = 0, 200, 600 fs. Also shown are
quantum-mechanically exact results calculated via HEOM with the
perturbative approach.
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-300

—600

—600 0 600 —600 0

w; (em~!
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Figure 5. 2DES spectra as obtained via LCI, LCII, and MF with y, =75
cm ™ at T = 0, 200, 600 fs. Also shown are quantum-mechanically exact
results calculated via HEOM with the perturbative approach.

Figure 6. All spectra were calculated with y, = 75 cm™ and are
shown at three different values of the waiting time between the
pump and probe pulses (PP spectra, Figure 6) or second and
third pulses (2DES spectra, Figures 4-5), T = 0, 200, 600 fs. Also
shown for comparison in those figures are the corresponding
quantum-mechanically exact HEOM results. The relative
growth of the low-frequency peak at the expense of the high-
frequency peak in the PP spectra and the emergence of an off-
diagonal peak with increasing waiting time in the 2DES spectra
are indicative of energy transfer from the high-energy singly
excited state to the low-energy singly excited state.

Inspection of Figures 4—6 reveals a clear hierarchy with
respect to the accuracy of different QC/MH methods. The
predictions of all six QC/MH methods are seen to coincide and
to be in good agreement with the exact HEOM results at T=0fs.
This is expected, since T = 0 fs corresponds to zero waiting time
and is therefore minimally impacted by the approximate nuclear
dynamics. However,the predictions of the different QC/MH
methods are seen to deviate from one another more and more
with increasing waiting time. Those deviations are clearly
discernible in the PP spectra (Figure 6) but upon closer
inspection can also be observed in the 2DES spectra (Figures 4
and 5). The MF method is seen to be the least accurate. The
mLSC/¢'¢p* and LSCI methods are seen to be the most accurate
and are in fact in good agreement with the exact results
throughout the entire 600 fs time range considered. The LSCII,
mLSC/¢'¢?* and mLSC/¢*¢p* methods are seen to outperform
MEF but to also be inferior in their accuracy to mLSC/¢'¢" and
LSCI, with significant deviations from the exact results. It is
interesting to note that mLSC/¢'¢' and LSCI were also
recently observed to outperform other QC/MH methods in the
context of electronic dynamics through conical intersections.”®

https://dx.doi.org/10.1021/acs.jctc.0c00843
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Figure 6. PP spectra obtained via mLSC/¢'¢)", mLSC/¢'¢p*, mLSC/
¢*¢* LCI, LCII, and MF with y, = 75 cm™! at T = 0, 200, 600 fs. Also
shown are quantum-mechanically exact results calculated via HEOM
with the perturbative approach.

In light of the superior accuracy of mLSC/¢'¢" over LSCI when
tested on other benchmark systems,”” mLSC/¢'¢p" appears to
emerge as the method of choice.

5. SUMMARY

In this paper, we presented a new methodology for simulating
multidimensional electronic spectra of complex multiexcitonic
molecular systems within the framework of QC/MH methods.
Although the methodology was demonstrated and tested on a
biexciton benchmark model where the PESs are harmonic and
identical except for a shift in equilibrium geometry and energy,
the methodology presented herein would be most useful for
molecular systems with a large number of nuclear DOF
undergoing nonequilibrium nonadiabatic dynamics on multiple
coupled anharmonic electronic potential energy surfaces, for
which quantum-mechanically exact methods are not feasible.
The methodology is also based on a nonperturbative treatment
of field—matter interaction, which is straightforward to combine
with QC/MH methods and can accommodate laser fields of
arbitrary shape and intensity, as dictated by experimental
conditions.

The results obtained for the biexciton benchmark model are
encouraging and demonstrate the ability of the new method-
ology to predict accurate 2DES and PP spectra. LSC-based
methods are seen to be superior to MF, with the recently
introduced mLSC/¢'¢" implementation of the LSC approx-
imation emerging as the most accurate and therefore the most
promising for future applications.

Further benchmarking will be required for establishing the
range of applicability of the new methodology. It would also be
useful to apply the methodology to an all-atom anharmonic
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model of a system for which experimental spectra are available
for comparison and interpretation. Work on such extensions is
currently underway and will be reported in future publications.
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