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ABSTRACT: Recent experimental realizations of strong coupling between optical cavity modes
and molecular matter placed inside the cavity have opened exciting new routes for controlling
chemical processes. Simulating the cavity-modified dynamics of complex chemical systems calls
for the development of accurate, flexible, and cost-effective approximate numerical methods that
scale favorably with system size and complexity. In this Letter, we test the ability of
quasiclassical mapping Hamiltonian methods to serve this purpose. We simulated the
spontaneous emission dynamics of an atom confined to a microcavity via five different variations
of the linearized semiclassical (LSC) method. Our main finding is that recently proposed LSC-
based methods which use a modified form of the identity operator are reasonably accurate and perform significantly better than the
Ehrenfest and standard LSC methods, without significantly increasing computational costs. These methods are therefore highly
promising as a general purpose tool for simulating cavity-modified dynamics of complex chemical systems.

■ INTRODUCTION
The recent experimental realization of strong1−6 and ultra-
strong7−10 coupling between optical cavity modes11−14 and the
electronic and vibrational degrees of freedom (DOF) of
molecular matter has given rise to considerable interest in
using this coupling to control and manipulate a wide variety of
chemical and physical phenomena, including energy transfer,
charge transfer, optical and electrical properties, nonlinear
optical response, reactivity, photochemistry, and cataly-
sis.5,7,15−48 These experimental breakthroughs highlight the
need for complementary computational approaches which can
accurately and efficiently simulate the cavity-modified chemical
dynamics. In contrast to the relatively simple model systems
commonly used in quantum optics,14,49−53 for which analytical
solutions are often available, studying experimentally relevant
systems in chemistry and biology requires approximate
dynamics approaches which are accurate, computationally
efficient, and not subject to the prohibitive exponential scaling
of computational cost with system size limiting the use of
quantum-mechanically exact numerical methods. The quasi-
classical mapping Hamiltonian (QC/MH) approach54−76 is
particularly promising in this respect, given its relative
simplicity and the fact that it is rigorously derivable.77,78

Multiple variations of the QC/MH approach have been
proposed and applied over the years.55,60−67,77−81 Notable
examples include the mean-field Ehrenfest method55,81 and
methods based on the linearized semiclassical (LSC)
approximation.77−80 Considerable progress has recently been
made in improving traditional QC/MH approaches, leading to
the development of the symmetrical quasi-classical meth-
od60−65 and modified LSC (mLSC) methods, which are based
on employing improved electronic population operators.66,67

A systematic comparison of the accuracy of different QC/
MH methods has been reported in several previous benchmark
studies in the context of cavity-free molecular dynamics.68,82 In
this Letter, we report on what we believe is a first of its kind
systematic comparison of the accuracy of QC/MH methods in
the context of cavity-enabled molecular dynamics. To this end,
we use a benchmark model consisting of a single stationary
atom in a 1D lossless cavity undergoing spontaneous
emission.41,42

■ MAPPING HAMILTONIAN METHODS

A detailed discussion of the various QC/MH methods we will
benchmark here can be found in our previous work.68 Below,
we restrict ourselves to a brief overview of the relevant main
results.
The overall system Hamiltonian is assumed to have the

following generic form (in what follows, boldfaced variables,
for example A, indicate vector quantities, and a hat over a
variable, for example B̂, indicates an operator quantity):
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Here, R̂ and P̂ are vector operators that represent the entire set
of Nn mass-weighted nuclear coordinates and momenta, with
the Np canonical coordinates and momenta associated with the
cavity modes (the so-called photonic DOF). The electronic
Hilbert space is Ne-dimensional and spanned by the diabatic
basis {|α⟩}. Vαα(R̂) is the potential energy surface (PES) that
corresponds to the α-th diabatic electronic state and Vαα′(R̂) is
the coupling between the α-th and α′-th electronic states (α ≠
α′). It should be noted that both {Vαα(R̂)} and {Vαα′(R̂)} can
depend on the coordinates associated with both nuclear and
photonic DOF, which play similar roles. Thus, conceptually,
the inclusion of the cavity modes corresponds to having
additional nuclear-like DOF.32,83 It should also be noted that
the choice of a diabatic electronic basis is a matter of
convenience (the QC/MH methods discussed in this Letter
can be formulated in terms of other electronic bases, including
the adiabatic basis84).
Since our focus in this paper is on simulating the dynamics

of spontaneous emission, it is natural to focus on the dynamics
of the populations of the above-mentioned diabatic electronic
states. We will also restrict ourselves to the cases where the
initial state of the overall system is separable and given by
ρ̂np|λ⟩⟨λ|, where ρ̂np and |λ⟩⟨λ| are the density operators that
represent the initial states of the nuclear+photonic and
electronic DOF, respectively (where |λ⟩ is one of the diabatic
states). Under these uncorrelated conditions, the population of
the diabatic state |α⟩ at a later time t is given by the following
correlation function:

ρ λ λ α α= [ ̂ | ⟩⟨ | | ⟩⟨ | ]λα
̂ − ̂C t( ) Tr e enp

Ht Hti i
(2)

As outlined in refs 66 and 67, the electronic population
operator can be mapped as the sum of the electronic identity
operator, 1̂, and a trace zero operator, Q̂α, such that

∑

α α

α α α α

| ⟩⟨ | = [ ̂ + ̂ ]

̂ = | ⟩⟨ | − | ′⟩⟨ ′|

α

α
α′=

N
Q

Q N

1 1 where
e

e

N

1

e

(3)

Thus, one has the choice of working with either |α⟩⟨α| or Q̂α
as the population operator. Substituting this alternative form of
the population operator into the correlation function in eq 2
yields the following expression for the population of the
diabatic state |α⟩ at a later time t in terms of the correlation
functions ̂ ̂ αC t( )Q1 and ̂ ̂λ α

C t( )Q Q :

= + +λα ̂ ̂ ̂ ̂α λ α
C t

N
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e
e Q Q Q2 1

(4)

In order to arrive at the QC/MH methods employed here,
the electronic population operators are mapped onto a set of
isomorphic operators, which are given in terms of so-called
mapping variables. While the choice of mapping variables is not
unique, in the popular Meyer−Miller−Stock−Thoss ap-
proach,55,56 employed in the derivation of the QC/MH
methods studied in this Letter, the set of Ne electronic states is
mapped onto an isomorphic set of Ne independent harmonic
oscillators. The electronic population operators can then be
cast in terms of the corresponding Ne harmonic oscillator
Cartesian coordinates, ̂ = ̂ ̂q qq ( , ..., )N1 e

, and momenta.

̂ = ̂ ̂p pp ( , ..., )N1 e
, such that

α α| ⟩⟨ | → ℏ ̂ + ̂ − ℏα αq p1
2

( )2 2
(5)

The mapping relation in eq 5 is denoted mapping #1.
Alternatively, it is possible to instead map the electronic

population operators onto the subspace of singly excited
oscillator (SEO) states, such that

α α| ⟩⟨ | → | ⟩⟨ |α α0 , ..., 1 , ..., 0 0 , ..., 1 , ..., 0N N1 1e e (6)

where each harmonic oscillator is in its ground state, with the
exception of the α-th oscillator, which is in its first excited
state. The mapping relation in eq 6 is denoted mapping #2.
Within the LSC approximation,77−80 the aforementioned

correlation function, Cλα(t), is approximated by the following
classical-like correlation function:
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Similar expressions can be obtained for the correlation
functions ̂ ̂ αC t( )Q1 and ̂ ̂λ α

C t( )Q Q .68 Here, [ρ̂np]W(R,P),
[|λ⟩⟨λ|]W(q,p) and [|α⟩⟨α|]W(q, p) are the Wigner trans-
forms85 of the corresponding operators, and Nn + Np + Ne is
the overall number of DOF (nuclear + photonic + electronic).
Importantly, {Rt,Pt,qt,pt} are obtained, starting at the initial
state {R0,P0,q0,p0}, via classical dynamics based on the classical
limit of the overall system Hamiltonian in eq 1 (in what
follows, we will use the symmetrized mapping Hamiltonian for
this purpose55,66−68,86). It should be noted that evaluating the
LSC approximation in eq 7 requires sampling over the initial
conditions, {R0,P0,q0,p0}, and averaging over multiple classical
trajectories.
While mappings #1 and #2 are freely interchangeable when a

quantum-mechanically exact treatment is employed, this is not
the case when the LSC approximation is applied. More
specifically, the Wigner transforms of the electronic population
operator are given by the following distinctly different classical-
like expressions depending of whether mapping #1 or mapping
#2 are used:

α α# [| ⟩⟨ |] = ℏ + − ℏα αq pq pmapping 1: ( , ) 1
2

( )W
(I) 2 2
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The two traditional LSC approaches are based on applying
the LSC approximation to the correlation function Cλα(t) (see
eq 2). Both methods use mapping #2 for the |λ⟩⟨λ| time-zero
operator. Two reasons for this are that one must project onto
the physical (SEO) subspace at least once and that the ϕ(q, p)
function provides a convenient, bounded phase-space dis-
tribution from which to sample the initial values of the
mapping variables. The two traditional LSC approaches differ
in their treatment of the time-t operator, |α⟩⟨α|. The first
method, which we denote LSC I (sometimes also referred to as
PBME87), uses mapping #1 at time-t, whereas the second,
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denoted LSC II (also known as LSC-IVR57,58), uses mapping
#2 at time-t as well as time-zero.
The mLSC methods, first introduced in refs 66 and 67 and

expanded upon in ref 68, are based on applying the LSC
approximation to the correlation functions ̂ ̂ αC t( )Q1 and

̂ ̂λ α
C t( )Q Q (see eq 4). The first variation, referred to as

mLSC/ϕ1ϕ1, maps the identity operator to unity, 1̂→1, and
employs mapping #1 for Q̂λ and mapping #2 for Q̂α. The
second variation, referred as mLSC/ϕ1ϕ2, also maps the
identity to unity, but employs mapping #2 for both Q̂λ and Q̂α.
The third variation, referred to as mLSC/ϕ2ϕ2, maps the
identity according to 1̂→2ℏϕ(q,p) and employs mapping #2
for both Q̂λ and Q̂α.
Finally, we note that the mean-field Ehrenfest method55,81

can also be formulated as a QC/MH method.55 More
specifically, Ehrenfest dynamics can be obtained from the
same QC equations of motion that LSC-based methods give
rise to. Where the Ehrenfest method differs from LSC
approaches is in the way the mapping variables are sampled
at the initial time and how electronic populations are
calculated at a later time.

■ RESULTS AND DISCUSSION
In order to compare and contrast the performance of the six
QC/MH methods outlined above (LSC I, LSC II, mLSC/
ϕ1ϕ1, mLSC/ϕ1ϕ2, mLSC/ϕ2ϕ2, and Ehrenfest), we applied
them to two benchmark systems consisting of a stationary two-
level or three-level atom placed in the center of a 1D lossless
cavity of length L.32,88,89 It should be noted that the same
models were previously used by Hoffmann et al. to benchmark
other QC/MH methods.41,42

The Hamiltonian for the atom-in-cavity model system under
consideration is given by

∑ ∑ ∑

∑

ε α α μ ωλ α α

ω
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j j j

j
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j j j
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S

1

2 2 2

e e p

p

(11)

where {εα} and {|α⟩} are the energy levels and stationary states
of the free atom; Ne and Np are the numbers of atomic states
and field modes respectively; μαα′ is the transition dipole
moment between atomic states |α⟩ and |α′⟩; ωj is the
frequency of the j-th cavity field mode (see eq 12 below),
the canonical variables of which are given by R̂j and P̂j; λj(RS)
is the coupling between the atom at position RS and the j-th
field mode (see eq 13 below). It should be noted that this
model lacks explicit nuclear DOF and only includes electronic
and photonic DOF.
The frequency of the j-th field mode is given by

ω π= =jc
L

j N1,2,3, ...,j p (12)

where c is the speed of light and L is the volume length of the
cavity. The electron-photon coupling of the atom to the j-th
field mode is given by

λ ε=R
L

k R( ) 2 sin( )j jS
0

S
(13)

where ε0 is the vacuum permittivity and the wave vector of j-th
field mode is given by kj = ωj/c = jπ/L. Following refs 41 and
42, we restrict ourselves to the special case where the atom is

Figure 1. Atomic populations of the two-level system from QC/MH methods, compared to quantum mechanically exact benchmark data,41,42

shown in black. Ground- and excited-state populations are shown as solid and dashed lines, respectively.
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placed at the center of the cavity (RS = L/2). As a result, the
atom is decoupled from field modes with an even index, j = 2,
4, 6, ···.
We employed the same parameter sets and initial conditions

as in previous studies based on these benchmark sys-
tems.32,41,42,88,89 In atomic units, these are ε1 = −0.6738, ε2
= −0.2798 and μ12 = 1.034 for the two-level system and ε1 =
−0.6738, ε2 = −0.2798, ε3 = −0.1547, μ12 = 1.034 and μ23 =
−2.536 for the three-level system. Note that in the latter
system, the dipole moment operator only couples adjacent
atomic states. In both systems, the atom is placed at the center
(RS = L/2) of a 12.5 μm cavity (L = 2.362 × 105 au), with 400
cavity modes taken into account. Note that, as mentioned
above, due to the position of the atom at the center of the
cavity, half of the aforementioned modes decouple, therefore
reducing the number of modes for which dynamics are
explicitly simulated to Np = 200. The atomic system is
initialized in its highest excited state, while initial conditions
for the field modes are sampled from the Wigner transform of
the field vacuum state

∏ρ ω ω[ ̂ ] = − −
=

P
RR P( , ) expnp W

j

N
j

j
j j

1

2
2

p
Ä
Ç
ÅÅÅÅÅÅÅÅÅÅÅ

É
Ö
ÑÑÑÑÑÑÑÑÑÑÑ (14)

Finally, all results were obtained from simulations sampling
over 105 QC trajectories, each of which 2.1 × 105 time steps
long, with a duration of one time step given by 0.1 au, so that
the total simulation time is 2100 a.u. (50.4 fs).
Figure 1 shows atomic populations of the two-level

benchmark system obtained using mean-field Ehrenfest and
traditional (LSC I and LSC II) as well as improved (mLSC/
ϕ1ϕ1, mLSC/ϕ1ϕ2 and mLSC/ϕ2ϕ2) QC/MH methods,
compared with quantum mechanically exact configuration

interaction results (the latter were adopted from refs 41 and
42). On the qualitative level, all approximate methods seem to
capture the main features of the population dynamics. More
specifically, the system starts out with the atom in the excited
state and the cavity field in the vacuum state. The initial
decrease of the excited state population and increase of the
ground state population corresponds to spontaneous emission.
The emitted photon (or two photons in the case of the three-
level system) travels toward the mirrors, where it is reflected,
and then travels back to the atom. The emitted photon is then
reabsorbed and re-emitted by the atom, which results in a
positive (negative) spike in the excited (ground) state
population.
On the quantitative level, the Ehrenfest mean-field approach

clearly fails to capture the population dynamics of the two-level
system, with considerable errors even at short times. It should
be noted that this has already been shown to be the case by
Hoffmann et al.41,42 It should also be noted that Hoffmann et
al. also found that the fewest switches surface hopping (FSSH)
method,90 which is often employed to overcome the
shortcomings of the Ehrenfest method, performed even
worse for this system. These failures provide a strong
motivation for exploring alternative QC/MH methods, which
we do next.
One such alternative QC/MH method is LSC I. However,

as can be seen from Figure 1, LSC I still gives rise to short time
errors and even more importantly yields unphysical popula-
tions greater than one and less than zero at longer times.
Another alternative QC/MH method is LSC II. However, this
method only produces marginal improvement over the
Ehrenfest method and is still unable to accurately reproduce
the exact results.

Figure 2. Atomic populations of the three-level system from QC/MH methods, compared to quantum mechanically exact benchmark data,41,42

shown in black. Ground-, first and second excited-state populations are shown as solid, dashed and dotted lines, respectively.
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In contrast, the mLSC methods66,67 constitute a consistent
and significant improvement, not only over the mean-field
result but also over the traditional LSC methods. mLSC/ϕ1ϕ1

is comparable in accuracy to LSC I; however, importantly, it
does not yield unphysical population values. mLSC/ϕ2ϕ2 is
more accurate than mLSC/ϕ1ϕ1 with the exception of the
population resurgence at t ≈ 1800 a.u. mLSC/ϕ1ϕ2 falls
approximately in-between these two mLSC approaches. We
note that mLSC/ϕ1ϕ1 and mLSC/ϕ2ϕ2 have also been found
to yield the most accurate results for other benchmarks.66−68,91

Figure 2 shows atomic populations for the three-level
benchmark system, again obtained using mean-field Ehrenfest,
LSC I and LSC II as well as the mLSC methods, compared to
exact benchmark results.41,42 As in the two-level system, the
mean-field Ehrenfest method fails to capture the population
dynamics quantitatively, with considerable errors being present
even at short times. The limitations of the LSC I approach
become more apparent in the three-level system, where it
yields considerable errors for both the ground and second
excited state populations. Notably, these populations enter
drastically unphysical regions, considerably above one and
below zero, respectively. As in the two-level system, LSC II is
only a marginal improvement over the mean-field result for the
three-level system.
The mLSC methods again constitute a considerable

improvement over mean-field and LSC II, but now, they also
noticeably outperform LSC I. Out of the three mLSC methods,
we consider mLSC/ϕ1ϕ1 to be the most accurate, capturing all
relevant aspects of the population dynamics without entering
unphysical regions and maintaining a relatively high degree of
accuracy with respect to the exact benchmark across the entire
simulation time. Although mLSC/ϕ2ϕ2 performs exceptionally
well for the asymptotic limits of the ground state, we note the
error in the populations of the first and second excited states,
the latter of which spuriously falls below zero. mLSC/ϕ1ϕ2

again appears to fall between the two other mLSC methods,
though not exhibiting the aforementioned negative populations
seen in mLSC/ϕ2ϕ2.
Considering both benchmark systems, it is therefore clear

that the mLSC QC/MH methods constitute a considerable
improvement over traditional mean-field and LSC approaches.
Overall, mLSC/ϕ1ϕ1 appears to yield the best results for the
atom-in-cavity benchmark systems studied here, in each case
not only capturing the population dynamics with relative
accuracy but also consistently outperforming traditional
approaches. As in previous work,66−68 we note that while
mLSC/ϕ2ϕ2 does outperform mLSC/ϕ1ϕ1 in certain aspects
and for certain systems, the latter is considered to generally be
more reliable. Additionally, it is worth noting that the
derivation of mLSC/ϕ2ϕ2 is somewhat ad hoc.

■ CONCLUSIONS
Optical microcavities have recently been shown to have the
potential to change the chemistry of systems placed within
them.1−6 Simulating the cavity-modified dynamics of complex
chemical systems remains a formidable challenge. Exact
quantum mechanical methods cannot be applied to realistic,
experimentally relevant systems because of their unfavorable
exponential scaling.92−94 Approximate approaches with favor-
able scaling, such as the QC/MH class of methods under
consideration here54−76 remain largely unexplored in the
context of matter-in-cavity systems. In this Letter, we report on
what we believe is the first ever benchmark study of the ability

of six different QC/MH methods to capture cavity-modified
dynamics.
We compared the performance of the traditional mean-field

Ehrenfest approach,55,81 two variations of the LSC method,
LSC I and LSC II,77−80 and a set of three mLSC methods
employing improved population operators.66−68 We find that
the mLSC methods constitute a consistent and considerable
improvement over the traditional Ehrenfest and LSC results.
We also find that both Ehrenfest and LSC II are not able to
accurately capture the population dynamics for either bench-
mark system, with the latter only constituting a small
improvement over the former. While LSC I appears to be of
similar accuracy to mLSC in the two-level system, although
exhibiting small, unphysical errors in the populations, in the
three-level system the difference between these approaches
becomes more pronounced, with LSC I decreasing in accuracy,
while mLSC retains its relative accuracy. Across both systems,
we find mLSC/ϕ1ϕ1 to be the most reliable approach, as has
also been highlighted in previous work.67,68

It should be noted that the fact that mLSC methods have
been found to be significantly more accurate than both
Ehrenfest and FSSH methods for the benchmark systems
under consideration here is particularly encouraging. This is
because the benchmark systems studied are gas-phase-like and
the accuracy of mLSC methods is expected to improve in more
condensed-phase-like chemical systems of increased system
complexity.
The considerable increase in accuracy that can be achieved

at no extra cost by using the mLSC methods over traditional
LSC shows considerable promise for the study of matter-in-
cavity systems going forward, especially for larger, more
experimentally realistic systems. Extending the range of
applicability of such QC/MH methods to photonic or
polaritonic observables is also of considerable interest. Work
on such extensions is underway and will be reported in future
publications.
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