


position, i.e., where they can serve a large number of requests

with small dissimilarity cost.

We prove that in a stationary setting, with an opportune

choice of the gradient step sizes, GRADES converges to a

cache configuration that corresponds to a critical point of the

service cost (likely a local minimum). Our experiments based

on realistic traces (made available online [17]) shows that

GRADES outperforms existing similarity caching policies both

for 360◦ videos and recommendation systems applications.

The paper is organized as follows: related work in Sect. II,

formal problem definition in Sect. III, GRADES and its theo-

retical guarantees in Sect. IV, experimental results in Sect. V.

II. RELATED WORK

Most existing policies for similarity caches generalize well-

known exact caching policies, like LRU and LFU, to the

new context, where besides (exact)-hits and misses, also

approximate-hits are possible. For example SIM-LRU [4],

[12] maintains the content in an ordered queue and serves

an object from the cache if it is closer to the request than a

given threshold (an approximate hit occurs). The object is then

moved to the front of the queue. When no object in the cache

is close enough to the request, there is a miss. The answer is

then retrieved from the server and inserted at the front of the

queue, possibly evicting items from the back. RND-LRU [4]

is a variant of SIM-LRU where the threshold is replaced

by a random variable that is a function of the dissimilarity

cost. As SIM-LRU and RND-LRU are adaptions of LRU,

qLRU-∆C [18] modifies qLRU [19] introducing a refresh

probability that depends on the similarity. Finally, DUEL [18]

is inspired by LFU, and decides which object to evict by

tracking the dissimilarity cost (i.e., the cost associated to the

distance between a cached object and the request) accumulated

over a given time-window. In our experiments we compare

GRADES with SIM-LRU, qLRU-∆C, and DUEL.

Our algorithm was inspired by the work from Jorge Cortés

and his coauthors on coordination algorithms for mobile

agents (see e.g. [20], [21], [22]). In their setting mobile

agents (e.g., drones) place themselves in the space to be able

to detect the largest number of events in the environment.

Similarly, the objects in the cache need to position themselves

to optimally serve the requests popping out over the space.

Despite similarities at a high-level, their work focuses on a

two-dimensional space and needs to take into account agents’

movement and communication constraints that do not hold in

our context.

From another point of view, GRADES gradient update can

be considered as a generalization of stochastic K-means

algorithms, where the function we want to minimize is not

necessarily the squared Euclidean distance (as it is the case for

K-means). Our proofs rely on techniques for non-convex op-

timization originally proposed in [23] also to study K-means.

Online caching policies based on gradient methods have

been proposed in the stochastic request setting (see, e.g., [24],

[25]), and, more recently, in the adversarial setting [26]. In

these papers, the gradient step updates a vector of length equal

to the catalog size, whose component i (in [0, 1]) represents

which fraction of object i should be stored in the cache or

equivalently the probability to store i in the cache. Differently

from this line of work, GRADES uses the gradient step to

modify the objects in the cache and maintains a vector of size

equal to the cache—then much smaller than the catalog size.

A costly operation in any similarity search system is to find

the closest object to the request. A simple solution is to index

the collection, e.g., with a tree based data structure, to find

the exact closest object. Unfortunately, when the number of

dimensions d of the representation space exceeds 10, such an

approach has a computational cost comparable to a full scan of

the collection [14]. For this reason a number of approximate

search techniques have been developed, which trade accuracy

for speed and provide one or more points close to the request,

but not necessarily the closest. Prominent examples are the

solutions based on locality sensitive hashing [27], product

quantization [28], [29], pivots [30], or graphs [31]. In the ex-

periments in this paper, we have performed an exact similarity

search, but any of these approximated search techniques could

be used in GRADES.

III. PROBLEM DEFINITION

We consider a similarity search system where a server

answers users’ queries with the most similar object from a

locally stored catalog. We assume that each request or object in

the catalog can be represented as a point in the d-dimensional

Euclidean space R
d. In what follows we will refer to such

representations as embeddings and, for the sake of simplicity,

we will identify each object/request with its embedding (e.g.,

we will say that object x belongs to R
d).

Requests satisfied by the server incur a retrieval cost Cr,

which quantifies the delay the user experiences to retrieve the

object from the remote server, and/or the additional load for

the server, and/or the additional load for the network.

In alternative, the request may be satisfied by a similarity

cache which stores a subset of the catalog. The cache provides,

in general, a less similar object than what the server could

provide, but incurs a negligible retrieval cost, as, for example,

it is located closer to the user, or uses a faster memory storage

or can perform faster lookup operations on the smaller set of

stored contents. For simplicity we assume all objects have the

same size and the cache can store up to k objects.

Our model of the system is similar to the one considered in

previous papers on similarity caching in the continuous setting

like [4], [18].

Let Z and X denote the catalog and the set of possible

requests, respectively. Both sets may be finite or infinite, but

we require them to be compact (to be able to retrieve a closest

object to a given request). The “quality” of a similarity search

for x depends on how similar the response object z is to the

request. We assume the dissimilarity cost is quantified by the

function Cd(x, z) = h(‖x − z‖), where h : R → R
+ is a

non-decreasing non-negative function and ‖·‖ is a norm in

R
d (e.g., the Euclidean one). For example Faiss (Facebook
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A. Introducing a Projection

As requests are only for objects in the bounded set X ,

there exists a norm-2 ball with radius R — B2(R) = {y ∈
R

d, ‖y‖2 ≤ R}) — such that X ⊂ B2(R) and C(x, y) = Cr

for each y /∈ B2(R) and each x ∈ X . There is no advantage

to store in the cache objects that do not belong to B2(R) as

they do not contribute to approximate any request. We then

modify (3) in order to make closer to B2(R) any cached object

y
(i)
t that the gradient update may have brought out of B2(R).

We write

y
(i)
t+1 = y

(i)
t − ηtg

(i)
t , (4)

g
(i)
t =















∇yC(xt, y
(i)
t ), if (i = it) ∧ (y

(i)
t ∈ B2(R))

f(‖y
(i)
t ‖ −R)

y
(i)
t

‖y
(i)
t ‖2

, if y
(i)
t /∈ B2(R),

0, otherwise,

where f(u) = d
du

u4

1+u2 = 2u3 2+u2

(1+u2)2 (for technical reasons

explained in the proof of Theorem IV.2).

B. Convergence

In this section we provide convergence results for the basic

algorithm described by (4). We assume the cache update rule

generates embeddings that always correspond to objects in the

catalog. Moreover, we will ignore the cost of updates made

after the request is served. These two simplifications will be

removed in the next section.

It will be useful to denote the cache state as a vector

yt = (yt,1, . . . , yt,k) ∈ R
k×d, obtained concatenating the

embeddings of the different objects in the cache. Similarly,

we define the different costs as function of yt and then write

Cd(yt), C(yt), and C(yt).
We are now going to prove that algorithm (4) converges

almost surely to a stationary point of C(y).
The trajectory of yt is bounded almost surely:

Lemma IV.1. Let the learning rate ηt be selected so that
∑+∞

t=1 ηt = +∞ and
∑+∞

t=1 η
2
t < +∞. The sequence (yt) is

bounded almost surely.

This lemma, whose proof is sketched in App. A, is used in

the proof of the following convergence result.

Theorem IV.2. Let the learning rate ηt be selected so that
∑+∞

t=1 ηt = +∞ and
∑+∞

t=1 η
2
t < +∞. If C() is continuously

differentiable up to the second order then

lim inf
t→∞

‖∇yC(yt)‖2 = 0 a.s.

If C() is continuously differentiable up to the third order then

lim
t→∞

∇yt
C(yt) = 0 a.s.

The sequence (yt) converges then to a critical point of C(·),
i.e., a point where the gradient is zero. This may be a saddle

point, a local maximum or a local minimum of C(·). The latter

is more likely as it is the only one locally stable. The proof

of Theorem IV.2 is in App. B.

Algorithm 1 GRADES

1: Let k be the cache size and x the object requested

2: if (|SV,t| < k) ∧ (x /∈ SV,t) then . still space in cache

3: Insert x in VC

4: Retrieve and insert ρ(x) in PC

5: µ(x) = ρ(x)

6: yV = argminy∈SV,t
Cd(x, y)

7: Update SV,t according to (4)

8: if Cd(x, yV ) ≤ Cθ then . virtual hit

9: if ‖x− yV ‖ < ‖µ(yV )− yV ‖ then . x approximates

yV better than µ(yV )
10: Evict µ(yV )
11: Retrieve and Insert ρ(x) in PC

12: µ(yV ) = ρ(x)

13: GRAFT HIT UPDATE(x, SV,t)

14: yP = argminy∈SP,t
Cd(x, y)

15: ξ ∼ Uniform(0, 1)
16: if ξ < p then

17: (update, ω) =GRAFT MISS UPDATE(SV,t, x, ρ(x))
18: if update then

19: Evict ω and µ(ω)
20: Retrieve and Insert ρ(x) in VC and PC

21: µ(ρ(x)) = ρ(x)
22: yP = ρ(x)

23: if (Cd(x, yP ) ≤ Cθ) ∨ (ρ(x) inserted in PC) then

24: Serve yP
25: else

26: Retrieve and Serve ρ(x)

C. Implementation

In this section we present our complete caching policy

GRADES, whose pseudo-code is in Algorithm 1. Theorem IV.2

shows that the basic gradient update (4) attains a critical point

of the expected cost C(·). Nevertheless, we have assumed

that this update rule always generates embeddings in R
d that

correspond to objects in the catalog. However, if the catalog

has a finite number of objects, this is unlikely to happen, as the

update (4) can potentially generate any real vector. Moreover,

the update (4) may modify an object in the cache upon each

request and then generate a high load on the server and the

network to retrieve the new modified objects.

In Sect. IV-C1 we describe how our algorithm addresses

these issues. We then move on in Sect. IV-C2 to describe

some additional features that provide a higher adaptivity of the

algorithm to deal with highly non-stationary request processes,

allowing for some random insertions with probability p.

1) Dealing with Finite Catalogue and Reducing Server

Load: We propose to maintain a virtual cache (VC) and a

physical cache (PC). The VC only stores some metadata, but

no actual object; its use is common to other policies like

2-LRU [19] or ADAPTSIZE [34]. The VC is sometimes called

shadow cache.

In our case the VC stores k vectors in R
d that are updated

upon each request according to the basic algorithm in (4).
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These vectors are the embeddings of the objects we would

like to store in the cache, but, as discussed above, such objects

may not exist, or they may not have been retrieved yet from

the server. The PC contains objects from the catalog together

with their embeddings.

At a high level, the main idea behind GRADES is to maintain

the PC as close as possible to the VC. We use then the

current state of the VC to drive updates at the PC, i.e., object

eviction and insertion. In particular each vector yV in the VC

is matched by an actual object µ(yV ) in the PC and GRADES

will opportunistically update µ(yV ) to make it as close as

possible to yV .

We now describe in details Alg. 1 using the following

additional notation:

• SV,t and SP,t denote the state of the VC and the PC,

respectively.

• ρ(x) denotes the closest object in the catalogue to x.

The gray lines correspond to changes to increase algorithm

adaptivity and will be discussed in Sect. IV-C2.

Upon a request for x, if there is still space in the cache, we

retrieve the most similar object in the catalogue ρ(x). GRADES

inserts x and ρ(x) in the VC and in the PC, respectively, and

matches them (µ(x) = ρ(x)). These operations are described

in lines 2–5. The cache will finally serve ρ(x).
If the cache is already full, the closest object in VC i.e., yV

will be updated according to (4) (lines 6–7). Upon a virtual hit,

if x is closer to yV than the currently matching object µ(yV )
in the PC, GRADES takes advantage of this request to replace

µ(yV ) with ρ(x) (lines 9–12). In a stationary setting, the state

of VC converges to a critical point of the cost (Theorem IV.2)

and the PC should become closer and closer to it. Finally, the

most similar object in PC is served if it is close enough to x,

or if in any case ρ(x) has been retrieved (line 11).

2) Increasing Adaptivity: According to what we described

above, only the closest object in VC is updated upon a request

(unless some projection back to B(R) is needed). A potential

problem is that if an object x far from any other object has

been accidentally inserted in VC (and the corresponding object

ρ(x) in PC), it may never be updated and may uselessly

occupy cache space. Moreover, if at some point the request

process changes abruptly, some objects in the cache that were

initially useful may find themselves too far from the new

requests. Again, the gradient algorithm, by itself, would not

update such objects.

To overcome this problem, we can graft to GRADES a more

dynamic caching policy that occasionally (with probability p)

updates the VC, hopefully evicting the least useful object in

the VC.

The “grafting” is described by the grey lines in Algorithm 1

and has been designed to support general cache eviction

algorithms like LRU, LFU, and their variants. The grafted

caching policy internally maintains its own data structure, e.g.,

an ordered queue for LRU. Upon an approximate hit, the

hit update rule of the grafted policy is called (line 13). For

example, LRU would move the requested object (if present in

the cache) to the front of the queue. Also, with probability p,

TABLE I: Traces description

Trace Number of requests Catalog size Dimension (d)

Synthetic 2,000,000 97,969 2
360

◦ videos 10,000,000 25,393 3
Amazon trace 908,179 63,891 100
CiteULike trace 2,411,819 153,277 100
Movielens trace 620,222 136,677 200

GRADES invokes the miss update rule of the grafted policy,

that may lead to select an element ω to be evicted. GRADES

then updates accordingly the VC and the PC (lines 19–22).

V. EXPERIMENTS

In this section, we empirically validate our algorithm

through simulations. First we demonstrate the benefit of the

algorithm, by using synthetic traces. Next, to demonstrate

real world applicability of our algorithm, we use GRADES

in the domain of caching for 360 videos and recommendation

systems. We assume that the catalog coincides with the set

of possible requests (Z = X ) and then set Cθ = Cr. The

retrieval cost Cr is always equal to 1. Table I summarizes

the main characteristics of the traces. Further details about the

experimental setup and the properties of request traces will be

described in the corresponding subsections. To the best of our

knowledge, there are no public traces for similarity caching;

we made our traces available online [17].

We compare GRADES with the following algorithms.

a) GREEDY is an offline static algorithm that progressively

fills the cache inserting the object that provides the largest cost

saving given the set of objects already inserted. The algorithm

provides a 1
2 approximation in terms of cost savings [35].

b) LRU+ updates the cache as the classic LRU evicting the

least recently used content when needed, but it can provide

approximate objects.

c) SIM-LRU [4] maintains the content in an ordered queue

as LRU. It moves objects to the front upon an approximate

hit, and evicts objects from the back when needed.

d) qLRU-∆C [18] is a variant of qLRU [19] that, upon

an approximate hit, moves the object to the front with a

probability which is proportional to the service cost reduction

the object has guaranteed on the current request.

e) DUEL [18], upon a request for object x not in cache,

x is matched with an object y in the cache in a tournament

aimed at deciding if x is a better candidate to be stored in the

cache as compared to y. The decision is made by comparing

the cost savings x and y provide over a fixed interval of time

(f ). If the new object x provides a larger cost saving, then x
replaces y in the cache.

A. Synthetic Traces

We consider a setting similar to [18]. The catalog is made

by the points of a L × L bi-dimensional grid with L = 313.

For any two objects x and y on the grid we define the approxi-

mation cost to be proportional to the norm-1 distance between

the two points x and y, in particular Ca(x, y) =
1
10 ||x− y||1.

The cache has size k = 313.
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and of the inequalities above, we can derive the following

inequality

ft+1 − ft ≤
k

∑

i=1

[

−2ηty
(i)
t · g

(i)
t φ′(‖y‖22)

]

+ η2t (A+Bft) .

(5)

We take now the conditional expectation given Ht =
(y1,y2, . . . ,yt):

Ex[ft+1 − ft|Ht] ≤
k

∑

i=1

[

−2ηty
(i)
t · Ex

[

g
(i)
t

]

φ′(‖y
(i)
t ‖22)

]

+ η2t (A+Bft) ≤ η2t (A+Bft)., (6)

where the last inequality follows from φ′(‖y
(i)
t ‖22) = 0 for

y
(i)
t ∈ B2(R+ 1) and y

(i)
t · g

(i)
t > 0 for y

(i)
t ∈ B2(R+ 1).

From (6) we can reason as in [23, Sect. 5.2] to show

that {ft}t∈N is a quasi-martingale and apply convergence

results for quasi-martingales [23, Sect. 4.4] to conclude that

ft converges almost surely to a random variable f∞ ≥ 0
with E[f∞] < ∞. We want to conclude that f∞ = 0 with

probability one, and then yt is bounded almost surely.

Moving around the terms in (5) and summing over t, we

obtain

∞
∑

t=1

k
∑

i=1

2ηty
(i)
t · g

(i)
t φ′(‖y‖22)

≤ f1 − f∞ +
∞
∑

t=1

η2t (A+Bft) < +∞ a.s. (7)

because
∑

t η
2
t < ∞ and ft converges to f∞ < ∞.

Let H be the set of sequences such that f∞ > 0. For each

sequence in H, ft > f∞/2 for large t, and then there exists at

least a value it and an opportune ε > 0 such that ‖y
(it)
t ‖2 >

(R + 1) + ε. Then both y
(i)
t · g

(i)
t and φ′(‖y‖22) are bounded

below by positive quantities and the series in the LHS of (7)

diverges as
∑

t ηt = +∞. But we have concluded that this

series converges a.s., then Pr (H) = 0 and f∞ = 0 a.s.. Each

sequence (y1,y2, . . . ) is then bounded a.s.

APPENDIX B

SKETCH OF THEOREM IV.2 PROOF

Proof. We denote by yt,i the i-th component of the vector

yt ∈ R
k×d, and by yi the i-th component of a generic vector

y ∈ R
k×d.

We define F (u) = u4/(1 + u2), L(y) =
∑k

i=1 1yi
t /∈B2(R)F

(

‖y
(i)
t ‖2 −R

)

, and C̃(x,y) = C(x,y) +

L(y). We observe that ∇yC̃(x,yt) = (g
(1)
t , . . . , g

(k)
t ),

i.e., the dynamic in (4) is evolving according

to the gradient of C̃(x,yt). Similary we define

C̃(y) = Ex

[

C̃(x,y)
]

= C(y) + L(y). The function L(y) is

continuously differentiable up to the third order, then C̃(y) is

continuously differentiable up to the second/third order when

C(y) is so. Moreover, we observe that ‖∇yC̃(y)‖2 > 0 for

y(i) /∈ B2(R) for some i. Then, lim inft→∞‖∇yC̃(yt)‖2 = 0,

implies that lim inft→∞‖∇yC(yt)‖2 = 0.

Lemma IV.1 shows that the sequence H = (y1,y2, . . . )
is bounded a.s. Consider a bounded sequence H , such that

yt ∈ B2(R
′) for some R′ > 0. ∇C̃(x,yt) exists a.s. and it

is bounded for any x ∈ X . By the dominated convergence

theorem, it follows that we can invert the expectation and the

gradient Ex

[

∇yC̃(x,yt)
]

= ∇y Ex

[

C̃(x,yt)
]

= ∇yC̃(yt).

As C̃() is continously differentiable up to the second order

upon B2(R
′), the partial derivatives are bounded, in particular,

there exist two constants c1 and c2 such that |∂C̃(y)/∂yi| ≤ c1
and |∂2

C̃(y)/∂yi∂yj | ≤ c2 for each i, j ∈ {1, 2, . . . , kp}.

Using Taylor formula we can arrive to

C̃(yt+1)− C̃(yt) ≤ −ηt∇yC̃(yt) · ∇yC̃(xt,yt) + η2t b, (8)

where b = c2c
2
1kp/2.

After summing for t = 1, . . . , T , we take the expected

value, and let T diverges to obtain

∞
∑

t=1

ηt E
[

‖∇yC̃(yt)‖
2
2

]

≤ E

[

C̃(y1)
]

+
∞
∑

t=1

η2t b < +∞. (9)

The series on the LHS is then summable. It follows that
∞
∑

t=1

ηt‖∇yC̃(yt)‖
2
2 < +∞ a.s. (10)

and then we can complete the proof of the first thesis:

lim inf
t→∞

‖∇yC̃(yt)‖2 = 0 a.s.

Consider now that C() is continously differentiable up to

the third order and then its third order partial derivatives are

bounded over B2(R
′), i.e., |∂3

C̃(yt)/∂yi∂yj∂yl| ≤ c3. Let

a(y) = ‖∇yC̃(y)‖
2
2. This is continuously differentiable up to

the second order. We can then use again the Taylor formula

as above and obtain:

a(yt+1)− a(yt) ≤ −2ηt

kp
∑

i,j=1

∂C̃(y)

∂yj

∂2
C̃(y)

∂yi∂yj

∂C̃(xt,yt)

∂yi

+ η2t
c′2c

2
1(kp)

2

2
,

where c′2 = 2kp(c22 + c1c3).
If we now compute the conditional expectation given the

history up to t, Ht = (y1,y2, . . . ,yt), we obtain

E[a(yt+1)− a(yt)|Ht] ≤ 2c2kpηt‖∇yC̃(yt)‖
2
2 + η2t

c′2c
2
1(kp)

2

2
.

From which we can show that {a(yt)}t∈N is a quasi-

martingale and converges almost surely to a random variable

a∞ with finite expected value. As a∞ > 0 if and only if

‖∇yC̃(yt)‖
2
2 > 0 for large t, it is possible to reason as at the

end of the proof of Lemma IV.1 and use (10) to conclude that

a∞ = 0 almost surely. It follows that

lim
t→∞

∇C̃(yt) = 0 a.s..
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