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ABSTRACT

For a rapid dissemination of information during crisis events, official agencies and disaster relief organi-
zations have been utilizing social media platforms, which are susceptible to rumor propagation. To min-
imize the impact of rumors with limited time and resources, the agencies and social media companies
not only need to wisely choose the cases to clarify amongst the numerous cases, but they should also
make an informed decision on the timing of clarification. Reacting fast can be misjudged as an obvious
best policy as partial/imprecise information may fail to contain the impact of the rumors. On the other
hand, investment in terms of time, effort, and money to clarify with more complete information also al-
lows the rumors to spread with their full force during the learning phase, thereby making the process
of decision-making very challenging. The objective of this paper is to determine the optimal strategies
for the official agencies and social media companies by developing two novel sequential game-theoretic
models, namely “Rumor Selection for Clarification” and “Learning for Rumor Clarification”, that can help
decide which rumor to clarify and when to clarify, respectively. Results from this study indicate that
posting verified information on social media reduces the uncertainties involved in rumor transmission,
thereby enabling social media users to make informed decisions on whether to support or oppose the
rumor being circulated. This verification needs to be obtained within reasonable limits of time and cost

to keep the learning process worthwhile.

© 2021 Elsevier B.V. All rights reserved.

1. Introduction

Rumor is defined as an “informally improvised news”
(Shibutani, 1966) that can affect individuals and their com-
munities in the time of crisis situations (Prasad, 1935). According
to Zhao, Resnick, & Vei (2015), there are two salient characteristics
of a rumor: (i) it generally occurs in situations where its truth
value appears to be uncertain and ambiguous to the public, and
(ii) it may or may not be always false, that is, it may contain
truthful information which is yet to be verified by the authentic
sources.

Since World War II, psychology of rumors and how to contain
them have attracted significant attention from the research com-
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munity (Festinger et al., 1948; Knapp, 1944). Books, newspapers,
magazines, and interviews were the sources of rumor data collec-
tion for the early studies. In the current era of online social media,
any piece of information can be diffused by online users without
censorship (Kwon, Cha, Jung, Chen, & Wang, 2013). The harmful
impacts of false rumors on any organization or individuals have
received attention in both research and society; and it is often ar-
gued that rumors are generally generated and propagated in sit-
uations that are important, uncertain, threatening, uncontrollable,
and produce anxiety (DiFonzo, 2008; DiFonzo & Bordia, 2007). For
example, rumors may often be generated in wars or crises because
these are life or death situations, and are certainly threatening, un-
controllable, and anxiety-producing. Accurate and complete infor-
mation may be completely unavailable or available beyond the lim-
its of a reasonable time frame for clarification, which in turn, is the
perfect condition for rumor generation and transmission (Rubin,
2017).

Social media has been infamously dubbed as a “rumor mill”
for diffusing false rumors and misinformation during crisis situ-
ations, which has the potential to promote large scale panic and
financial loss (Oh, Kwon, & Rao, 2010). Spread of misinformation
on online platforms was ranked first by the World Economic Fo-
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rum among the top future global risks (Howel, 2013). For exam-
ple, false rumors such as: “Mandatory evacuations are underway in
the City of Houston” (Bennet, 2017), “Immigration status has to be
checked before you are allowed to enter a shelter” (Bennet, 2017),
and “Residents could not return to the coastal city until all criti-
cal services were restored” (Alfonso, 2017) during Hurricane Har-
vey, caused great confusion, panic, and anger among people in the
affected areas. In lieu of these events that continue to occur fre-
quently, rumor control and management on social media requires
more attention from both researchers and practitioners.

During large-scale crises, the mainstream media often cover in-
cidents that are initially reported by local spectators (Oh, Agrawal,
& Rao, 2011). For example, according to Twitter, within the first
60 seconds after the 2011 Virginia Earthquake, there were 40,000
tweets related to that incident (Indvik, 2011). As a result, rumors or
misinformation could have been propagated widely by the time so-
cial debunking and verification information was available (Ozturk,
Li, & Sakamoto, 2015). Therefore, in such situations, social media
users assess the veracity of information by themselves before tak-
ing an action to spread, ignore or debunk the piece of informa-
tion being circulated (Ozturk et al., 2015). On the other side, peo-
ple like to spread rumors because of importance, social responsi-
bility (Luttrell, 2015), awareness of adverse consequences or per-
sonal norms (Zhao, Yin, & Song, 2016). Research shows that due to
truth-biased characters, people are prone to believe the false ru-
mors and propagate them as true information (Rubin, 2017; Wang
& Zhuang, 2017; 2018; Zubiaga, Liakata, Procter, Hoi, & Tolmie,
2016). Social media platforms are also being increasingly abused by
bots that mislead, exploit, and manipulate users by spreading ru-
mors, misinformation, disinformation, spam, and malware (Ferrara,
Varol, Davis, Menczer, & Flammini, 2016). The bots are able to in-
flate the popularity of a post, irrespective of its accuracy, thus ex-
erting significant influence on users during critical events such as
elections, disasters, and pandemic. In the recent years, it has been
found that the behavior of bots is becoming increasingly human-
like that makes their detection more difficult (Hwang, Pearce, &
Nanis, 2012).

Official agencies and disaster relief organizations often use
online social media as informational support tools to dissemi-
nate critical information to social media users about activities
such as evacuation routes, aid distribution, and sheltering, dur-
ing crisis events (Yan & Pedraza-Martinez, 2019). In case of rumor
dispersion on social media platforms, major government, news,
non-governmental (NGO), social media companies, and emergency
management agencies make statements and post to social media
platforms in order to clarify the rumor and provide the public with
accurate content. For example, following the false rumors during
Hurricanes Harvey and Irma, the US. Federal Emergency Man-
agement Agency (FEMA) created “Rumor Control” pages (Federal
Emergency Management Agency, 2017; 2017) on their website in
order to dispel the inaccuracies and provide updated and thor-
ough communications. FEMA used their Twitter account to dis-
seminate this web page by posting twelve different tweets over
the course of one week, with all of these tweets having a direct
link to the Rumor Control page. In a recent event of coronavirus
outbreak in Wuhan, Hubei province, China, it was reported that in
early January 2020, the Wuhan police had arrested eight people ac-
cused of spreading false information about a mysterious pneumo-
nia that caused serious complications. When the spread of coro-
navirus made national headlines, the journalists reporting on the
outbreak were detained or threatened to be arrested. The steps
taken by the Chinese government to contain the spread of misin-
formation without sufficient information about the outbreak have
received strong criticism from the international community that
deemed it as a major “cover up” (Ashley Collman, 2020). This par-
ticular incident corroborates the necessity of using verified infor-
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mation by the official agencies for an effective rumor clarification.
Hence, in order to clarify rumors, agencies must expend human re-
sources and time in order to locate rumors on social media, track
the rumors in order to understand their reach and impact, and for-
mulate effective clarification and debunking messages.

Once a rumor case is identified within social media networks,
the subsequent online communications associated with the rumor
have to be monitored in order to take timely actions and contain
its spread. Deciding the balance between how quickly to respond
and how much time to invest in gathering verified information be-
fore clarifying becomes more crucial in the context of social learn-
ing. During emergency situations, a lot of novice users also rely
on the information found online and how others are reacting to
those information. Their perception towards the truth of rumor
is acquired through a cognitive process of observing and some-
times imitating others in the social context. Such behavioral re-
sponses have received significant attention in the recent operations
management literature. Among such works, Papanastasiou & Savva
(2017) and Crapis, Ifrach, Maglaras, & Scarsini (2017) focused on
how the optimal pricing policies are influenced by the customer
reviews; while Feldman, Papanastasiou, & Segev (2019) showed
that the social learning may contribute in decreasing the qual-
ity of new experience goods. Hu, Milner, & Wu (2016) consid-
ered the effects of social influence on optimal inventory deci-
sions and Gao & Su (2017) considered whether offering the op-
tion between buying online and picking up in store is benefi-
cial to the retailers. Papanastasiou (2020) deployed a sequential
model to study the problem of dynamically choosing whether to
conduct a &fact-checkg of an article whose veracity is not known
beforehand.

Over the last few years, the problem of determining the veracity
of the information that an individual user posts with respect to the
detected case of rumor has attracted many studies (Chen, Zheng, &
Ceran, 2016; Hamidian & Diab, 2015; Lee, Qiu, & Whinston, 2018;
Qazvinian, Rosengren, Radev, & Mei, 2011; Zeng, Starbird, & Spiro,
2016; Zhang, Gupta, Kauten, Deokar, & Qin, 2019; Zubiaga, Kochk-
ina, Liakata, Procter, & Lukasik, 2016). Numerous studies also have
characterized the emergence and propagation of rumors in social
media platforms. Liao & Shi (2013) explored the dynamics of rumor
transmission in China’s largest microblogging system, Sina Weibo,
and identified four major categories that describe how users inter-
vene in rumor discussions: providing information, expressing emo-
tions, sharing opinions, and analyzing and interpreting situations.
Zubiaga et al. (2016) analyzed a dataset of 330 rumor threads as-
sociated with 9 newsworthy events to understand the role of dif-
ferent types of users in rumor propagation and clarification pro-
cess throughout the life cycle of a rumor. Cheng, Liu, Shen, & Yuan
(2013) found that the diffusion of rumors in online social networks
is a function of the strength of ties between users, where the pos-
sibility of a rumor spreading is more likely across strong ties in a
network. Studies conducted by Oh, Agrawal, & Rao (2013) on ru-
mor mongering show that the effect of source ambiguity (the lack
of an official source) on rumoring is much more significant than
that of content ambiguity (lack of persuasive statements in Twit-
ter posts), and anxiety. Vosoughi, Roy, & Aral (2018) analyzed the
diffusion dynamics of true and false rumors and found that false
rumors propagated significantly faster and deeper as compared
to true rumors in all categories of information; namely political
news, terrorism, natural disasters, science, urban legends, enter-
tainment, and financial information. Roozenbeek & Van Der Linden
(2019) developed a fake news game to evaluate its effectiveness
on educating the public in fighting and managing the risks posed
by fake news. In this experiment, the participants were trained to
recognize fake news tactics by assuming different characters in or-
der to provide a broad level resistance to the transmission of fake
news.
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As evident from the review of current works in the domain of
rumor propagation and clarification, a wide range of studies are fo-
cused on analyzing the propagation dynamics of rumors on social
media coupled with the behaviors of users with respect to these
rumors. As a result, a significant surfeit of research exists that
takes into account the strategic interactions between official agen-
cies and social media users in the process of rumor propagation
and clarification. In the past, numerous studies have used game-
theoretic approaches to model the interactions between an offi-
cial agency and a private entity in different application domains.
Cheung & Zhuang (2012) analyzed the strategic interactions be-
tween the government and the oil spill companies by formulat-
ing game-theoretic models with different attributes such as one-
company/two-company, with/without competition. Agarwal, Hunt,
Srinivasan, & Zhuang (2020) developed centralized and decentral-
ized game-theoretic models to study the strategic behaviors of
fire inspection agencies and building owners in the process of fire
safety code inspection and compliance. Bier & Haphuriwat (2011);
Bier, Haphuriwat, Menoyo, Zimmerman, & Culpen (2008); Shan &
Zhuang (2014) developed game-theoretic models to analyze the re-
taliation efforts of defenders (official agencies) and attack strate-
gies of smugglers (individual/groups of people) in the context of
nuclear smuggling. Strategic interactions between the hackers and
defenders in the context of cyber security problems have also suc-
cessfully attracted the attention of game theory enthusiasts (Rao
et al., 2016; Ten, Manimaran, & Liu, 2010). Game theory and the
concept of Nash equilibrium have also been utilized for identi-
fying the equilibrium strategies for attacker (for example, terror-
ist organizations) and defender (for example, government defense
agencies) in the context of disaster management. In this applica-
tion domain, Zhuang & Bier (2007) developed simultaneous and
sequential game models that provided critical insights to govern-
ment agencies for allocating defensive investment between terror-
ism and natural disasters.

To the best of our knowledge, no previous research has stud-
ied the strategic interactions between official agencies and social
media users during rumor propagation and clarification process.
This paper fills this gap by modeling the strategic behaviors of the
players during rumor transmission using two novel game-theoretic
models. The objective of this study is to analyze the impact of
rumor clarification and verification strategies of the agencies and
social media companies on decisions of the social media users
during rumor propagation. The first model “Rumor Selection for
Clarification” serves as a decision support tool for the emergency
agencies to take a crucial decision on selection of rumor cases for
clarification, and subsequently convey correct information to the
population by effective utilization of available resources. The sec-
ond model “Learning for Rumor Clarification” helps to determine
the optimal strategy for the agencies and social media compa-
nies by addressing the trade-offs between reacting fast with par-
tial/imprecise information and reacting later with verified informa-
tion.

The remaining sections of the paper are organized as follows:
Section 2 provides an overview on rumor clarification and verifi-
cation processes in real life situations. Section 3 presents Model 1
by introducing its notations, assumptions and problem definitions,
provides the analytic and numerical results of the model, and fi-
nally delivers prescriptive insights that are derived from the model
results. Section 4 introduces Model 2 by its notations, assumptions
and objective functions, provides the analytic and numerical re-
sults of the model, and presents prescriptive insights that are de-
rived from the model results. Section 5 presents the validation of
the propositions based on Twitter data from seven real life rumor
cases and Section 6 provides the summary of the paper and pro-
poses future research directions. The appendix provides proofs for
the propositions.
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2. Background on rumor clarification and verification
2.1. Rumor clarification

Acknowledging the destructive effect of rumors during crisis
events, official agencies and social media companies have used
rumor clarification as one of the major strategies for restraining
rumors in social media (Wen et al., 2014). For example, during
the 2016 Louisiana Floods, the American Red Cross published a
blog named “Top Questions About Louisiana Flood Relief” to dis-
seminate critical information about resources and raise situational
awareness (American Red Cross, 2016). This blog was widely used
by the digital volunteers and online supporters of the Red Cross to
spread correct information among the public. The Red Cross Social
Engagement team also created a secret Facebook group to channel
important updates, flag urgent issues, and collaborate with other
teams. Situational updates through informational videos have been
an integral tool to combat misinformation for the Red Cross team
(U.S. Department of Homeland Security, 2018). During the 2017
Hurricane Harvey, FEMA requested support froma Virtual Opera-
tion Support Team (VOST) in three mission areas: (i) tracking and
delivery of large donations, (ii) tracking the recruitment of volun-
teers and their locations, and (iii) tracking donation scams that
redirected funds allocated for the victims to funds unrelated to
Hurricane Harvey (U.S. Department of Homeland Security, 2018).

For clarification of rumors on social media, a host of different
practices can be used by the official agencies as prescribed by the
official report released by the U.S. Department of Homeland Secu-
rity (U.S. Department of Homeland Security, 2018). In addition to
online social media, platforms such as local television, radio, and
news media can be leveraged to propagate necessary information
and debunk false information. As seen from the above case stud-
ies, official organizations such as FEMA and the Red Cross can seek
support fromVOSTs or other digital volunteers on different areas
such as tracking and monitoring social media platforms, identify-
ing false rumors and investigating their potential sources, and col-
laborating with the official agencies for controlling the spread of
rumors. Seeking such assistance also requires training of volunteers
and responders on how to pinpoint false rumors and misinforma-
tion, and what practices should be used to respond to harmful in-
formation. Agencies can also identify and leverage trusted crowd
sources or influencers to disseminate rumor correction informa-
tion. Using these practices usually demand significant effort and
time, thereby limiting the number of rumors that can be effectively
contained and clarified in time (Wang et al., 2019).

2.2. Rumor verification

Clarifying rumor with insufficient or unverified information
contributes to the rapid spread of rumors. While a lack of verifi-
cation resources is a very common reason attributed to insufficient
information, a lack of authority to release information or ambigu-
ity in the responsibilities are also pervasive factors behind insuffi-
ciency. Not clarifying the rumor by covering all aspects can leave
room for speculation and lead to serious detrimental effects. The
2017 Orville Dam Evacuation rumor is a case where insufficient in-
formation failed to contain the large scale panic among people. The
National Weather Service (NWS) Sacramento station distributed a
tweet that showed an image of the rainfall flooded area encom-
passing Sacramento County along with the Oroville Dam. Around
6 p.m. (local time), @LNU_fire_photo doctored that image by incor-
porating evacuation information, as shown in Fig. 1 and distributed
in Twitter. People seeing the image believed they are under an
evacuation order. At 6:30 p.m., @JDLazo tried to clarify the rumor,
but the clarification attempt with insufficient information could
not convince the mass people and calls began flooding Sacramento
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Fig. 1. Unsuccessful rumor verification attempt on Twitter due to insufficient information during Oroville Dam crisis.

County 9-1-1 dispatch. At 8:50 p.m., staff from Sacramento County
Emergency Operations Center (EOC) shot a Facebook Live Video
(sac, 2017) to correct misinformation with verified information and
uploaded it. Almost immediately, news media including television
and iHeartRadio took the initiative to quote the live feeds in their
broadcasts and the videos were circulated. The radio stations also
joined by broadcasting the audio portion of the live video and tele-
vision stations utilized their anchors to quote information from the
Sacramento County EOC. After the broadcasts, the call volume in
County’s 9-1-1 dispatch center returned to normal.

For verifying the rumored information, a host of different prac-
tices can be used as prescribed by the official report released by
the U.S. Department of Homeland Security (U.S. Department of
Homeland Security, 2018). Verifications can be obtained by check-
ing on the primary and supporting sources. The author of the so-
cial media content can be contacted to get more information. Eye
witnesses and first responders can be contacted to get verified in-
formation on the disseminated content on social media. The legit-
imacy of information disseminated on social media platforms can
be cross-checked using websites such as Factcheck.org (Factcheck,
2020) or Snopes.com (Snopes, 2020). These websites initially com-
municate with the source of the claim for explanation and sup-
porting information. They also try to communicate with the in-
dividuals and organizations who possess relevant expertise in the
subject of interest. News articles, scientific and medical journal ar-
ticles, books, interview transcripts and statistical sources on the
topic are often looked into for completeness of the information.
Verification can also be performed by conducting reverse image
searches using Google. Google’s Search by Image (Google Images,
2020) is a feature that uses reverse image search and allows users
to search for related images just by uploading an image or image
URL. Geofence and/or Twitter searches for geolocations can also be
used to mine and filter the real information from false information.

3. Model 1: Rumor selection for clarification

During crisis events, multiple rumor cases propagate that may
vary with respect to different factors such as the impact on the

public, extent of diffusion in social networks, and efforts required
to control their propagation. In such time-sensitive situations, the
official agencies and social media companies must make critical
decisions in order to minimize the spread of rumors, thereby pre-
venting widespread panic and confusion among the misinformed
users. Due to the limitation of resources, the official agencies and
social media companies must strategically choose the specific ru-
mor case(s) for clarification, while considering the potential trade-
offs between the cost of clarification of rumor and impact of rumor
on the affected community.

Model 1 identifies the strategic interactions between two clus-
ters of users, namely User A (she) and User B (he), in the context
of rumor selection for clarification. A decision maker is defined as
User A if she has authority, responsibility, and resources to clarify
and/or verify a rumor. Agencies such as FEMA, Red Cross, and De-
partment of Defense, social media companies, news organizations,
and fact-checking websites such as FactCheck.org, Snopes, and Poli-
tifact fall under the category of user type A. On the other hand,
User B is defined as a social media account that is not necessarily
responsible for rumor clarification and/or verification. User B may
engage in the process of rumor clarification and/or verification by
supporting, opposing or showing neutral participation. The objec-
tive of this model is to study the impact of the User A’s rumor clar-
ification strategies on the User B’s decision to support, oppose, or
show neutral participation for a specific rumor. This is achieved by
modeling the scenario of rumor selection using a sequential game
model. This model is regarded as a first approximation to the prob-
lem of rumor selection for clarification by considering a case of
two rumors.

3.1. Notations, assumptions and description of model

Notations for Model 1 are introduced and defined in Table 1,
that include two decision variables, eleven parameters, and two
functions.

In the sequential game that is illustrated in Fig. 2, User A is as-
sumed to minimize her expected loss, L4, while User B is assumed
to maximize his expected utility, U;z. User A is assumed to be the
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Decision Options of User A

D;

Clarify rumor i, where i=1,2

Decision Options of User B

K; Oppose rumor j, where j=1,2
S; Support rumor j, where j=1,2
N;j Neutral participation with respect to rumor j, where j=1,2

Decision Variables

Xi

Whether User A decides to clarify rumor i, where i=1,2; x; € {0,1} and )} ;x; =1

YVik Whether User B decides to choose option k given that User A clarifies rumor
i, where ke {K;,S;,N;}; i=1,2; i#j; ypc{0, 1} and Y, yu=1, Vi=1,2
Parameters
P Cost of clarification of rumor i, where i =1,2
i Impact of rumor i, where i=1,2
d; Clarification index for rumor i, where d; € [0,1],i=1,2
u; Index for spreading true information by User B, where u; € [0,1],i=1,2
v; Index for spreading false information by User B, where v; > 1,i=1,2
Di Probability of rumor i being true, where i =1,2
f Number of followers of User B
a; Benefit of spreading true information to each follower regarding rumor i, where i =1,2
[ Cost of spreading false information to each follower regarding rumor i, where i =1,2
riS Engagement rate obtained by User B due to importance of the event, where i = 1,2
P Engagement rate obtained by User B due to popularity of the rumor spreader, where i = 1,2
Functions
Lia(xi, Yix) Expected loss of User A
Uy (Xi, Yik) Expected utility of User B

e
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e
" P1

ol 1=

2 + dyrf! + 14,0

D1 (7”2 + dory’ + ugrf ,(a1+ P+ )f)

L2PL P+ dyrft + oyl (= v 1+ 1))

(rz + dzrz + vlrl (—cl + rl + 1y )f)

P1 (7"2 + dory! + ugry’, (a1 +1P 47 )f)

P+ dyrf + rf,0)

Fig. 2. Sequence of moves of players in a rumor selection for clarification game (a case of 2 rumors).

first mover who chooses her strategy first regarding the selection
of rumor to clarify. In this model, each player has a different set
of objectives: User A seeks to minimize the cost of rumor clarifi-
cation and the impact of rumor transmission, while User B desires
to maximize his influence and credibility ratings in the social net-
works. The veracity of a rumor i is modeled using a chance event
with probability p; that rumor i is true. The value of p; is assumed
to be independent of the strategies taken by the players and their
corresponding subjective assessments.

Given a case of two rumors, User A can choose to clarify rumor
1 (Dq) or rumor 2 (D). On the other hand, User B can choose to
support (S;), oppose (K;) or engage in neutral participation (N;)
by posting comments and questions regarding rumor j. When User
A chooses to clarify a particular rumor, it is assumed that there
is no incentive for User B to make a move regarding that rumor,
while he can still choose to support, oppose or engage in neutral
participation with respect to the other rumor. If User B supports
a true rumor or opposes a false rumor, he earns a benefit g;f for
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spreading true information to his followers. While if he chooses
to support a false rumor or oppose a true rumor, he bears a cost
¢;f for spreading false information to his followers. No benefit or
cost is associated with the User B’s decision of neutral participa-
tion. The engagement rate obtained by User B while supporting or
opposing a rumor also depends on the importance of the event (ris)
and the popularity of the rumor spreader (r{’). For User A, there is
a cost of clarification rP for rumor i. The impact of the rumor r,.H
that User A seeks to minimize depends on the strategy of User B. If
User B supports a false rumor or opposes a true rumor, the impact
of rumor increases by a factor v;, while if he supports a true ru-
mor, or opposes a false rumor, the impact of rumor decreases by a
factor u;. The impact of rumor that User A clarifies is dependent on
the corresponding quality of rumor clarification, d;. For example, if
User A chooses to clarify rumor 1, the expected impact of rumor
will be d;rf', where d; is the quality of clarification for rumor 1.
In Model 1, the objective of User A is to minimize her expected
loss Li4 by choosing x; to clarify rumor i. The objective of User B
is to maximize his expected utility U;p by choosing y;, to support,
oppose or engage in neutral participation regarding rumor j, given
that User A chooses to clarify rumor i. Therefore, the optimization
functions of both players in Model 1 can be written as shown be-
low:

H}([iﬂLm(Xi,J/ik) =X ((quz + (1 - pvy — 1)5“)’152

+ (Pav2 + (1= po)uy — 1)y, + 17 + dyrff + ré’)

+ (1 —X1)((P1U1 + (1= py)vy = 1)r{yas,

+ (p1vr + (1= pur = V)rilya, +15 +dory + r’#)
maxUss (%;. Yie) = 1 <Y152f(02192 — (1 =py)+15+15)

+ J’lef( —Gpa+a(1-p)+15+ r’z’))

+ (1 —X1)<yzs,f(a1p1 —ci(1=p1) +15+17)

+y2,(1f(fc1p1+a1(17p1)+rf+r‘;)> (1)

3.2. Best response of user B

Since User B is assumed to be the second mover in Model 1,
we first derive the best response of User B, y,, which is defined as
follows:

¥n = argmax Uip(X;, vi), where n=1,2 (2)
yikef0,1}

The best response function of User B enables us to obtain his op-

timal strategy to maximize his expected utility, U;g, with respect

to the option chosen by the User A (either to clarify rumor 1 or

rumor 2).

Proposition 1. The best response function of User B, yy, is given by:

Cj*("]&rrf) 1

Sj if p,-zmax( T ,§>, Vi=1,2

a+(r+r7) 4

Ja= K if pjgmin( v ,j), Vji=1,2 3)
. aj+TS+rt) =S4t .
Ny if Pﬁ(##) Vi=1,2

Remark. Proposition 1 identifies the boundary conditions for dif-
ferent decision options of User B. The best response of User B
as a function of py.p,. a1, a.¢1.¢5.15.15. 15, and 5 are shown
graphically in Fig. 3. For numerical illustrations, the baseline
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values of the parameters used in this model are assumed as
follows: p;1 =06, p, =04, a; =09, a; =07, ¢1=23, ¢
20, $=03, =02 rf=.2, 7=.3 f=250, =70 /D=
6.0, T(I{ = 50, T'gi :4.0, d] = 075, d2 = 05, uy = 08, Uy =
0.3, v; = 1.5, and v, = 1.1. The average number of favorites/likes,
retweets/shares, and positive comments/replies received by User B
by sharing true information on social media can be used to es-
timate the values of a; and ;. Similarly, the values of r¥ and rf
can be quantified based on the average number of favorites/likes,
retweets/shares, and positive comments/replies that User B gets
due to the importance of event and popularity of rumor spreader,
respectively. On the other hand, the values of ¢; and v; can be de-
termined from the average number of negative comments/replies
that User B receives by sharing false information on social media. A
higher value of the number of negative comments/replies for each
user sharing false information will result in a higher ¢; and lower
v;. The value of parameter f can be obtained from the user pro-
files in social media platforms. The values of probabilities p; for
rumor cases being true or false can be derived from the historical
database of rumors that have similar profiles in terms of diffusion,
impact, and type of content spread. Costs of clarification r? depend
on the type of resources that are utilized by User A, which in turn,
is

directly dependent on the profile of the specific rumor case be-
ing considered for clarification. The impact of rumors ri” can be
determined by following their spread in both online and offline
social environments. In addition to this, surveys related to the po-
tential direct and/or indirect damage caused by a rumor can prove
to be an effective tool in quantifying the impact created by that
specific rumor. The values of parameters d; can be determined us-
ing the number of users sharing false/true information before and
after the clarification is made by User A.

As evident in Fig. 3(a) and 3(b), when the probability of a ru-
mor being true is low, User B chooses to oppose the rumor. At
sufficiently high values of this probability, he shifts his strategy
to supporting the rumor. In Fig. 3(c) and 3(d), it is observed that
when the benefit of spreading true information for a rumor is low,
User B engages in neutral participation, while a higher benefit mo-
tivates him to either support or oppose the rumor based on the
probability of that rumor being true. Fig. 3(e) and 3(f) show that
when the cost of spreading false information for a rumor ranges
from low to moderate, User B is likely to support or oppose that
rumor based on its probability being true. A higher value of cost
shifts his strategy to neutral participation in order to maximize his
expected utility. In Fig. 3(g) to 3(j), it is observed that a higher en-
gagement rate due to the importance of event or popularity of the
spreader motivates User B to change his strategy from neutral par-
ticipation to either supporting or opposing the rumor based on the
probability of rumor being true.

3.3. Equilibrium solutions

Definition 1. A pair of User A’s and User B's strategies (x*,y*) is

called a subgame-perfect Nash equilibrium (SPNE) if and only if:
X* = argmin Li4(x,J,), where n e {1, 2} (4)
xe{0,1}
y* =9a(x*) = argmax U;p(x*,ys), where n e {1,2} (5)
yne{0,1}

The SPNE solutions are obtained using backward induction
technique (Agarwal et al., 2020; Ho & Su, 2013).

Proposition 2. The SPNE solutions of the selection of rumor model
along with the optimal expected loss/utility of each player are pro-
vided in Table 2, where P, m = 1,2 .., 6 are the optimal conditions
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Fig. 3. Best response of User B as a one-way function of the parameters used in the rumor selection for clarification model.

Table 2

Equilibrium solutions of the selection of rumor model.
Case No. Conditions x5 y*) Li, Usg
1 Py (Dy:S2) 2+ dirf + (pauz + (1 — o))l (p2a; — (1 —pa)ca +15 +15) f
2 Py (Dy: K3) D +dyrl + (povy + (1= pa)ug)r (-p2ca+ (1 =p)ay+15+15)f
3 Py (D];Nz) rlf+d1r’]"+r§" 0
4 Py (D2: S1) 2+ dorf + (prug + (1 = ppv)rt (prar — (A —p)ey +15 +18) f
5 Ps (Dy; Ky) 2+ dort + (prvy + (1 = py)uy)rd! (—prcr+ (I =ppag+15+19) f
6 Ps (D3; Ny) Té) + dzr}z" + r¥ 0

defined in Appendix A.2. L;, and Uf; are the optimal expected loss
and utility for User A and User B, respectively.

Remark. Proposition 2 shows six possible SPNE strategies for User
A and User B. User A chooses to clarify rumor 1 (x* = D;) at equi-
librium in cases 1, 2, and 3, while she chooses to clarify rumor 2
(x* = D) in cases 4, 5, and 6. User B supports the rumor (y* =S5;)
at equilibrium in cases 1 and 4, opposes in cases 2 and 5 (y* = Kj),
and engages in neutral participation (y* = N;) in cases 3 and 6.

3.4. Sensitivity analyses of equilibrium solutions

In this section, we study how the equilibrium solutions are sen-
sitive to the changes in the parameters used in the rumor selection
for clarification model. In order to present a consistent comparison
between the objective functions of the players in sensitivity anal-
ysis, we convert the expected loss function of User A into an ex-
pected utility function, Uj,.

Fig. 4 (a) and 4(c) show the sensitivity in the equilibrium strate-
gies of the players relative to parameters a; and c;. It is observed
that User B exhibits contrasting behaviors with respect to a; and
c1. At low values of a; and high values of c;, he engages in neu-
tral participation, while a high value of a; and a low value of ¢;
increases his expected utility, which in turn, motivates him to op-
pose the rumor. In Fig. 4(b) and 4(d), it is observed that a high a,

and a low ¢, encourages User B to oppose rumor 2, given that the
baseline value of p; is higher than that of p,. This particular strat-
egy of User B provides an opportunity to User A to shift her focus
entirely on rumor 1 for clarification.

Fig. 4 (e) and 4(g) show that User B demonstrates similar equi-
librium behaviors with respect to parameters rf and r‘]’ . At low val-
ues of r3 and rF, he engages in neutral participation, while higher
values of rf and r‘; increases his expected utility, thus motivating
him to shift his strategy to opposing the rumor. In Fig. 4(f) and
4(h), it is observed that at low values of rg and r‘zj, User B focuses
his attention on rumor 1 by supporting it. With increase in the
values of rg and r‘z’, he shifts his focus to rumor 2 and chooses to
oppose it. This transition in the strategy of User B allows User A to
focus on rumor 1 for clarification.

Fig. 4 (i) and 4(j) illustrates how sensitive the equilibrium
strategies of the players are with respect to parameters p; and
p>. It is observed that at initial low values of p; for rumor i, User
B chooses to oppose the rumor fearing the risk of high damage
caused by supporting a false rumor. At moderate values of p;, User
B engages in neutral participation while a sufficiently high value
of p; motivates him to support the rumor in order to increase his
social influence and credibility rating. In addition to this, it is also
observed that User B changes his equilibrium decision to support
or oppose the other rumor in strategic regions that provide him
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Fig. 4. Sensitivity analysis of the optimal strategies of the players and their expected utilities as one-way functions of the parameters used in the selection of rumor model.

better probabilistic opportunities. For example, in Fig. 4(i), when
p1 crosses 0.4, the baseline value of p,, he shifts his strategy to
opposing rumor 2.

Fig. 4 (k) and 4(m) show the equilibrium behaviors of players
with respect to parameters r and r¥!. It is observed that a low r?
and a high r’l" motivates User A to clarify rumor 1 while a high r?
and a low rﬁ’ motivates her to clarify rumor 2. A similar pattern in
the behaviors of User A is observed with respect to parameters rg’
and ril.

In Fig. 4(0), 4(r), and 4(t), similar strategic profiles are observed
for User A. At low values of dq, u,, and v,, User A chooses to clarify
rumor 1. A low value of d; means that the quality of clarification
for rumor 1 is comparatively better than that of rumor 2. Addi-
tionally, at low values of u, and v,, User B chooses to focus his
attention on rumor 2 by opposing it which decreases the expected
impact of rumor 2. This provides an opportunity to User A to focus
on rumor 1 for clarification. At high values of dq, u,, and v,, User
A shifts his attention to rumor 2 because of the decrease in the
quality of clarification for rumor 1 and the change in the strategy

of User B to support rumor 1 that decreases its corresponding im-
pact, given that the baseline value of p; is higher than that of p,.
An opposite pattern in the equilibrium behaviors of the players is
observed with respect to parameters d,, uq, and v;.

3.5. Analytical implications

When the impact of a rumor is high, the cost of spreading false
information for the rumor is also high, which in turn poses a high
risk for User B for being criticized if they choose to support the
rumor. This possibility guides User B to engage in neutral partici-
pation due to which User A’s costs associated with the control of
rumor propagation decreases. User B is also motivated to engage
in the process of supporting or opposing a rumor based on the en-
gagement rates that he obtains due to the importance of event and
popularity of rumor spreader. User A’s strategy of selecting a ru-
mor for clarification depends on whether User B is spreading false
or true information to his followers and the quality of clarifica-
tions provided by User A to the social network. To deter User B
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from spreading false information, User A should post verified in-
formation on social media platforms that can reduce the extent of
uncertainties involved in the process of rumor diffusion, thereby
enabling User B to take informed decisions. With a decrease in
the extent of uncertainties involved in rumor spreading and clar-
ification, the expected utilities of both players increase (as shown
in Fig. 4(i) and 4(j)). This phenomenon bolsters the need of post-
ing verified information on social media platforms for minimizing
the transmission of false rumors. With this motivation, we develop
Model 2 that incorporates the response of User A for providing ver-
ified information leading to a subsequent reduction of the impact
of false rumor transmission on social media platforms.

4. Model 2: Learning for rumor clarification

During rumor propagation, User A can react fast to minimize
the spread of rumor with the available information on hand. But
if the available information is unverified/unproven and does not
clarify all aspects of the rumor, it can leave room for specula-
tion and lead to serious detrimental effects such as widespread
panic and confusion among people. In some cases, investment in
terms of effort, time and money to completely learn and verify
the details of rumor for effective clarification may also allow the
rumor to spread with its full force during the learning phase. In
this model, we determine the equilibrium clarification strategy for
User A so that she can minimize the spread of rumors during cri-
sis events by addressing the trade-offs between reacting fast with
partial/unverified information and reacting at a later stage with
verified information. Model 2 identifies the strategic interactions
between User A and User B during the learning phase for rumor
clarification. The objective of this model is to study the impact of
the User A’s rumor verification strategies on User B’s decision to
support, oppose, or show neutral participation for a specific rumor.
This is achieved by modeling the scenario of rumor verification us-
ing a sequential game model.

4.1. Notations, assumptions and description of model

Notations for Model 2 are introduced and defined in Table 3,
that include three decision variables, fourteen parameters, and
three functions.

In this model, User A is assumed to minimize her expected loss,
L4, while the User B is assumed to maximize his expected utility,
U,p. The sequence of moves of players is illustrated in Fig. 5. The
objectives of players in Model 2 are same as that of Model 1.

In this model, User A can either choose to clarify (D) or disre-
gard (ND) rumor immediately, or she can choose to enter into a
learning phase (L) in order to get verified information for rumor
clarification. Given that User A chooses to clarify rumor immedi-
ately, User B can then decide to disseminate (Q) this information
to his social network or may engage in neutral participation (N).
The strategy of information dissemination by User B provides him
with a benefit af, while no benefit or cost is associated with his
decision of neutral participation. The engagement rate obtained by
User B while supporting or opposing a rumor depends on the im-
portance of the event (r°) and the popularity of the rumor spreader
(r?). The effectiveness of clarification provided by User A is mod-
eled using clarification index, d. A higher value of d signifies that
the clarifications provided by User A are not sufficient to prevent
User B from spreading false information to his followers, thus in-
creasing the impact of rumor. The impact of rumor that User A
seeks to minimize is dependent on the strategy of User B. When
User B chooses to disseminate the clarified information posted by
User A, the impact of rumor decreases by a factor du, while in case
of neutral participation shown by User B, its impact decreases by
a factor d.
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When User A decides to disregard the rumor, User B can decide
amongst three options: oppose (K), support (S), or engage in neu-
tral participation (N). If User B supports a true rumor or opposes
a false rumor, he earns benefit af for spreading true information
to his followers. While if he chooses to support a false rumor or
oppose a true rumor, he bears a cost cf for spreading false infor-
mation to his followers. No benefit or cost is associated with the
User B’s decision of neutral participation. When User B supports
a true rumor or opposes a false rumor, the impact of rumor de-
creases by a factor u. Whereas, if he chooses to support a false
rumor or oppose a true rumor, the impact of rumor increases by a
factor v.

In the learning phase, the probability p, models the uncertain-
ties that exist while obtaining verified information for rumor clari-
fication. In addition to the costs associated with rumor clarification
and the impact of rumor, there exists a time-dependent cost rkg(t)
for User A to get verified information, where g(t) is function of her
learning period t. If User A manages to obtain verified information,
she will choose to clarify the rumor using this information. In this
case, User B can decide to disseminate the information to his social
network or may engage in neutral participation. The effectiveness
of verified information in reducing the impact of rumor is mod-
eled using verification index, I. A higher value of | denotes that the
verification provided by User A is not sufficient to convince User B,
due to which User B will continue to spread false information to
his followers, thus increasing the impact of rumor. Finally, if User
A does not get verified information, she can choose to clarify or
disregard the rumor.

In Model 2, the objective of User A is to minimize her expected
loss L4 by choosing x; and z;), to clarify rumor, with/without en-
tering into the learning phase. The objective of User B is to max-
imize his expected utility Ug by choosing y, to disseminate, sup-
port, oppose or engage in neutral participation. Therefore, the op-
timization functions of both players in Model 2 can be written as
shown below:

){I_T_lzijﬂ}ngA(Xinj\qu’k)
= XD<(1 —Yo+ qu)drH + rD) +xp (pszW((] —yo + qu)der
+ P+ rlg(t)) +(1- Pv)(2D|Nv((1 —yo + uyg)dr?
+rP 4 rLg(l')) +ZND|NV(.VK(13U+ 1-pu— 1)rH
+ YS(pu +(1=pv-— 1)rH + rLg(t)))>
+ XND(YI((PU+ (1-pu- l)r” +y5(pu +(1-pw- 1)rH))
(6)

maxy, Uap(Xi, Zjjq. Vi)

=xpyof(a+rs+r") + XLf(Pu(ZDWYQ (a+r°+ r"))
+(1 - py) (ZD‘NVyQ(a +15+ 1) + zyppw (v ((1 = p)a — pe
+r5 4+ 1P) +ys(pa— (1 - p)e+15 + rp))))
+ xNDf(yK((l —pa-pe+r4rP)
+ys(pa— (1 —p)C+r5+r’°)) 7
4.2. Best response of user B

Since User B is assumed to be the second mover in Model 2,
we first derive the best response of User B, y,, which is defined as
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Table 3
Notations used in Model 2.

Decision Options of User A

D Clarify
ND Disregard
Lpp Learn and clarify irrespective of getting verification
Lpnp Learn and clarify when verified (V) and disregard when unverified (NV)
Decision Options of User B
Q Disseminate
K Oppose
S Support
N Do Nothing
Decision Variables
X; Whether User A decides to choose option i, where i e {D,ND,L}; x; € {0,1} and };x; =1
Zjjq Whether User A decides to choose option j given q while learning, where j € {D,ND}; q € {V,NV} and z;,, € {0, 1}
Vi Whether User B decides to choose option k, where k € {Q,K,S,N} and y, € {0, 1}
Parameters
P Cost of rumor clarification
rt Learning cost per unit time period of User A
r"’ Impact of rumor
d Clarification index where d € [0, 1]
1 Verification index where I € [0, 1]
Dy Probability that User A will get verified information about the rumor
p Probability of rumor being true
u Index for spreading true information by User B where u € [0, 1]
v Index for spreading false information by User B where v > 1
f Number of followers of User B
a Benefit of spreading true information to each follower
c Cost of spreading false information to each follower
s Engagement rate obtained by User B due to importance of the event
P Engagement rate obtained by User B due to popularity of the rumor spreader
Functions
Loa (Xi, Zjg» Vi) Expected loss of User A
Uz (Xi. Zjq Vi) Expected utility of User B
g(t) Function of learning period t for User A
- - D, H(g+ rS+ P
Clarity n< Disseminate O dur®,(a+r ™1
Do Nothing P + dri0)
- - (rP + rt + Hig+rS+rP
Py ﬂ< Disseminate (r®+ g + dulr®, (a+ 17+ 15)f)
Clarify given verified Do Nothing (rP + rtg(t) + dirf,0)
D L H s P
. - - 2+ rig() + dur®, (a+ >+ 1
Clarify Disseminate ( 9 ( 1)
Learn .
Do Nothing (r? + rlg(t) + drH,0)
\ p L H (_ S P
\ Not Trie (rtg@®) + vrl,(=c+ 5+ rP)f)
verified
\ feﬂse (rtg(®) + urt, (a+ rS+ rP)f)
1Py pP (rtg@®) + wrf,(a+ rS+ rP)f)
True !
Disregard o Nott i-“alse (rtg(®) + vrt, (—=c + 1S+ rP)f)
0 Nothin -
) E(rtg(®) + r",0)
p H (_ S, P
Oppose (wrt, (=c+ r°> + r)f)
k (urf, (a+ rS+ rP)f)
5P
p H s P
ur®,(a+ r>+r
Support Trae~ W ( )f)
Disregard Do Nt Il:als; (vrf, (—c+ 75+ rP)f)
0 Nothin, -
. (r,0)

Fig. 5. Sequence of moves of players in learning for rumor clarification game.
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Table 4
Equilibrium solutions of learning for rumor clarification model.
Case No. Conditions (x*:y*) Ly, Usg
1 Ry (D; Q) 0+ durt (a+r5+m)f
2 Ry (Lp.p: Q. Q) (py(I = 1) + durt + 12 + rlg(t) (@a+r5+m)f
. po(dulr +1°) + (1 - py) pufa+(1—py)f
’ o (oo QK0 (pv+ (1= pyu—1)r¥ 4 rig(6) (1 pya—po) +15 417
4 R (Lowp: Q. 5) py(dulr +7°) + (1 - py) pufa+(1-py)f
! pp> (pu+ (1 - pyv—DyrH +rig(r) (pa—(1=p)c)+r5+r°

5 Rs (Lp.np; Q. N) po(dult +1°) + (1 — py)r" +rig(t) puf(a+15+1P)
6 Rs (ND; K) (pr+ (1 = pyuyrt ((1=pa-pe)y+rs+m™)f
7 Ry (ND; $) (pu+ (1 - pywyrf ((pa— (A =pyc) +r5+1")f
8 Rg (ND; N) H 0

follows: (x* = Lp np)- In these cases, there are three possible combinations

Vn = argmax Uy (X;, Zjiq, k), Wheren=1,2...,5
yref0,1}

(8)

Proposition 3. The best response function of User B, yy, is given by:
For n=1,2,and 3, the strategy Q is strictly dominant over N,
therefore,

In=Q (9)
For n =4 and 5,
S if p>max (C’(C'ffp), %)
Jo=K if pgmin<%v%> (10)
Ve (0 cn)

Remark. Proposition 3 identifies the boundary conditions for dif-
ferent response strategies of User B. When User A chooses to clar-
ify the rumor (n=1,2, and 3), User B’s strategy is to dissem-
inate this information to his social network, irrespective of the
variations in model parameters. On the other hand, when User
A decides to disregard the rumor (n =4 and 5), User B can then
choose amongst three options, that is, support, oppose or en-
gage in neutral participation. The boundary conditions for these
response strategies of User B is similar to the ones explained in
Proposition 1.

4.3. Equilibrium solutions

Proposition 4. The SPNE solutions of the learning for rumor clarifica-
tion model along with the optimal expected loss/utility of each player
are provided in Table 4, where Ry, m=1,2....,8 are the optimal
conditions defined in Appendix A4. L%, and Uj, are the optimal ex-
pected loss and utility for Users A and B, respectively.

Remark. In Proposition 4, eight possible SPNE strategies for Users
A and B are shown. User A chooses to clarify rumor instanta-
neously at equilibrium (x* = D) in case 1, she chooses to disre-
gard rumor instantaneously (x* = ND) in cases 6, 7, and 8, and
she chooses to enter into the learning phase to obtain verified in-
formation (x* =L) in cases 2, 3, 4, and 5. If User A’s equilibrium
strategy is to clarify immediately, User B chooses to disseminate
the information posted by User A (y* = Q). When User A disre-
gards the rumor immediately at equilibrium, User B can choose to
oppose (y* = K), support (y* =S), or engage in neutral participa-
tion (y* = N). In the learning phase, User A can choose to clarify at
equilibrium irrespective of getting verified information (x* = Lp p),
in which case User B chooses to disseminate the information pro-
vided by User A (y* =Q,Q). The other equilibrium strategy of
User A in learning phase is to clarify when verification is obtained
and disregard when the rumored information remains unproven

1

of equilibrium strategies for User B, that is, (y* = Q,K), (y* =Q,S),
and (y*=Q,N).

4.4. Sensitivity analyses of equilibrium solutions

In this section, we study how the equilibrium solutions are sen-
sitive to the changes in the parameters of learning for rumor clari-
fication model. For a consistent comparison between the objective
functions of the players in sensitivity analysis, we convert the ex-
pected loss function of User A into an expected utility function,
Uya. For numerical illustrations, the baseline values of the param-
eters used in this model are assumed as follows: p =46, p, =
08, =08, c=23, rs=0.3, rp=42, f=250, =40, =
50, =02, d=05 1=03, t=2, u=0.38, and v=1.5.

Fig. 6 (a) and 6(b) show the sensitivity in the equilibrium
strategies of the players relative to parameters a and c. In these
figures, it is observed that the behavior of User B with respect to a
is in complete contrast to that of c. At higher a and lower c, User
B chooses to support the rumor, given that User A disregards the
rumor when no verification is obtained. This equilibrium strategy
of the User B arises due to the baseline value of p being 0.6.

Fig. 6 (c) and 6(d) show that User B demonstrates similar equi-
librium behaviors with respect to parameters 5 and r”. At low val-
ues of r° and P, he engages in neutral participation, while higher
values of r° and r” increases his expected utility, thus motivating
him to shift his strategy to supporting the rumor.

Fig. 6 (e) illustrates the sensitivity in the equilibrium strategies
of the players relative to parameter p. At low or high p, the extent
of uncertainties involved regarding the nature of rumor being true
or false is low, thereby encouraging User A to react faster with-
out entering into learning process. Moderate values of p result into
greater uncertainties about the nature of rumor, which in turn mo-
tivates User A to obtain verified information via learning process.

In Fig. 6(k), the strategies of the players are analysed with re-
spect to [, an index that quantifies the effectiveness of learning
process on the impact of rumor. At low values of [, User A is highly
likely to enter into the learning phase to obtain verified informa-
tion, while a high [ switches her strategy to completely disregard
the rumor. The strategy of User A to enter into the learning phase
is also dependent on parameters p, and rt, as shown in Fig. 6(f)
and 6(i), respectively. It is observed that the equilibrium behaviors
of the players with respect to r! are similar to that of I, while with
respect to py, the results are in complete contrast with that of I.

Fig. 6 (g) and 6(h) show the equilibrium behaviors of players
with respect to parameters r2 and r’. It is observed that a low
and a high rH motivate User A to clarify the rumor by entering into
learning phase to obtain verified information, while a high rP and
a low ! change her strategy to react faster without going into the
process of learning.

In Fig. 6(j), the equilibrium behaviors of the players are ana-
lyzed with respect to variations in d. This index quantifies the ef-
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Fig. 8. Sensitivity analysis of the optimal strategies of the players as two-way functions of p and u.

User A chooses to react fast without engaging in learning. On the
other hand, for moderate values of p, User A is motivated to spend
time in the learning process for obtaining verified information.

4.5. Analytical implications

When the impact of rumor is high, the results show that User A
should engage herself in the learning process to get detailed ver-
ified information about the rumor that is being spread on social
media platforms. This strategy minimizes the risk of significant
rumor transmission as a result of a faster reaction with unveri-
fied/unproven information. When User A clarifies the rumor with
verification obtained from different sources, User B becomes much
more confident in disseminating the information posted by User
A. However, this engagement of User A in the learning process is
constrained on two factors, that is, the cost of learning and pe-
riod of learning. If the cost and period of learning are beyond the
reasonable limits, the reduction obtained on the impact of rumor
using verified information may not be significant enough to mo-
tivate User A to engage in the learning process. The rate of in-
crease/decrease of the time taken to get verified information also
influences the decision of User A to participate in the learning pro-
cess. Our results also show that entering into the learning phase
also helps User A deal with the uncertainties regarding the nature
of rumor being true or false.

5. Validation of the strategies of social media user

In this section, we analyze the strategies of social media users
using data collected from Twitter across seven different rumor
cases, as shown in Table 5. The criteria for choosing and collect-
ing these datasets were based upon their large-scale news cover-
age and the availability of the data on Twitter. The false rumor
from the Boston Marathon bombing was broadcast across the on-
line environment, and was identified through news outlets and so-
cial media platforms (Sager, 2013). For the Hurricane Harvey and
Hurricane Irma rumors, the cases were identified on FEMA’s Ru-
mor Control pages (Federal Emergency Management Agency, 2017).
News from the 2018 Hawaiian incoming missile and Tsunami
warning false alerts were broadcasted online, on the radio, and
on television. A brief description about these cases are provided
in Appendix A.5.
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Twitter’s Search API (Twitter Search API, 2020) was used for
collecting all of the tweets in this research. Twitter's Standard
Search API returns tweets from the previous seven days based on
user-specified search criteria. Data used in this study only contains
a sample of tweets that were returned by the API based on our
search queries since the API does not provide an exhaustive list
of tweets. To resolve this issue and collect more comprehensive
datasets, the tweets were collected over a 28-day window for ev-
ery case, with collection performed every three days by using the
same search criteria every time. In total between the seven cases,
we collected 418,314 tweets. The queries used for all cases were a
combination of case insensitive keywords and hashtags (e.g., im-
migration and #harvey; hawaii and #missile). The queries were
selected following an extensive Twitter Advanced Search (Twitter
Advanced Search, 2020) to find the pertinent keywords and hash-
tags that identified tweets related to the rumors being studied in
this paper.

Utilizing latent content analysis (Hunt, Wang, & Zhuang, 2020;
Wang & Zhuang, 2017) and following the rules suggested by
Krippendorff (2013) and Landis & Koch (1977), the text of each
tweet was coded to identify the stance of the user with respect
to the specific rumor case. Three researchers (“coder 1,” “coder
2,” and “coder3”) participated in the coding process for all of the
tweets. The coders were required to become familiar with all seven
cases of rumor in this study before coding began. Coders 1 and
2 independently coded all of the tweets into the following three
mutually exclusive classes: support, oppose, and neutral participa-
tion. After coders 1 and 2 completed the datasets, coder 3 then
cross-validated all of the tweets in which 1 and 2 disagreed on
the class. In this study, we analyze the tweets related to classes,
support and oppose, since these rumor cases were clarified as be-
ing true or false by the official agencies. This clarification act as a
complete information regarding the values of the probabilities for
rumor cases being true.

Table 6 shows the description of rumor clarifications provided
by different official accounts for each rumor case. The criteria used
to select the first clarifying post were - (a) it must be posted by
an official account of a verified user, and (b) it must be the most
shared post (in terms of the number of retweets and likes) among
the posts that were made on the first day of clarification. As shown
in this table, a majority of these clarifications are provided by the
news agencies while in cases such as Hurricane Harvey Hiring and
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Table 5
Summary statistics, collection dates, and total tweets collected for the seven rumor cases.
# Likes per # Retweets per . . Collected
Rumor Case Rumor Type Unique Tweet Unique Tweet Collection Began Collection Ended Tweets
Hurricane Irma Fuel Demand True 33 20 September 01, 2017 September 28, 2017 432
Hurricane Harvey Hiring True 5 6 August 25,2017 September 21, 2017 435
Hurricane Irma Immigration False 26 16 September 09, 2017 October 06, 2017 594
Boston Marathon Bombing Donation False 1 11 April 18,2013 May 15,2013 650
Tsunami Warning False Alert False 3 2 February 04,2018 March 03, 2018 7,478
Hawaii Missile False Alert False 17 7 January 14, 2018 February 10, 2018 6,691
Hurricane Harvey Immigration False 210 102 August 28, 2017 September 24, 2017 2,034
Total Collected Tweets 18,314
Table 6
Description of clarification provided by the official accounts for each rumor case.
AP . | Retweets for | Likes for .
Rumor Case Official Account Account Description ClazjgFation Figed Clarification | Clarification First Tweet Posted
On On
Post Post
Hurricane Irma Fuel Demand Reuters News Agency September 06, 2017 109 82 September 05, 2017
Hurricane Harvey Hiring WCraigFugate | Former FEMA Administrator | August 30, 2017 115 71 August 28, 2017
[Hurricane Harvey Immigration washingtonpost News Agency August 25,2017 561 1496 August 22, 2017
[Hurricane Irma Immigration NPR News Agency September 06, 2017 303 618 September 05, 2017
Hawaii Missile False Alert ABCWorldNews News Agency January 13,2018 50 64 January 13,2018
Tsunami False Alert NBCNews News Agency February 06, 2018 637 677 February 06, 2018
Boston Marathon Bombing Donation darrenrovell News Reporter April 15,2013 1957 158 April 15,2013

Boston Marathon Bombing Donation, the clarification message is
posted by individuals associated with the official agencies. It is ob-
served that the official agencies usually take one to three days to
verify and provide clarifications. In highly sensitive cases such as
Hawaii Missile and Tsunami False Alerts, the clarification is pro-
vided within the same day of the first rumored post to prevent
widespread panic and confusion.

Propositions 1 and 3 claim that when the probability of a ru-
mor being true is low, User B chooses to oppose the rumor, while
at high values of this probability, the best response strategy of User
B is to support the rumor. These propositions are further validated
using real life rumor cases during crisis events, as shown in seg-
ment Overall Response of Fig. 9. In this segment, it is observed that
for true rumors, most of the users chose to support these rumors.
Whereas, in case of false rumors, majority of the users responded
by opposing the rumor. The importance of verifying rumors and
providing clarified information as prescribed by the model results
are further validated by segments Before Clarification and After Clar-
ification of Fig. 9. For false rumors, the percentage of users show-
ing opposition increases up to 44.4% after the first clarifying post is
made by an official account. In case of true rumors, the increase in
the percentage of users showing support is found to be up to 6.7%.
This shows that the influence of a clarification post is relatively
more impactful for false rumors as compared to true rumors.

6. Conclusions and future research directions

In times of crises, millions of people turn to social media for
breaking news updates, evacuation planning, situational awareness,
safety protocols, among many other emergency needs. Although
there are many significant benefits associated with social media
platforms, there are also certain characteristics which can lead to a
dangerous social environment. Unfortunately, due to the unmoder-
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ated nature of social media platforms, rumors often spread, reach-
ing and influencing people around the world. In order to clarify
rumors, official agencies and social media companies must expend
human resources and time in order to locate rumors on social me-
dia, track the rumors in order to understand their reach and im-
pact, and formulate rumor clarification messages.

In a rumor propagation and clarification process, the players
make different strategic decisions by taking into account the trade-
offs between the cost involved while spreading/clarifying, and the
impact of rumor in terms of social reach and losses. Given the
dearth of existing game-theoretic works on rumor propagation and
clarification, we develop two novel game-theoretic models to study
the strategic interactions that take place between Users A and B in
a rumor transmission process. In these models, we determine the
SPNE strategies of the players and identify the equilibrium con-
ditions that motivate/demotivate the players to engage in a rumor
transmission and clarification process. We also perform the numer-
ical sensitivity analyses of the equilibrium strategies of the players
and their expected utilities as functions of the parameters used in
the models. Results of the sensitivity analyses help us to identify
the relative threshold at which the strategies taken by the play-
ers undergo transition. The results from the models indicate that
posting verified information on social media reduces the uncer-
tainties involved in rumor transmission, thereby enabling User B
to take informed decisions on whether to support or oppose the
rumor being circulated. This verification should be obtained within
reasonable limits of time and cost in order to motivate User A to
engage in the learning process. The prescriptive insights obtained
from this paper will be useful to inform decision makers about the
behaviors of Users A and B in a rumor transmission and clarifica-
tion process under different strategic conditions, which in turn will
improve the rumor information dissemination and control prac-
tices during crisis events.
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Fig. 9. Validation of the strategies of social media users based on real life rumor cases.

Social media companies are implementing policies in their
fight against rumors, misinformation, and disinformation by tak-
ing down inauthentic behavior, labeling misleading information,
working closely with civil society groups, and engaging with re-
searchers and governments. Before 2020U.S. elections, LinkedIn,
Pinterest, Reddit, Verizon Media, and theWikimedia Foundation
joined Google, Facebook, Twitter, and Microsoft to coordinate with
the U.S. intelligence community to identify disinformation cam-
paigns (Ben Nimmio, 2020; Isaac & Conger, 2020). Twitter uses a
framework to label and remove manipulated or synthetic media
and misleading information intended to undermine public trust
on democratic policies and events such as elections (Dawn.com,
2020). In September 2020, Twitter built a U.S. Election hub that
provided credible and verified news and voting resources to the
social media users for making informed decisions during elections
(Gadde & Beykpour, 2020). Model 1 will help the social media
companies to select the cases/posts to label/remove based on the
users’ behaviors, the impact of the cases on users, the importance
of event, and the popularity of rumor spreader. Model 2 will help
the agencies and social media companies to make decisions re-
garding engaging in the learning process to provide verified and
credible information during rumor clarification.

In this paper, it is assumed that the players have complete
knowledge of their opponent’s objectives, payoffs, beliefs, and pos-
sible actions. However, in real life, different types of social media
users may have different set of objectives and beliefs while partic-
ipating in rumor clarification and verification processes. In future,

15

this can be addressed by using Adversarial Risk Analysis framework
(Rios Insua, Rios, & Banks, 2009) where probabilistic measures are
used to define and assess the players’ possible actions based on
the uncertainties about the players’ decision problem.

In the models that are developed in this paper, the players are
assumed to be risk neutral. To build a more robust model, the play-
ers could be allowed to have risk preferences. For example, an of-
ficial agency or a social media user with a large network of fol-
lowers is likely to have a risk averse profile since any controversial
post/statement made by him/her on social media can draw a lot
of criticism and a subsequent fall in social influence. Whereas, a
user account with a small network of users will be more willing to
take risks while supporting or opposing a rumor. One of the ways
of incorporating these risk preferences into the expected utility
functions of the players is by considering a power utility function
of the form: U(x) =xf, where 0 < 8 <1,8=1, and 8 > 1 covers
risk-averse, risk-neutral, and risk-seeking behaviors of the players
(Payyappalli, Zhuang, & Jose, 2017).

In this paper, we model the decisions of User A to clarify/verify
a rumor using binary variables. But in the real world, User A may
select levels of effort to clarify two or more rumors simultane-
ously and to verify a particular rumor. In that case, the level of
effort used by User A might influence the decisions of User B to
oppose/support a given rumor. A high level of effort might also
increase User B’s trust on User A’s ability to clarify and verify a
rumor being circulated on social media. In real-life situations, User
A may receive multiple rumor cases pertaining to a disaster event
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with a possibility of rumor spreading by multiple user accounts.
These models can be more realistic by incorporating N rumor cases
and the interaction of User A with N user accounts. In this pa-
per, we assume that the probability of a rumor being true is in-
dependent of the strategies of the players and their corresponding
subjective assessments. However, in reality, each player is likely to
have a different set of beliefs regarding the value of the probability
that can be considered as a future research direction.

In this study, User B is assumed to maximize his influence and
credibility ratings in the social networks. While in practical sce-
narios, an unscrupulous User B may have no concerns about ve-
racity and may engage due to different objectives such as mon-
etizing by running advertisements, trying to seed polarization or
misinformation on purpose, etc. The variability in User B’s objec-
tives can be modeled by identifying different user types (for ex-
ample - trolls, reputed personalities) that are active in social me-
dia platforms. Future research can also extend the current study
to a multi-stage game model to consider continued review by the
players as content becomes more viral and information is gradually
revealed. Similarly, the models could also consider repeated game
interactions between the players where the present course of ac-
tions of User A affects its reputation and ability to influence User
B in the future.

The efforts taken by User A to clarify a particular rumor is
also dependent on the strength of connections between different
users in a social network. The stronger the strength of connec-
tions between the users, it is likely that the spread of rumor will
be faster due to which User A needs to invest more time and re-
sources in clarifying and verifying the rumor effectively. In future,
the strength of ties between the users in a given social network
can be considered to study its impact on the propagation patters of
rumors, behaviors of users, and clarification and verification strate-
gies of official agencies and social media companies. In addition,
future research could also consider unsupervised techniques such
as sentiment analysis to separate the data into different clusters.
Research and developments in this domain could remove the need
for labeling the data if unsupervised machine learning approaches
could automatically identify and create the different classes.

Appendix A
Al. Proof of Proposition 1

Expected utility of the social media user while supporting the
jth rumor,

Uig(yn =Sj) = (pjaj = =pjej+ r}g 'Hf)f (12)

Expected utility of the social media user while opposing the 4jth
rumor,

U]B(ynzl(j)z(—pjt'j-i-(] —pj)aj+r§+rf)f (13)

Expected utility of the social media user while doing nothing re-
garding the.jth rumor,

Uip(yn =Nj) =0 (14)
For y, = Sj, the following condition must hold:

Uip(yn =S;) = Uig(yn = K;), and (15)
Uis(Yn =S;) = Uig(yn = N;) (16)

On solving inequalities (15) and (16), we get the following condi-
tion:

¢j— (3 +r)) 1)

17
ci+a; 2 (a7)

pj= max(
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For yn = K;, the following condition must hold:
Uip(yn =K;) = Uip(yn =S;), and (18)
Uip(yn =K;) = Uig(yn = N;) (19)

On solving inequalities (18) and (19), we get the following condi-
tion:

R GER IS
p; < min (7 7) (20)
J cj+a; 2
For yn = Nj, the following condition must hold:
Uig(n =N;) = Uip(yn = S;), and (21)
Uign = N;) = Uig(yn = Kj) (22)

On solving inequalities (21)
tion:
S P S P
. (aj+(rj+rj) c_,-—(rj+rj)>
J Cj+a; Cj+a;

and (22), we get the following condi-

(23)

A2. Proof of Proposition 2

We substitute the best response function of the social me-
dia user defined in Eq. (3) into the expected loss function of the
agency defined in Eq. to obtain the following expressions for L4
in terms of y,:

Lia(X =Dy, ¥n = Sp) =17 + dir{l + (pauz + (1 — po)v2)15,

(24)
. B -5+ 1
subject to C; = p, > max (W, §>
Lia(X =Dy, Jn = K5) =17 + dir}l + (p2v2 + (1 = p2)wa) 1%,
(25)
) B (o + () 1
subject to G, = p; < mm( Gia 2)
Lia(x =Dy, =Np) = 1] + dyrt + 14, (26)
a S+ -GS+
subjecttoQEpze( 2+ (pHn) -G+ 2)>
C+ap Cy+ay
Lia(X = Da,Jn = S1) =15 + dar¥f + (pruy + (1 = pp)vy)rfl,
(27)
, B a—@$+r) 1
subject to C4 = p; > max (W 5)
Lia(X =Dy, n = K1) =15 + dor§ + (p1v1 + (1 = py)ua)rf,
(28)
) _ () 1
subject to Cs = p; < min (W 5)
LlA(XzDz,j;n =N1) =r§’+d2r§+r¥, (29)

a+ @+t o - +r{’)>
1+ aq 1+
For (x*,y*) = (D1, S,), the following condition must hold:

subject to Cg = p1 € (
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P = ”(LlA(x=D1,)7n =5) < Lia(x=D2, 90 =S$1)) N (G mC4)}
Uf (Liax = D190 = 52) = Lia(x = Do, 5 = K0)) 1 (11 Gs) |

U[(LlA(X =Dy, Jn=53) <Liax=Dy,9n = N1)) n (G mCs)”
(30)

For (x*,y*) = (D1, K3), the following condition must hold:

P = {{(LlA(X:Dla}?n =K3) <Lia(x =Dy, Jn =51)) N (G mC4)]
U{(’-]A(X =Dy, Vn =K3) < Lia(x = D2, n =K1)) N (G mCs)}

U{(’-]A(X =Dy, Yn =K3) = Lia(x = Dy, Jn = N1)) N (G ﬂcs)}}
(31)

For (x*,y*) = (D1, N,), the following condition must hold:

P = {{(LIA(X:DLJ?H:NZ)SLlA(X:DZvyn:51) )N (G mC4)}
U{(LlA(X:Dlvyn:NZ)SLlA(X:DZ’J?n:KI) )N (G ﬁcs)}

{(LM(X—D] Jn=Nz) <Lip(x=D3. 90 =Ny)) N (G NCg }
(32)

For (x*,y*) = (D, S1), the following condition must hold:

Py = {{(Liatx = D290 = 1) = Liae = D19 = $2)) 1 (N 1)

U] (Liae=D2. 5w =S1) = Lia(x=D1.9w = K2)) 1 (G0 Gy

!
|
|

33)

!

{(LlA(X—DZ Jn=S1) < Lia(x = D1, Jn = Np)) N (C4 N G3)
(

For (x*,y*) = (D,, K7), the following condition must hold:

Py = {{(Lia(x = D290 = K1) = Lia(x =Dy 9w =520) n (G5 )|
U] (Laae = D2, 5 = K1) = Liax = D19 = ) 1 (G5 1)}

Of (Liae = D2 5 = K) = Liax = D13 = N2)) 0 (G 1 G3) ||
(34)

For (x*,y*) = (D3, N7), the following condition must hold:
Ps = H(L1A(X=D2,}7n =N1) =Liax=D1.9n =52)) N (G ﬂC1)}
U{(Lm(x =D2,9n=N1) <Lia(x=Dy,Jn =K3)) N (o ﬂCz)}

(35)

{(Lm(x—Dz Jn=Nq) <Lip(x =Dy, 90 = Np)) N (G5 NG5

From Eqs. (24)-(29), it is observed that C; NG, G NC3, G NGC3, G4 N
Cs, C4 N Cg, and C5 N Cg yield empty set, due to which they are not
taken into consideration while determining the optimal conditions
for the SPNE solutions in the selection of rumor model.
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A3. Proof of Proposition 3

Expected utility of the social media user while disseminating
the clarified information,

Up(in =Q) = (36)

Expected utility of the social media user while supporting the ru-
mor,

Up(yn =S) = (pa— (1 = p)c+1° +17) f (37)

Expected utility of the social media user while opposing the rumor,

(@+r+r)f

Upp(yn =K) = (= pc+ (1= pla+r +1')f

Expected utility of the social media user while doing nothing re-
garding the rumor,

(38)

Ug(yn =N) = (39)
For y, = S, the following condition must hold:

Uss(Yn =S) > Uzp(yn =K), and (40)
UZBQ’H = S) = UZB(yn = N) (41)

On solving inequalities (40) and (41), we get the following condi-
tion:

c—(S+1rP) 1
_ 42
pzmax( c+a ’2) (42)
For j, = K, the following condition must hold:
Usp(Yn = K) = Usp(yn = S), and (43)
Usp(Yn = K) = Usg(yn = N) (44)

On solving inequalities (43) and (44), we get the following condi-
tion:

o qa+ @ +rP 1
p < min (c—i-ia’ i) (45)
For y, = N, the following condition must hold:
Us(yn = N) = Uzp(yn =S). and (46)
Uzp(yn =N) = Upg(yn = K) (47)

On solving inequalities (46) and (47), we get the following condi-
tion:
. <a+(r5+r”) c—
c+a

(r5+r")>

c+a (48)

A4. Proof of Proposition 4

We substitute the best response function of the social media
user defined in Egs. (9) and (10) into the expected loss function of
the agency defined in Eq. (6) to obtain the following expressions

for L4 in terms of J,:
La(x =D, 9 =Q) =P + durf (49)

—durfy + durf + P + rlt
(50)

Lya(x =Lpp, Jn = Q, Q) = py(dulr*

py(dulr® + 10 4+ i)
—rt 4 rlt),

Loa(x =Lpnp, Ju=Q,K) =
+ (1 =py)(pur — purf 4+ urf
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subject to Fy = p < min( a ’ 1) (51) For (x*;y*) = (Lp.np; Q, K), the following condition must hold: 1089
c+a’ 2
1082 Ry = {{(LzA(X =Lpnp, Jn = Q. K) < La(x=D,J» =Q)) N Fl}
L =Lpnp, Vn=Q,S) = py(dulr + P + 1t . .
24 =Lono.n % ) 5U( u; +; +Lr ) mI(LZA(X:LD.NDaYn:QsK) < La(x=1Lpp.yn=Q, Q))ﬁFl]
+ (1 —=py)(pur”™ — pvr” +vr" —r" +r't),
subject to i, = p > max((:_’c_a’ %) (52) m{(LZA(X=LD.ND,}7n =Q.K) < Lya(x=ND.J, =K))ﬂF1}}
1083 (59)
Loa(X = Lo np, Jn = Q. N) = po(dulr™ + 10 + it For (x*; y*) = (Lp.np; Q. S), the following condition must hold: 1090
. a c
subjectto E=pe (7c+a’7c+a> (53) Ry z{[(LZA(x:LDYND,yn:Q.S)§L2A(x:D,yn:Q))ﬁF2]
1084 R R
0| (L= Lo 51 = @) = Loax = Lop. 5 = Q. Q) N}
Lya(x = ND, §, = K) = pvr' — purt + ur™,
01 0] (bar X = Lowo. 5 = ©.9) = Loa(x = ND. 5 =) an]}
subject to F; = p < min (— 7> (54)
c+a’ 2 (60)
1085
For (x*;y*) = (Lp np; Q. N), the following condition must hold: 1091
Lya(x=ND,§n = S) = pur” — purt +vrf,
subject to FSEPZmaX<C+a,%) (55) Rs E{{(LZA(X:LD,NDv)?n:QvN)SLZA(X:D!yn:Q))QE}
1086 0| (121X = Lowo. 0 = QW) = Laax = Lop. 90 = Q. Q) 1
R . a c . R
Loa(x=ND,j, =N) =1, subjectto f=pe <c+7a’ m) m{(LZA(x =Lpnp. Jn = Q. N) < La(x =ND, J, = N)) ﬁFg}}
(56) (61)
1087 For (x*;y*) = (D; Q), the following condition must hold: For (x*;y*) = (ND; K), the following condition must hold: 1092
Ry = {{LZA(X =D, Jn=Q) = Loa(x=Lpp.Jn=0Q, Q)} Rs = “(LzA(X =ND.,Jn =K) < Loa(x=D.Jn = Q)) ﬂFl}
] Ca e =D.9w = Q) = Loax = Lo 5 = . K0) N 0 (LaGx = ND.5 = K) = Loa(x = L. 72 = . Q) N i
U{(LZA(X =D.yn=Q) =Loa(x=Lono.Jn = Q, 5)) n FZ} ﬂ[(LzA(X =ND, Jn =K) < Loa(x=Lpnp,Jn =Q.K)) N F ]}
Of (barx = 0.5 = Q) = Lonx = Lown. I = @.N) N} (62)
ﬂ{ { (LzA (x=D,Jn=Q) <La(x=ND,y, = K)) N 1:1} For (x*; y*) = (ND; S), the following condition must hold: 1093
Uf (tarx = 0.5 = Q) = Lasx = ND.5, = ) N ) )
Ry = { (La(x = ND. 52 =) = Lax = D.3u = ) "o
Uf (barx = D.5 = Q) = Loa(x = ND. 5 = ) n&”}
0] (Larx = ND.5u =) < Loa(x = Lop. 9w = Q. Q) B}
(57)
1088  For (x*;y*) = (Lp p; Q, Q), the following condition must hold: m{ (LZA(X =ND,yn=5) < Laa(x=Lpnp,Jn = Q, 5)) n FZ}}
(63)
Ry = i ="Lpp.9n=0,Q) <Loa(x =D, Jn =
2 {{ #&=Lpp.n=0Q.Q) = Laa(x In Q)} For (x*;y*) = (ND; N), the following condition must hold: 1094
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Table A5
A brief description of rumor cases considered in this study.
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Case

Brief Description

Hurricane Irma
Fuel Demand

As evacuations were taking place in the State of Florida after Hurricane Irma, a rumor was spread on September 8th,
2017, stating that there was a high demand for fuel in Florida. This rumor was found to be true and the Florida
Emergency Operations Center confirmed that demand in some areas has increased five times above normal levels.

After Hurricane Harvey, there was a post on Twitter and Facebook on August 12th, 2017, that claimed the Federal

Hurricane s . . .
.. [Emergency Management Agency (FEMA) is hiring field inspectors and paying $4,000 to $5,000 weekly. This rumor
Harvey Hiring
was confirmed to be true.
. During Hurricane Harvey, a false rumor spread on social media claiming that the City of Houston would conduct]
Hurricane . L . . . :
routine checks of immigration status at evacuation sites and relief centers such as shelters and food banks. This rumor]
Harvey . L . . . W :
Immigration was debunked on social media with various tweets from the City of Houston and U.S. Immigration and Customs

Enforcement (ICE). The rumor was also addressed on FEMA’s rumor control page on Hurricane Harvey.

Hurricane Irma

On September 6th, 2017, a Sheriff from Polk County posted a tweet which read “If you go to a shelter for #lrma, be
advised: sworn LEOs will be at every shelter, checking IDs. Sex offenders/predators will not be allowed.” This tweet

Immigration

caused anger and panic among citizens and undocumented immigrants as they inferred that he was checking IDs to
primarily scare undocumented immigrants from seeking safety in Polk County shelters.

Hawaii Missile
False Alert

On January 13th, 2018, Hawaii’s Emergency Management Agency sent out an emergency alert to cell phones,
televisions, and radio stations stating that a ballistic missile was headed towards the islands. A second alert that was
sent 38 minutes later notified the public that this was a false alert, and there was no incoming missile.

Tsunami False
Alert

[Emergency alarms began to wail on Hawaii's Oahu and Maui islands on February 6th, 2018, with warning of a
potential tsunami. The alert turned out to be a false alarm, as confirmed by various authorities including the Honolulu
(Weather Center and the state Emergency Management System.

Bombing

Donation the #BostonMarathon victims.”

Boston Marathon [Following the 2013 Boston Marathon bombing, a fake Twitter account named @BostonMarathon was responsible for
spreading a false rumor. The account posted a tweet which read “For every retweet we receive we will donate $1.00 to
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