
ARTICLE IN PRESS 

JID: EOR [m5G; July 23, 2021;21:26 ] 

European Journal of Operational Research xxx (xxxx) xxx 

Contents lists available at ScienceDirect 

European Journal of Operational Research 

journal homepage: www.elsevier.com/locate/ejor 

Innovative Applications of O.R. 

Interplay of rumor propagation and clarification on social media 

during crisis events - A game-theoretic approach 

Puneet Agarwal , Ridwan Al Aziz , Jun Zhuang 
1 , ∗Q1 

Department of Industrial and Systems Engineering, University at Buffalo, Buffalo, NY 14260-2050, USA 

a r t i c l e i n f o 

Article history: 

Received 24 September 2020 

Accepted 29 June 2021 

Available online xxx 

Keywords: 

Game theory 

Social media 

Rumor propagation 

Rumor control 

Emergency communication 

a b s t r a c t 

For a rapid dissemination of information during crisis events, official agencies and disaster relief organi- 

zations have been utilizing social media platforms, which are susceptible to rumor propagation. To min- 

imize the impact of rumors with limited time and resources, the agencies and social media companies 

not only need to wisely choose the cases to clarify amongst the numerous cases, but they should also 

make an informed decision on the timing of clarification. Reacting fast can be misjudged as an obvious 

best policy as partial/imprecise information may fail to contain the impact of the rumors. On the other 

hand, investment in terms of time, effort, and money to clarify with more complete information also al- 

lows the rumors to spread with their full force during the learning phase, thereby making the process 

of decision-making very challenging. The objective of this paper is to determine the optimal strategies 

for the official agencies and social media companies by developing two novel sequential game-theoretic 

models, namely “Rumor Selection for Clarification” and “Learning for Rumor Clarification”, that can help 

decide which rumor to clarify and when to clarify, respectively. Results from this study indicate that 

posting verified information on social media reduces the uncertainties involved in rumor transmission, 

thereby enabling social media users to make informed decisions on whether to support or oppose the 

rumor being circulated. This verification needs to be obtained within reasonable limits of time and cost 

to keep the learning process worthwhile. 

© 2021 Elsevier B.V. All rights reserved. 
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. Introduction 

Rumor is defined as an “informally improvised news”

 Shibutani, 1966 ) that can affect individuals and their com- 

unities in the time of crisis situations ( Prasad, 1935 ). According 

o Zhao, Resnick, & Mei (2015) , there are two salient characteristics 

f a rumor: ( i) it generally occurs in situations where its truth 

alue appears to be uncertain and ambiguous to the public, and 

ii) it may or may not be always false, that is, it may contain

ruthful information which is yet to be verified by the authentic 

ources. 

Since World War II, psychology of rumors and how to contain 

hem have attracted significant attention from the research com- 
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crisis events - A game-theoretic approach, European Journal of Operati
unity ( Festinger et al., 1948; Knapp, 1944 ). Books, newspapers, 

agazines, and interviews were the sources of rumor data collec- 

ion for the early studies. In the current era of online social media, 

ny piece of information can be diffused by online users without 

ensorship ( Kwon, Cha, Jung, Chen, & Wang, 2013 ). The harmful 

mpacts of false rumors on any organization or individuals have 

eceived attention in both research and society; and it is often ar- 

ued that rumors are generally generated and propagated in sit- 

ations that are important, uncertain, threatening, uncontrollable, 

nd produce anxiety ( DiFonzo, 2008; DiFonzo & Bordia, 2007 ). For 

xample, rumors may often be generated in wars or crises because 

hese are life or death situations, and are certainly threatening, un- 

ontrollable, and anxiety-producing. Accurate and complete infor- 

ation may be completely unavailable or available beyond the lim- 

ts of a reasonable time frame for clarification, which in turn, is the 

erfect condition for rumor generation and transmission ( Rubin, 

017 ). 

Social media has been infamously dubbed as a “rumor mill”

or diffusing false rumors and misinformation during crisis situ- 

tions, which has the potential to promote large scale panic and 

nancial loss ( Oh, Kwon, & Rao, 2010 ). Spread of misinformation 

n online platforms was ranked first by the World Economic Fo- 
y of rumor propagation and clarification on social media during 

onal Research, https://doi.org/10.1016/j.ejor.2021.0 6.0 60 
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um among the top future global risks ( Howel, 2013 ). For exam- 

le, false rumors such as: “Mandatory evacuations are underway in 

he City of Houston” ( Bennet, 2017 ), “Immigration status has to be 

hecked before you are allowed to enter a shelter” ( Bennet, 2017 ), 

nd “Residents could not return to the coastal city until all criti- 

al services were restored” ( Alfonso, 2017 ) during Hurricane Har- 

ey, caused great confusion, panic, and anger among people in the 

ffected areas. In lieu of these events that continue to occur fre- 

uently, rumor control and management on social media requires 

ore attention from both researchers and practitioners. 

During large-scale crises, the mainstream media often cover in- 

idents that are initially reported by local spectators ( Oh, Agrawal, 

 Rao, 2011 ). For example, according to Twitter, within the first 

0 seconds after the 2011 Virginia Earthquake, there were 40,0 0 0 

weets related to that incident ( Indvik, 2011 ). As a result, rumors or

isinformation could have been propagated widely by the time so- 

ial debunking and verification information was available ( Ozturk, 

i, & Sakamoto, 2015 ). Therefore, in such situations, social media 

sers assess the veracity of information by themselves before tak- 

ng an action to spread, ignore or debunk the piece of informa- 

ion being circulated ( Ozturk et al., 2015 ). On the other side, peo-

le like to spread rumors because of importance, social responsi- 

ility ( Luttrell, 2015 ), awareness of adverse consequences or per- 

onal norms ( Zhao, Yin, & Song, 2016 ). Research shows that due to

ruth-biased characters, people are prone to believe the false ru- 

ors and propagate them as true information ( Rubin, 2017; Wang 

 Zhuang, 2017; 2018; Zubiaga, Liakata, Procter, Hoi, & Tolmie, 

016 ). Social media platforms are also being increasingly abused by 

ots that mislead, exploit, and manipulate users by spreading ru- 

ors, misinformation, disinformation, spam, and malware ( Ferrara, 

arol, Davis, Menczer, & Flammini, 2016 ). The bots are able to in- 

ate the popularity of a post, irrespective of its accuracy, thus ex- 

rting significant influence on users during critical events such as 

lections, disasters, and pandemic. In the recent years, it has been 

ound that the behavior of bots is becoming increasingly human- 

ike that makes their detection more difficult ( Hwang, Pearce, & 

anis, 2012 ). 

Official agencies and disaster relief organizations often use 

nline social media as informational support tools to dissemi- 

ate critical information to social media users about activities 

uch as evacuation routes, aid distribution, and sheltering, dur- 

ng crisis events ( Yan & Pedraza-Martinez, 2019 ). In case of rumor 

ispersion on social media platforms, major government, news, 

on-governmental (NGO), social media companies, and emergency 

anagement agencies make statements and post to social media 

latforms in order to clarify the rumor and provide the public with 

ccurate content. For example, following the false rumors during 

urricanes Harvey and Irma, the U.S. Federal Emergency Man- 

gement Agency (FEMA) created “Rumor Control” pages ( Federal 

mergency Management Agency, 2017; 2017 ) on their website in 

rder to dispel the inaccuracies and provide updated and thor- 

ugh communications. FEMA used their Twitter account to dis- 

eminate this web page by posting twelve different tweets over 

he course of one week, with all of these tweets having a direct 

ink to the Rumor Control page. In a recent event of coronavirus 

utbreak in Wuhan, Hubei province, China, it was reported that in 

arly January 2020, the Wuhan police had arrested eight people ac- 

used of spreading false information about a mysterious pneumo- 

ia that caused serious complications. When the spread of coro- 

avirus made national headlines, the journalists reporting on the 

utbreak were detained or threatened to be arrested. The steps 

aken by the Chinese government to contain the spread of misin- 

ormation without sufficient information about the outbreak have 

eceived strong criticism from the international community that 

eemed it as a major “cover up” ( Ashley Collman, 2020 ). This par- 

icular incident corroborates the necessity of using verified infor- 
2 
ation by the official agencies for an effective rumor clarification. 

ence, in order to clarify rumors, agencies must expend human re- 

ources and time in order to locate rumors on social media, track 

he rumors in order to understand their reach and impact, and for- 

ulate effective clarification and debunking messages. 

Once a rumor case is identified within social media networks, 

he subsequent online communications associated with the rumor 

ave to be monitored in order to take timely actions and contain 

ts spread. Deciding the balance between how quickly to respond 

nd how much time to invest in gathering verified information be- 

ore clarifying becomes more crucial in the context of social learn- 

ng. During emergency situations, a lot of novice users also rely 

n the information found online and how others are reacting to 

hose information. Their perception towards the truth of rumor 

s acquired through a cognitive process of observing and some- 

imes imitating others in the social context. Such behavioral re- 

ponses have received significant attention in the recent operations 

anagement literature. Among such works, Papanastasiou & Savva 

2017) and Crapis, Ifrach, Maglaras, & Scarsini (2017) focused on 

ow the optimal pricing policies are influenced by the customer 

eviews; while Feldman, Papanastasiou, & Segev (2019) showed 

hat the social learning may contribute in decreasing the qual- 

ty of new experience goods. Hu, Milner, & Wu (2016) consid- 

red the effects of social influence on optimal inventory deci- 

ions and Gao & Su (2017) considered whether offering the op- 

ion between buying online and picking up in store is benefi- 

ial to the retailers. Papanastasiou (2020) deployed a sequential 

odel to study the problem of dynamically choosing whether to 

onduct a ǣfact-check ǥ of an article whose veracity is not known 

eforehand. 

Over the last few years, the problem of determining the veracity 

f the information that an individual user posts with respect to the 

etected case of rumor has attracted many studies ( Chen, Zheng, & 

eran, 2016; Hamidian & Diab, 2015; Lee, Qiu, & Whinston, 2018; 

azvinian, Rosengren, Radev, & Mei, 2011; Zeng, Starbird, & Spiro, 

016; Zhang, Gupta, Kauten, Deokar, & Qin, 2019; Zubiaga, Kochk- 

na, Liakata, Procter, & Lukasik, 2016 ). Numerous studies also have 

haracterized the emergence and propagation of rumors in social 

edia platforms. Liao & Shi (2013) explored the dynamics of rumor 

ransmission in China’s largest microblogging system, Sina Weibo, 

nd identified four major categories that describe how users inter- 

ene in rumor discussions: providing information, expressing emo- 

ions, sharing opinions, and analyzing and interpreting situations. 

ubiaga et al. (2016) analyzed a dataset of 330 rumor threads as- 

ociated with 9 newsworthy events to understand the role of dif- 

erent types of users in rumor propagation and clarification pro- 

ess throughout the life cycle of a rumor. Cheng, Liu, Shen, & Yuan 

2013) found that the diffusion of rumors in online social networks 

s a function of the strength of ties between users, where the pos- 

ibility of a rumor spreading is more likely across strong ties in a 

etwork. Studies conducted by Oh, Agrawal, & Rao (2013) on ru- 

or mongering show that the effect of source ambiguity (the lack 

f an official source) on rumoring is much more significant than 

hat of content ambiguity (lack of persuasive statements in Twit- 

er posts), and anxiety. Vosoughi, Roy, & Aral (2018) analyzed the 

iffusion dynamics of true and false rumors and found that false 

umors propagated significantly faster and deeper as compared 

o true rumors in all categories of information; namely political 

ews, terrorism, natural disasters, science, urban legends, enter- 

ainment, and financial information. Roozenbeek & Van Der Linden 

2019) developed a fake news game to evaluate its effectiveness 

n educating the public in fighting and managing the risks posed 

y fake news. In this experiment, the participants were trained to 

ecognize fake news tactics by assuming different characters in or- 

er to provide a broad level resistance to the transmission of fake 

ews. 

Original text:
Original text:
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As evident from the review of current works in the domain of 

umor propagation and clarification, a wide range of studies are fo- 

used on analyzing the propagation dynamics of rumors on social 

edia coupled with the behaviors of users with respect to these 

umors. As a result, a significant surfeit of research exists that 

akes into account the strategic interactions between official agen- 

ies and social media users in the process of rumor propagation 

nd clarification. In the past, numerous studies have used game- 

heoretic approaches to model the interactions between an offi- 

ial agency and a private entity in different application domains. 

heung & Zhuang (2012) analyzed the strategic interactions be- 

ween the government and the oil spill companies by formulat- 

ng game-theoretic models with different attributes such as one- 

ompany/two-company, with/without competition. Agarwal, Hunt, 

rinivasan, & Zhuang (2020) developed centralized and decentral- 

zed game-theoretic models to study the strategic behaviors of 

re inspection agencies and building owners in the process of fire 

afety code inspection and compliance. Bier & Haphuriwat (2011) ; 

ier, Haphuriwat, Menoyo, Zimmerman, & Culpen (2008) ; Shan & 

huang (2014) developed game-theoretic models to analyze the re- 

aliation efforts of defenders (official agencies) and attack strate- 

ies of smugglers (individual/groups of people) in the context of 

uclear smuggling. Strategic interactions between the hackers and 

efenders in the context of cyber security problems have also suc- 

essfully attracted the attention of game theory enthusiasts ( Rao 

t al., 2016; Ten, Manimaran, & Liu, 2010 ). Game theory and the 

oncept of Nash equilibrium have also been utilized for identi- 

ying the equilibrium strategies for attacker (for example, terror- 

st organizations) and defender (for example, government defense 

gencies) in the context of disaster management. In this applica- 

ion domain, Zhuang & Bier (2007) developed simultaneous and 

equential game models that provided critical insights to govern- 

ent agencies for allocating defensive investment between terror- 

sm and natural disasters. 

To the best of our knowledge, no previous research has stud- 

ed the strategic interactions between official agencies and social 

edia users during rumor propagation and clarification process. 

his paper fills this gap by modeling the strategic behaviors of the 

layers during rumor transmission using two novel game-theoretic 

odels. The objective of this study is to analyze the impact of 

umor clarification and verification strategies of the agencies and 

ocial media companies on decisions of the social media users 

uring rumor propagation. The first model “Rumor Selection for 

larification” serves as a decision support tool for the emergency 

gencies to take a crucial decision on selection of rumor cases for 

larification, and subsequently convey correct information to the 

opulation by effective utilization of available resources. The sec- 

nd model “Learning for Rumor Clarification” helps to determine 

he optimal strategy for the agencies and social media compa- 

ies by addressing the trade-offs between reacting fast with par- 

ial/imprecise information and reacting later with verified informa- 

ion. 

The remaining sections of the paper are organized as follows: 

ection 2 provides an overview on rumor clarification and verifi- 

ation processes in real life situations. Section 3 presents Model 1 

y introducing its notations, assumptions and problem definitions, 

rovides the analytic and numerical results of the model, and fi- 

ally delivers prescriptive insights that are derived from the model 

esults. Section 4 introduces Model 2 by its notations, assumptions 

nd objective functions, provides the analytic and numerical re- 

ults of the model, and presents prescriptive insights that are de- 

ived from the model results. Section 5 presents the validation of 

he propositions based on Twitter data from seven real life rumor 

ases and Section 6 provides the summary of the paper and pro- 

oses future research directions. The appendix provides proofs for 

he propositions. 
3 
. Background on rumor clarification and verification 

.1. Rumor clarification 

Acknowledging the destructive effect of rumors during crisis 

vents, official agencies and social media companies have used 

umor clarification as one of the major strategies for restraining 

umors in social media ( Wen et al., 2014 ). For example, during 

he 2016 Louisiana Floods, the American Red Cross published a 

log named “Top Questions About Louisiana Flood Relief” to dis- 

eminate critical information about resources and raise situational 

wareness ( American Red Cross, 2016 ). This blog was widely used 

y the digital volunteers and online supporters of the Red Cross to 

pread correct information among the public. The Red Cross Social 

ngagement team also created a secret Facebook group to channel 

mportant updates, flag urgent issues, and collaborate with other 

eams. Situational updates through informational videos have been 

n integral tool to combat misinformation for the Red Cross team 

 U.S. Department of Homeland Security, 2018 ). During the 2017 

urricane Harvey, FEMA requested support froma Virtual Opera- 

ion Support Team (VOST) in three mission areas: ( i) tracking and 

elivery of large donations, ( ii) tracking the recruitment of volun- 

eers and their locations, and ( iii) tracking donation scams that 

edirected funds allocated for the victims to funds unrelated to 

urricane Harvey ( U.S. Department of Homeland Security, 2018 ). 

For clarification of rumors on social media, a host of different 

ractices can be used by the official agencies as prescribed by the 

fficial report released by the U.S. Department of Homeland Secu- 

ity ( U.S. Department of Homeland Security, 2018 ). In addition to 

nline social media, platforms such as local television, radio, and 

ews media can be leveraged to propagate necessary information 

nd debunk false information. As seen from the above case stud- 

es, official organizations such as FEMA and the Red Cross can seek 

upport fromVOSTs or other digital volunteers on different areas 

uch as tracking and monitoring social media platforms, identify- 

ng false rumors and investigating their potential sources, and col- 

aborating with the official agencies for controlling the spread of 

umors. Seeking such assistance also requires training of volunteers 

nd responders on how to pinpoint false rumors and misinforma- 

ion, and what practices should be used to respond to harmful in- 

ormation. Agencies can also identify and leverage trusted crowd 

ources or influencers to disseminate rumor correction informa- 

ion. Using these practices usually demand significant effort and 

ime, thereby limiting the number of rumors that can be effectively 

ontained and clarified in time ( Wang et al., 2019 ). 

.2. Rumor verification 

Clarifying rumor with insufficient or unverified information 

ontributes to the rapid spread of rumors. While a lack of verifi- 

ation resources is a very common reason attributed to insufficient 

nformation, a lack of authority to release information or ambigu- 

ty in the responsibilities are also pervasive factors behind insuffi- 

iency. Not clarifying the rumor by covering all aspects can leave 

oom for speculation and lead to serious detrimental effects. The 

017 Orville Dam Evacuation rumor is a case where insufficient in- 

ormation failed to contain the large scale panic among people. The 

ational Weather Service (NWS) Sacramento station distributed a 

weet that showed an image of the rainfall flooded area encom- 

assing Sacramento County along with the Oroville Dam. Around 

 p.m. (local time), @LNU_fire_photo doctored that image by incor- 

orating evacuation information, as shown in Fig. 1 and distributed 

n Twitter. People seeing the image believed they are under an 

vacuation order. At 6:30 p.m., @JDLazo tried to clarify the rumor, 

ut the clarification attempt with insufficient information could 

ot convince the mass people and calls began flooding Sacramento 
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Fig. 1. Unsuccessful rumor verification attempt on Twitter due to insufficient information during Oroville Dam crisis . 
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ounty 9-1-1 dispatch. At 8:50 p.m., staff from Sacramento County 

mergency Operations Center (EOC) shot a Facebook Live Video 

 sac, 2017 ) to correct misinformation with verified information and 

ploaded it. Almost immediately, news media including television 

nd iHeartRadio took the initiative to quote the live feeds in their 

roadcasts and the videos were circulated. The radio stations also 

oined by broadcasting the audio portion of the live video and tele- 

ision stations utilized their anchors to quote information from the 

acramento County EOC. After the broadcasts, the call volume in 

ounty’s 9-1-1 dispatch center returned to normal. 

For verifying the rumored information, a host of different prac- 

ices can be used as prescribed by the official report released by 

he U.S. Department of Homeland Security ( U.S. Department of 

omeland Security, 2018 ). Verifications can be obtained by check- 

ng on the primary and supporting sources. The author of the so- 

ial media content can be contacted to get more information. Eye 

itnesses and first responders can be contacted to get verified in- 

ormation on the disseminated content on social media. The legit- 

macy of information disseminated on social media platforms can 

e cross-checked using websites such as Factcheck.org ( Factcheck, 

020 ) or Snopes.com ( Snopes, 2020 ). These websites initially com- 

unicate with the source of the claim for explanation and sup- 

orting information. They also try to communicate with the in- 

ividuals and organizations who possess relevant expertise in the 

ubject of interest. News articles, scientific and medical journal ar- 

icles, books, interview transcripts and statistical sources on the 

opic are often looked into for completeness of the information. 

erification can also be performed by conducting reverse image 

earches using Google. Google’s Search by Image ( Google Images, 

020 ) is a feature that uses reverse image search and allows users 

o search for related images just by uploading an image or image 

RL. Geofence and/or Twitter searches for geolocations can also be 

sed to mine and filter the real information from false information. 

. Model 1: Rumor selection for clarification 

During crisis events, multiple rumor cases propagate that may 

ary with respect to different factors such as the impact on the 
4 
ublic, extent of diffusion in social networks, and effort s required 

o control their propagation. In such time-sensitive situations, the 

fficial agencies and social media companies must make critical 

ecisions in order to minimize the spread of rumors, thereby pre- 

enting widespread panic and confusion among the misinformed 

sers. Due to the limitation of resources, the official agencies and 

ocial media companies must strategically choose the specific ru- 

or case(s) for clarification, while considering the potential trade- 

ffs between the cost of clarification of rumor and impact of rumor 

n the affected community. 

Model 1 identifies the strategic interactions between two clus- 

ers of users, namely User A (she) and User B (he), in the context 

f rumor selection for clarification. A decision maker is defined as 

ser A if she has authority, responsibility, and resources to clarify 

nd/or verify a rumor. Agencies such as FEMA, Red Cross, and De- 

artment of Defense, social media companies, news organizations, 

nd fact-checking websites such as FactCheck.org, Snopes, and Poli- 

ifact fall under the category of user type A. On the other hand, 

ser B is defined as a social media account that is not necessarily 

esponsible for rumor clarification and/or verification. User B may 

ngage in the process of rumor clarification and/or verification by 

upporting, opposing or showing neutral participation. The objec- 

ive of this model is to study the impact of the User A’s rumor clar-

fication strategies on the User B’s decision to support, oppose, or 

how neutral participation for a specific rumor. This is achieved by 

odeling the scenario of rumor selection using a sequential game 

odel. This model is regarded as a first approximation to the prob- 

em of rumor selection for clarification by considering a case of 

wo rumors. 

.1. Notations, assumptions and description of model 

Notations for Model 1 are introduced and defined in Table 1 , 

hat include two decision variables, eleven parameters, and two 

unctions. 

In the sequential game that is illustrated in Fig. 2 , User A is as-

umed to minimize her expected loss, L 1 A , while User B is assumed 

o maximize his expected utility, U . User A is assumed to be the 
1 B 
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Table 1 

Notations used in Model 1 . 

Decision Options of User A 

D i Clarify rumor i, where i = 1 , 2 

Decision Options of User B 

K j Oppose rumor j, where j = 1 , 2 

S j Support rumor j, where j = 1 , 2 

N j Neutral participation with respect to rumor j, where j = 1 , 2 

Decision Variables 

x i Whether User A decides to clarify rumor i, where i = 1 , 2 ; x i ∈ { 0 , 1 } and ∑ 

i x i = 1 

y ik Whether User B decides to choose option k given that User A clarifies rumor 

i, where k ∈ { K j , S j , N j }; i = 1 , 2 ; i � = j; y ik ∈ { 0 , 1 } and ∑ 

k y ik = 1 , ∀ i = 1 , 2 

Parameters 

r D 
i 

Cost of clarification of rumor i, where i = 1 , 2 

r H 
i 

Impact of rumor i, where i = 1 , 2 

d i Clarification index for rumor i , where d i ∈ [0 , 1] , i = 1 , 2 

u i Index for spreading true information by User B, where u i ∈ [0 , 1] , i = 1 , 2 

v i Index for spreading false information by User B, where v i > 1 , i = 1 , 2 

p i Probability of rumor i being true, where i = 1 , 2 

f Number of followers of User B 

a i Benefit of spreading true information to each follower regarding rumor i, where i = 1 , 2 

c i Cost of spreading false information to each follower regarding rumor i, where i = 1 , 2 

r S 
i 

Engagement rate obtained by User B due to importance of the event, where i = 1 , 2 

r P 
i 

Engagement rate obtained by User B due to popularity of the rumor spreader, where i = 1 , 2 

Functions 

L 1 A (x i , y ik ) Expected loss of User A 

U 1 B (x i , y ik ) Expected utility of User B 

Oppose Rumor 2

1 −

1 −

Oppose Rumor 1

1 −

1 −

� � , � �

� � , − � �

� � , − � �

� � , � �

� � , 0

� � , � �

� � , − � �

� � , − � �

� � , � �

� � , 0

Fig. 2. Sequence of moves of players in a rumor selection for clarification game (a case of 2 rumors) . 

fi367 

o368 

o369 

c370 

t371 

w372 

w  373 

t374 

c375 

376 

1  377 

s  378 

b 379 

A 380 

i 381 

w 382 

p 383 

a  384 
rst mover who chooses her strategy first regarding the selection 

f rumor to clarify. In this model, each player has a different set 

f objectives: User A seeks to minimize the cost of rumor clarifi- 

ation and the impact of rumor transmission, while User B desires 

o maximize his influence and credibility ratings in the social net- 

orks. The veracity of a rumor i is modeled using a chance event 

ith probability p i that rumor i is true. The value of p i is assumed

o be independent of the strategies taken by the players and their 

orresponding subjective assessments. 
5 
Given a case of two rumors, User A can choose to clarify rumor 

 (D 1 ) or rumor 2 (D 2 ) . On the other hand, User B can choose to

upport (S j ) , oppose (K j ) or engage in neutral participation (N j )

y posting comments and questions regarding rumor j. When User 

 chooses to clarify a particular rumor, it is assumed that there 

s no incentive for User B to make a move regarding that rumor, 

hile he can still choose to support, oppose or engage in neutral 

articipation with respect to the other rumor. If User B supports 

 true rumor or opposes a false rumor, he earns a benefit a i f for
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preading true information to his followers. While if he chooses 

o support a false rumor or oppose a true rumor, he bears a cost 

 i f for spreading false information to his followers. No benefit or 

ost is associated with the User B’s decision of neutral participa- 

ion. The engagement rate obtained by User B while supporting or 

pposing a rumor also depends on the importance of the event ( r S 
i 
)

nd the popularity of the rumor spreader ( r P 
i 
). For User A, there is

 cost of clarification r D 
i 

for rumor i . The impact of the rumor r H 
i 

hat User A seeks to minimize depends on the strategy of User B. If

ser B supports a false rumor or opposes a true rumor, the impact 

f rumor increases by a factor v i , while if he supports a true ru-

or, or opposes a false rumor, the impact of rumor decreases by a 

actor u i . The impact of rumor that User A clarifies is dependent on 

he corresponding quality of rumor clarification, d i . For example, if 

ser A chooses to clarify rumor 1, the expected impact of rumor 

ill be d 1 r 
H 
1 
, where d 1 is the quality of clarification for rumor 1.

n Model 1, the objective of User A is to minimize her expected 

oss L 1 A by choosing x i to clarify rumor i . The objective of User B

s to maximize his expected utility U 1 B by choosing y ik to support, 

ppose or engage in neutral participation regarding rumor j, given 

hat User A chooses to clarify rumor i . Therefore, the optimization 

unctions of both players in Model 1 can be written as shown be- 

ow: 

min 
x i 

L 1 A (x i , y ik ) = x 1 

((
p 2 u 2 + (1 − p 2 ) v 2 − 1 

)
r H 2 y 1 S 2 

+ 

(
p 2 v 2 + (1 − p 2 ) u 2 − 1 

)
r H 2 y 1 K 2 + r D 1 + d 1 r 

H 
1 + r H 2 

)

+ (1 − x 1 ) 
((

p 1 u 1 + (1 − p 1 ) v 1 − 1 
)
r H 1 y 2 S 1 

+ 

(
p 1 v 1 + (1 − p 1 ) u 1 − 1 

)
r H 1 y 2 K 1 + r D 2 + d 2 r 

H 
2 + r H 1 

)

max 
y ik 

U 1 B (x i , y ik ) = x 1 

(
y 1 S 2 f 

(
a 2 p 2 − c 2 (1 − p 2 ) + r S 2 + r P 2 

)
+ y 1 K 2 f 

(
− c 2 p 2 + a 2 (1 − p 2 ) + r S 2 + r P 2 

))

+ (1 − x 1 ) 
(
y 2 S 1 f 

(
a 1 p 1 − c 1 (1 − p 1 ) + r S 1 + r P 1 

)
+ y 2 K 1 f 

(
− c 1 p 1 + a 1 (1 − p 1 ) + r S 1 + r P 1 

))
(1) 

.2. Best response of user B 

Since User B is assumed to be the second mover in Model 1, 

e first derive the best response of User B, ˆ y n , which is defined as

ollows: 

ˆ  n ≡ argmax 
y ik ∈{ 0 , 1 } 

U 1 B (x i , y ik ) , where n = 1 , 2 (2) 

he best response function of User B enables us to obtain his op- 

imal strategy to maximize his expected utility, U 1 B , with respect 

o the option chosen by the User A (either to clarify rumor 1 or 

umor 2). 

roposition 1. The best response function of User B, ˆ y n , is given by: 

ˆ  n ≡

⎧ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎩ 

S j if p j ≥ max 

(
c j −(r S 

j 
+ r P 

j 
) 

c j + a j , 1 
2 

)
, ∀ j = 1 , 2 

K j if p j ≤ min 

(
a j +(r S 

j 
+ r P 

j 
) 

c j + a j , 1 
2 

)
, ∀ j = 1 , 2 

N j if p j ∈ 

(
a j +(r S 

j 
+ r P 

j 
) 

c j + a j , 
c j −(r S 

j 
+ r P 

j 
) 

c j + a j 

)
, ∀ j = 1 , 2 

(3) 

emark. Proposition 1 identifies the boundary conditions for dif- 

erent decision options of User B. The best response of User B 

s a function of p 1 , p 2 , a 1 , a 2 , c 1 , c 2 , r 
S 
1 
, r S 

2 
, r P 1 , and r 

P 
2 are shown

raphically in Fig. 3 . For numerical illustrations, the baseline 
6 
alues of the parameters used in this model are assumed as 

ollows: p 1 = 0 . 6 , p 2 = 0 . 4 , a 1 = 0 . 9 , a 2 = 0 . 7 , c 1 = 2 . 3 , c 2 =
 . 0 , r S 

1 
= 0 . 3 , r S 

2 
= 0 . 2 , r P 

1 
= . 2 , r P 

2 
= . 3 , f = 250 , r D 

1 
= 7 . 0 , r D 

2 
=

 . 0 , r H 
1 

= 5 . 0 , r H 
2 

= 4 . 0 , d 1 = 0 . 75 , d 2 = 0 . 5 , u 1 = 0 . 8 , u 2 =
 . 3 , v 1 = 1 . 5 , and v 2 = 1 . 1 . The average number of favorites/likes,

etweets/shares, and positive comments/replies received by User B 

y sharing true information on social media can be used to es- 

imate the values of a i and u i . Similarly, the values of r S 
i 
and r P 

i 
an be quantified based on the average number of favorites/likes, 

etweets/shares, and positive comments/replies that User B gets 

ue to the importance of event and popularity of rumor spreader, 

espectively. On the other hand, the values of c i and v i can be de-
ermined from the average number of negative comments/replies 

hat User B receives by sharing false information on social media. A 

igher value of the number of negative comments/replies for each 

ser sharing false information will result in a higher c i and lower 

 i . The value of parameter f can be obtained from the user pro- 

les in social media platforms. The values of probabilities p i for 

umor cases being true or false can be derived from the historical 

atabase of rumors that have similar profiles in terms of diffusion, 

mpact, and type of content spread. Costs of clarification r D 
i 
depend 

n the type of resources that are utilized by User A, which in turn, 

s 

directly dependent on the profile of the specific rumor case be- 

ng considered for clarification. The impact of rumors r H 
i 

can be 

etermined by following their spread in both online and offline 

ocial environments. In addition to this, surveys related to the po- 

ential direct and/or indirect damage caused by a rumor can prove 

o be an effective tool in quantifying the impact created by that 

pecific rumor. The values of parameters d i can be determined us- 

ng the number of users sharing false/true information before and 

fter the clarification is made by User A. 

As evident in Fig. 3 (a) and 3 (b), when the probability of a ru-

or being true is low, User B chooses to oppose the rumor. At 

ufficiently high values of this probability, he shifts his strategy 

o supporting the rumor. In Fig. 3 (c) and 3 (d), it is observed that

hen the benefit of spreading true information for a rumor is low, 

ser B engages in neutral participation, while a higher benefit mo- 

ivates him to either support or oppose the rumor based on the 

robability of that rumor being true. Fig. 3 (e) and 3 (f) show that

hen the cost of spreading false information for a rumor ranges 

rom low to moderate, User B is likely to support or oppose that 

umor based on its probability being true. A higher value of cost 

hifts his strategy to neutral participation in order to maximize his 

xpected utility. In Fig. 3 (g) to 3 (j), it is observed that a higher en-

agement rate due to the importance of event or popularity of the 

preader motivates User B to change his strategy from neutral par- 

icipation to either supporting or opposing the rumor based on the 

robability of rumor being true. 

.3. Equilibrium solutions 

efinition 1. A pair of User A’s and User B’s strategies (x ∗, y ∗) is
alled a subgame-perfect Nash equilibrium (SPNE) if and only if: 

 
∗ = argmin 

x ∈{ 0 , 1 } 
L 1 A (x, ̂  y n ) , where n ∈ { 1 , 2 } (4)

 
∗ = ˆ y n (x 

∗) = argmax 
y n ∈{ 0 , 1 } 

U 1 B (x 
∗, y n ) , where n ∈ { 1 , 2 } (5)

The SPNE solutions are obtained using backward induction 

echnique ( Agarwal et al., 2020; Ho & Su, 2013 ). 

roposition 2. The SPNE solutions of the selection of rumor model 

long with the optimal expected loss/utility of each player are pro- 

ided in Table 2 , where P m , m = 1 , 2 , . . . , 6 are the optimal conditions

Original text:
Original text:
0

Original text:
Original text:
0

Original text:
Original text:
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Baseline value Best response of user B

Fig. 3. Best response of User B as a one-way function of the parameters used in the rumor selection for clarification model . 

Table 2 

Equilibrium solutions of the selection of rumor model . 

Case No. Conditions (x ∗; y ∗) L ∗1 A U ∗1 B 

1 P 1 (D 1 ; S 2 ) r D 1 + d 1 r 
H 
1 + (p 2 u 2 + (1 − p 2 ) v 2 ) r H 2 (p 2 a 2 − (1 − p 2 ) c 2 + r S 2 + r P 2 ) f

2 P 2 (D 1 ;K 2 ) r D 1 + d 1 r 
H 
1 + (p 2 v 2 + (1 − p 2 ) u 2 ) r 

H 
2 (−p 2 c 2 + (1 − p 2 ) a 2 + r S 2 + r P 2 ) f

3 P 3 (D 1 ;N 2 ) r D 1 + d 1 r 
H 
1 + r H 2 0 

4 P 4 (D 2 ; S 1 ) r D 2 + d 2 r 
H 
2 + (p 1 u 1 + (1 − p 1 ) v 1 ) r H 1 (p 1 a 1 − (1 − p 1 ) c 1 + r S 1 + r P 1 ) f

5 P 5 (D 2 ;K 1 ) r D 2 + d 2 r 
H 
2 + (p 1 v 1 + (1 − p 1 ) u 1 ) r 

H 
1 (−p 1 c 1 + (1 − p 1 ) a 1 + r S 1 + r P 1 ) f

6 P 6 (D 2 ;N 1 ) r D 2 + d 2 r 
H 
2 + r H 1 0 
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efined in Appendix A.2 . L ∗
1 A 

and U 
∗
1 B 

are the optimal expected loss 

nd utility for User A and User B, respectively. 

emark. Proposition 2 shows six possible SPNE strategies for User 

 and User B. User A chooses to clarify rumor 1 (x ∗ = D 1 ) at equi-

ibrium in cases 1, 2, and 3, while she chooses to clarify rumor 2 

x ∗ = D 2 ) in cases 4, 5, and 6. User B supports the rumor (y ∗ = S j )

t equilibrium in cases 1 and 4, opposes in cases 2 and 5 (y ∗ = K j ) ,

nd engages in neutral participation (y ∗ = N j ) in cases 3 and 6. 

.4. Sensitivity analyses of equilibrium solutions 

In this section, we study how the equilibrium solutions are sen- 

itive to the changes in the parameters used in the rumor selection 

or clarification model. In order to present a consistent comparison 

etween the objective functions of the players in sensitivity anal- 

sis, we convert the expected loss function of User A into an ex- 

ected utility function, U 1 A . 

Fig. 4 (a) and 4 (c) show the sensitivity in the equilibrium strate- 

ies of the players relative to parameters a 1 and c 1 . It is observed

hat User B exhibits contrasting behaviors with respect to a 1 and 

 1 . At low values of a 1 and high values of c 1 , he engages in neu-

ral participation, while a high value of a 1 and a low value of c 1 
ncreases his expected utility, which in turn, motivates him to op- 

ose the rumor. In Fig. 4 (b) and 4 (d), it is observed that a high a 
2 

7 
nd a low c 2 encourages User B to oppose rumor 2, given that the 

aseline value of p 1 is higher than that of p 2 . This particular strat- 

gy of User B provides an opportunity to User A to shift her focus 

ntirely on rumor 1 for clarification. 

Fig. 4 (e) and 4 (g) show that User B demonstrates similar equi- 

ibrium behaviors with respect to parameters r S 
1 
and r P 

1 
. At low val- 

es of r S 
1 
and r P 

1 
, he engages in neutral participation, while higher 

alues of r S 
1 
and r P 1 increases his expected utility, thus motivating 

im to shift his strategy to opposing the rumor. In Fig. 4 (f) and

 (h), it is observed that at low values of r S 
2 
and r P 

2 
, User B focuses

is attention on rumor 1 by supporting it. With increase in the 

alues of r S 
2 
and r P 2 , he shifts his focus to rumor 2 and chooses to

ppose it. This transition in the strategy of User B allows User A to 

ocus on rumor 1 for clarification. 

Fig. 4 (i) and 4 (j) illustrates how sensitive the equilibrium 

trategies of the players are with respect to parameters p 1 and 

p 2 . It is observed that at initial low values of p i for rumor i, User

 chooses to oppose the rumor fearing the risk of high damage 

aused by supporting a false rumor. At moderate values of p i , User 

 engages in neutral participation while a sufficiently high value 

f p i motivates him to support the rumor in order to increase his 

ocial influence and credibility rating. In addition to this, it is also 

bserved that User B changes his equilibrium decision to support 

r oppose the other rumor in strategic regions that provide him 
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Fig. 4. Sensitivity analysis of the optimal strategies of the players and their expected utilities as one-way functions of the parameters used in the selection of rumor model . 
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etter probabilistic opportunities. For example, in Fig. 4 (i), when 

p 1 crosses 0.4, the baseline value of p 2 , he shifts his strategy to

pposing rumor 2. 

Fig. 4 (k) and 4 (m) show the equilibrium behaviors of players 

ith respect to parameters r D 
1 

and r H 
1 
. It is observed that a low r D 

1 
nd a high r H 1 motivates User A to clarify rumor 1 while a high r D 1 
nd a low r H 

1 
motivates her to clarify rumor 2. A similar pattern in

he behaviors of User A is observed with respect to parameters r D 
2 

nd r H 2 . 

In Fig. 4 (o), 4 (r), and 4 (t), similar strategic profiles are observed

or User A. At low values of d 1 , u 2 , and v 2 , User A chooses to clarify

umor 1. A low value of d 1 means that the quality of clarification 

or rumor 1 is comparatively better than that of rumor 2. Addi- 

ionally, at low values of u 2 and v 2 , User B chooses to focus his
ttention on rumor 2 by opposing it which decreases the expected 

mpact of rumor 2. This provides an opportunity to User A to focus 

n rumor 1 for clarification. At high values of d 1 , u 2 , and v 2 , User
 shifts his attention to rumor 2 because of the decrease in the 

uality of clarification for rumor 1 and the change in the strategy 
8 
f User B to support rumor 1 that decreases its corresponding im- 

act, given that the baseline value of p 1 is higher than that of p 2 .

n opposite pattern in the equilibrium behaviors of the players is 

bserved with respect to parameters d 2 , u 1 , and v 1 . 

.5. Analytical implications 

When the impact of a rumor is high, the cost of spreading false 

nformation for the rumor is also high, which in turn poses a high 

isk for User B for being criticized if they choose to support the 

umor. This possibility guides User B to engage in neutral partici- 

ation due to which User A’s costs associated with the control of 

umor propagation decreases. User B is also motivated to engage 

n the process of supporting or opposing a rumor based on the en- 

agement rates that he obtains due to the importance of event and 

opularity of rumor spreader. User A’s strategy of selecting a ru- 

or for clarification depends on whether User B is spreading false 

r true information to his followers and the quality of clarifica- 

ions provided by User A to the social network. To deter User B 
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rom spreading false information, User A should post verified in- 

ormation on social media platforms that can reduce the extent of 

ncertainties involved in the process of rumor diffusion, thereby 

nabling User B to take informed decisions. With a decrease in 

he extent of uncertainties involved in rumor spreading and clar- 

fication, the expected utilities of both players increase (as shown 

n Fig. 4 (i) and 4 (j)). This phenomenon bolsters the need of post-

ng verified information on social media platforms for minimizing 

he transmission of false rumors. With this motivation, we develop 

odel 2 that incorporates the response of User A for providing ver- 

fied information leading to a subsequent reduction of the impact 

f false rumor transmission on social media platforms. 

. Model 2: Learning for rumor clarification 

During rumor propagation, User A can react fast to minimize 

he spread of rumor with the available information on hand. But 

f the available information is unverified/unproven and does not 

larify all aspects of the rumor, it can leave room for specula- 

ion and lead to serious detrimental effects such as widespread 

anic and confusion among people. In some cases, investment in 

erms of effort, time and money to completely learn and verify 

he details of rumor for effective clarification may also allow the 

umor to spread with its full force during the learning phase. In 

his model, we determine the equilibrium clarification strategy for 

ser A so that she can minimize the spread of rumors during cri- 

is events by addressing the trade-offs between reacting fast with 

artial/unverified information and reacting at a later stage with 

erified information. Model 2 identifies the strategic interactions 

etween User A and User B during the learning phase for rumor 

larification. The objective of this model is to study the impact of 

he User A’s rumor verification strategies on User B’s decision to 

upport, oppose, or show neutral participation for a specific rumor. 

his is achieved by modeling the scenario of rumor verification us- 

ng a sequential game model. 

.1. Notations, assumptions and description of model 

Notations for Model 2 are introduced and defined in Table 3 , 

hat include three decision variables, fourteen parameters, and 

hree functions. 

In this model, User A is assumed to minimize her expected loss, 

 2 A , while the User B is assumed to maximize his expected utility, 

 2 B . The sequence of moves of players is illustrated in Fig. 5 . The

bjectives of players in Model 2 are same as that of Model 1. 

In this model, User A can either choose to clarify (D ) or disre-

ard (ND ) rumor immediately, or she can choose to enter into a 

earning phase (L ) in order to get verified information for rumor 

larification. Given that User A chooses to clarify rumor immedi- 

tely, User B can then decide to disseminate (Q ) this information 

o his social network or may engage in neutral participation (N) . 

he strategy of information dissemination by User B provides him 

ith a benefit a f, while no benefit or cost is associated with his 

ecision of neutral participation. The engagement rate obtained by 

ser B while supporting or opposing a rumor depends on the im- 

ortance of the event ( r S ) and the popularity of the rumor spreader

 r P ). The effectiveness of clarification provided by User A is mod- 

led using clarification index, d. A higher value of d signifies that 

he clarifications provided by User A are not sufficient to prevent 

ser B from spreading false information to his followers, thus in- 

reasing the impact of rumor. The impact of rumor that User A 

eeks to minimize is dependent on the strategy of User B. When 

ser B chooses to disseminate the clarified information posted by 

ser A, the impact of rumor decreases by a factor du, while in case 

f neutral participation shown by User B, its impact decreases by 

 factor d. 
9 
When User A decides to disregard the rumor, User B can decide 

mongst three options: oppose (K) , support (S) , or engage in neu- 

ral participation (N) . If User B supports a true rumor or opposes 

 false rumor, he earns benefit a f for spreading true information 

o his followers. While if he chooses to support a false rumor or 

ppose a true rumor, he bears a cost c f for spreading false infor- 

ation to his followers. No benefit or cost is associated with the 

ser B’s decision of neutral participation. When User B supports 

 true rumor or opposes a false rumor, the impact of rumor de- 

reases by a factor u . Whereas, if he chooses to support a false 

umor or oppose a true rumor, the impact of rumor increases by a 

actor v . 
In the learning phase, the probability p v models the uncertain- 

ies that exist while obtaining verified information for rumor clari- 

cation. In addition to the costs associated with rumor clarification 

nd the impact of rumor, there exists a time-dependent cost r L g(t) 

or User A to get verified information, where g(t) is function of her 

earning period t . If User A manages to obtain verified information, 

he will choose to clarify the rumor using this information. In this 

ase, User B can decide to disseminate the information to his social 

etwork or may engage in neutral participation. The effectiveness 

f verified information in reducing the impact of rumor is mod- 

led using verification index, l. A higher value of l denotes that the 

erification provided by User A is not sufficient to convince User B, 

ue to which User B will continue to spread false information to 

is followers, thus increasing the impact of rumor. Finally, if User 

 does not get verified information, she can choose to clarify or 

isregard the rumor. 

In Model 2, the objective of User A is to minimize her expected 

oss L 2 A by choosing x i and z j| q to clarify rumor, with/without en- 

ering into the learning phase. The objective of User B is to max- 

mize his expected utility U 2 B by choosing y k to disseminate, sup- 

ort, oppose or engage in neutral participation. Therefore, the op- 

imization functions of both players in Model 2 can be written as 

hown below: 

min 
x i ,z j| g 

L 2 A (x i , z j| q , y k ) 

= x D 

(
(1 − y Q + uy Q ) dr 

H + r D 
)

+ x L 

(
p v z D | V 

(
(1 − y Q + uy Q ) dlr 

H 

+ r D + r L g(t) 
)

+ (1 − p v ) 
(
z D | NV 

(
(1 − y Q + uy Q ) dr 

H 

+ r D + r L g(t) 
)

+ z N D | N V 
(
y K 

(
pv + (1 − p) u − 1 

)
r H 

+ y S 
(
pu + (1 − p) v − 1 

)
r H + r L g(t) 

)))

+ x ND 

(
y K 

(
pv + (1 − p) u − 1 

)
r H + y S 

(
pu + (1 − p) v − 1 

)
r H 

))
(6) 

max y k U 2 B (x i , z j| q , y k ) 
= x D y Q f (a + r S + r P ) + x L f 

(
p v 

(
z D | V y Q (a + r S + r P ) 

)
+(1 − p v ) 

(
z D | NV y Q (a + r S + r P ) + z N D | N V 

(
y K 

(
(1 − p) a − pc 

+ r S + r P 
)

+ y S 
(
pa − (1 − p) c + r S + r P 

))))

+ x ND f 

(
y K 

(
(1 − p) a − pc + r S + r P 

)
+ y S 

(
pa − (1 − p) c + r S + r P 

))
(7) 

.2. Best response of user B 

Since User B is assumed to be the second mover in Model 2, 

e first derive the best response of User B, ˆ y n , which is defined as 
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Table 3 

Notations used in Model 2 . 

Decision Options of User A 

D Clarify 

ND Disregard 

L D,D Learn and clarify irrespective of getting verification 

L D,ND Learn and clarify when verified (V ) and disregard when unverified (NV ) 

Decision Options of User B 

Q Disseminate 

K Oppose 

S Support 

N Do Nothing 

Decision Variables 

x i Whether User A decides to choose option i, where i ∈ { D, ND, L }; x i ∈ { 0 , 1 } and ∑ 

i x i = 1 

z j| q Whether User A decides to choose option j given q while learning, where j ∈ { D, ND }; q ∈ { V, NV } and z j| q ∈ { 0 , 1 } 
y k Whether User B decides to choose option k, where k ∈ { Q, K, S, N} and y k ∈ { 0 , 1 } 
Parameters 

r D Cost of rumor clarification 

r L Learning cost per unit time period of User A 

r H Impact of rumor 

d Clarification index where d ∈ [0 , 1] 
l Verification index where l ∈ [0 , 1] 
p v Probability that User A will get verified information about the rumor 

p Probability of rumor being true 

u Index for spreading true information by User B where u ∈ [0 , 1] 
v Index for spreading false information by User B where v ≥ 1 

f Number of followers of User B 

a Benefit of spreading true information to each follower 

c Cost of spreading false information to each follower 

r S Engagement rate obtained by User B due to importance of the event 

r P Engagement rate obtained by User B due to popularity of the rumor spreader 

Functions 

L 2 A (x i , z j| q , y k ) Expected loss of User A 

U 2 B (x i , z j| q , y k ) Expected utility of User B 

g(t) Function of learning period t for User A 

Clarify given verified

Not 
verified

A

A
1-

Learn
Clarify
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Do Nothing

True

True
False

False
1 −

1 −
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Fig. 5. Sequence of moves of players in learning for rumor clarification game. 
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Table 4 

Equilibrium solutions of learning for rumor clarification model . 

Case No. Conditions (x ∗; y ∗) L ∗2 A U ∗2 B 
1 R 1 ( D ;Q) r D + dur H (a + r S + r P ) f

2 R 2 ( L D,D ;Q, Q) (p v (l − 1) + 1) dur H + r D + r L g(t) (a + r S + r P ) f

3 R 3 ( L D,ND ;Q, K) 
p v (dulr H + r D ) + (1 − p v ) 

(pv + (1 − p) u − 1) r H + r L g(t) 

p v fa + (1 − p v ) f 

((1 − p) a − pc) + r S + r P 

4 R 4 ( L D,ND ;Q, S) 
p v (dulr H + r D ) + (1 − p v ) 

(pu + (1 − p) v − 1) r H + r L g(t) 

p v fa + (1 − p v ) f 

(pa − (1 − p) c) + r S + r P 

5 R 5 ( L D,ND ;Q, N) p v (dulr H + r D ) + (1 − p v ) r H + r L g(t) p v f (a + r S + r P ) 

6 R 6 ( ND ;K) (pv + (1 − p) u ) r H (((1 − p) a − pc) + r S + r P ) f 

7 R 7 ( ND ; S) (pu + (1 − p) v ) r H ((pa − (1 − p) c) + r S + r P ) f 

8 R 8 ( N D ;N ) r H 0 
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ollows: 

ˆ  n ≡ argmax 
y k ∈{ 0 , 1 } 

U 2 B (x i , z j| q , y k ) , where n = 1 , 2 , . . . , 5 (8)

roposition 3. The best response function of User B, ˆ y n , is given by: 

For n = 1 , 2 , and 3 , the strategy Q is strictly dominant over N,

herefore, 

ˆ  n ≡ Q (9) 

or n = 4 and 5 , 

ˆ  n ≡

⎧ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎩ 

S if p ≥ max 

(
c−(r S + r P ) 

c+ a , 1 
2 

)

K if p ≤ min 

(
a +(r S + r P ) 

c+ a , 1 
2 

)

N if p ∈ 

(
a +(r S + r P ) 

c+ a , 
c−(r S + r P ) 

c+ a 

) (10) 

emark. Proposition 3 identifies the boundary conditions for dif- 

erent response strategies of User B. When User A chooses to clar- 

fy the rumor ( n = 1 , 2 , and 3 ), User B’s strategy is to dissem-

nate this information to his social network, irrespective of the 

ariations in model parameters. On the other hand, when User 

 decides to disregard the rumor ( n = 4 and 5 ), User B can then

hoose amongst three options, that is, support, oppose or en- 

age in neutral participation. The boundary conditions for these 

esponse strategies of User B is similar to the ones explained in 

roposition 1 . 

.3. Equilibrium solutions 

roposition 4. The SPNE solutions of the learning for rumor clarifica- 

ion model along with the optimal expected loss/utility of each player 

re provided in Table 4 , where R m , m = 1 , 2 , . . . , 8 are the optimal

onditions defined in Appendix A.4 . L ∗
2 A 

and U 
∗
2 B 

are the optimal ex- 

ected loss and utility for Users A and B, respectively. 

emark. In Proposition 4 , eight possible SPNE strategies for Users 

 and B are shown. User A chooses to clarify rumor instanta- 

eously at equilibrium (x ∗ = D ) in case 1, she chooses to disre-

ard rumor instantaneously (x ∗ = ND ) in cases 6, 7, and 8, and

he chooses to enter into the learning phase to obtain verified in- 

ormation (x ∗ = L ) in cases 2, 3, 4, and 5. If User A’s equilibrium

trategy is to clarify immediately, User B chooses to disseminate 

he information posted by User A (y ∗ = Q ) . When User A disre-

ards the rumor immediately at equilibrium, User B can choose to 

ppose (y ∗ = K) , support (y ∗ = S) , or engage in neutral participa-

ion (y ∗ = N) . In the learning phase, User A can choose to clarify at

quilibrium irrespective of getting verified information (x ∗ = L D,D ) , 

n which case User B chooses to disseminate the information pro- 

ided by User A (y ∗ = Q , Q ) . The other equilibrium strategy of

ser A in learning phase is to clarify when verification is obtained 

nd disregard when the rumored information remains unproven 
11 
x ∗ = L D,ND ) . In these cases, there are three possible combinations 

f equilibrium strategies for User B, that is, (y ∗ = Q, K) , (y ∗ = Q, S) ,

nd (y ∗ = Q, N) . 

.4. Sensitivity analyses of equilibrium solutions 

In this section, we study how the equilibrium solutions are sen- 

itive to the changes in the parameters of learning for rumor clari- 

cation model. For a consistent comparison between the objective 

unctions of the players in sensitivity analysis, we convert the ex- 

ected loss function of User A into an expected utility function, 

 2 A . For numerical illustrations, the baseline values of the param- 

ters used in this model are assumed as follows: p = . 6 , p v =
 . 8 , a = 0 . 8 , c = 2 . 3 , r S = 0 . 3 , r P = . 2 , f = 250 , r D = 4 . 0 , r H =
 . 0 , r L = 0 . 2 , d = 0 . 5 , l = 0 . 3 , t = 2 , u = 0 . 8 , and v = 1 . 5 . 

Fig. 6 (a) and 6 (b) show the sensitivity in the equilibrium 

trategies of the players relative to parameters a and c. In these 

gures, it is observed that the behavior of User B with respect to a 

s in complete contrast to that of c. At higher a and lower c, User

 chooses to support the rumor, given that User A disregards the 

umor when no verification is obtained. This equilibrium strategy 

f the User B arises due to the baseline value of p being 0.6. 

Fig. 6 (c) and 6 (d) show that User B demonstrates similar equi- 

ibrium behaviors with respect to parameters r S and r P . At low val- 

es of r S and r P , he engages in neutral participation, while higher 

alues of r S and r P increases his expected utility, thus motivating 

im to shift his strategy to supporting the rumor. 

Fig. 6 (e) illustrates the sensitivity in the equilibrium strategies 

f the players relative to parameter p. At low or high p, the extent 

f uncertainties involved regarding the nature of rumor being true 

r false is low, thereby encouraging User A to react faster with- 

ut entering into learning process. Moderate values of p result into 

reater uncertainties about the nature of rumor, which in turn mo- 

ivates User A to obtain verified information via learning process. 

In Fig. 6 (k), the strategies of the players are analysed with re- 

pect to l, an index that quantifies the effectiveness of learning 

rocess on the impact of rumor. At low values of l, User A is highly

ikely to enter into the learning phase to obtain verified informa- 

ion, while a high l switches her strategy to completely disregard 

he rumor. The strategy of User A to enter into the learning phase 

s also dependent on parameters p v and r L , as shown in Fig. 6 (f)

nd 6 (i), respectively. It is observed that the equilibrium behaviors 

f the players with respect to r L are similar to that of l, while with

espect to p v , the results are in complete contrast with that of l. 

Fig. 6 (g) and 6 (h) show the equilibrium behaviors of players 

ith respect to parameters r D and r H . It is observed that a low r D 

nd a high r H motivate User A to clarify the rumor by entering into

earning phase to obtain verified information, while a high r D and 

 low r H change her strategy to react faster without going into the 

rocess of learning. 

In Fig. 6 (j), the equilibrium behaviors of the players are ana- 

yzed with respect to variations in d. This index quantifies the ef- 
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ectiveness of clarification on reducing the impact of rumor. It is 

bserved that at low values of d, User A chooses to clarify the ru- 

or instantaneously; at moderate values of d, she enters into a 

earning phase to get verified information for clarification; and at 

igh values of d, she completely disregards the rumor. 

Fig. 6 (l) and 6 (m) shows the changes in the equilibrium strate- 

ies of players with respect to variations in u and v . A high value

f u and v increases the impact of rumor, thereby acting as factors 

f motivation for User A to enter into learning process for obtain- 

ng verified information. 

In Fig. 7 , the equilibrium behaviors of the players are analyzed 

ith respect to variations in the functional forms of g(t) , where 

he rate of change of t is decreasing, constant, and increasing in 

ig. 7 (a), 7 (b), and 7 (c), respectively. In Fig. 7 (b) where g(t) = t, it
12 
s observed that at low values of t, User A enters into the learn- 

ng phase to obtain verified information, while a high value of t

witches her strategy to completely disregard the rumor. On mov- 

ng from g(t) = 

√ 

t to g(t) = e t , the value of t at which the strat-

gy of User A shows transition also decreases. This shows that if 

he time to get verification grows exponentially, User A is highly 

nlikely to spend time in the learning process. 

Fig. 8 shows that at low values of u, User A chooses to clarify 

r disregard rumor instantaneously since a low value of u corre- 

ponds to a lower expected impact of the rumor. At higher values 

f u, the impact of rumor as a result of User B’s behavior increases, 

hus motivating User A to obtain verified information by entering 

nto the learning phase. At low and high values of p, the uncer- 

ainty regarding the rumor being true or false is low due to which 
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Fig. 8. Sensitivity analysis of the optimal strategies of the players as two-way functions of p and u . 

U778 

o779 

t780 

4781 

782 

s783 

i784 

m785 

r786 

fi787 

v788 

m789 

A790 

c791 

r792 

r793 

u794 

t795 

c796 

i797 

c798 

a799 

o800 

5801 

802 

u803 

c804 

i805 

a806 

f807 

l808 

c809 

H810 

m811 

N812 

w813 

o814 

i815 

816 

c 817 

S 818 

u 819 

a 820 

s 821 

o 822 

d 823 

e 824 

s 825 

w 826 

c 827 

m 828 

s 829 

A 830 

t 831 

t 832 

833 

W 834 

K 835 

t 836 

t 837 

2 838 

t 839 

c 840 

2 841 

m 842 

t 843 

c 844 

t 845 

s 846 

i 847 

c 848 

r 849 

850 

b 851 

t 852 

a 853 

s 854 

t 855 

i 856 

n 857 
ser A chooses to react fast without engaging in learning. On the 

ther hand, for moderate values of p, User A is motivated to spend 

ime in the learning process for obtaining verified information. 

.5. Analytical implications 

When the impact of rumor is high, the results show that User A 

hould engage herself in the learning process to get detailed ver- 

fied information about the rumor that is being spread on social 

edia platforms. This strategy minimizes the risk of significant 

umor transmission as a result of a faster reaction with unveri- 

ed/unproven information. When User A clarifies the rumor with 

erification obtained from different sources, User B becomes much 

ore confident in disseminating the information posted by User 

. However, this engagement of User A in the learning process is 

onstrained on two factors, that is, the cost of learning and pe- 

iod of learning. If the cost and period of learning are beyond the 

easonable limits, the reduction obtained on the impact of rumor 

sing verified information may not be significant enough to mo- 

ivate User A to engage in the learning process. The rate of in- 

rease/decrease of the time taken to get verified information also 

nfluences the decision of User A to participate in the learning pro- 

ess. Our results also show that entering into the learning phase 

lso helps User A deal with the uncertainties regarding the nature 

f rumor being true or false. 

. Validation of the strategies of social media user 

In this section, we analyze the strategies of social media users 

sing data collected from Twitter across seven different rumor 

ases, as shown in Table 5 . The criteria for choosing and collect- 

ng these datasets were based upon their large-scale news cover- 

ge and the availability of the data on Twitter. The false rumor 

rom the Boston Marathon bombing was broadcast across the on- 

ine environment, and was identified through news outlets and so- 

ial media platforms ( Sager, 2013 ). For the Hurricane Harvey and 

urricane Irma rumors, the cases were identified on FEMA’s Ru- 

or Control pages ( Federal Emergency Management Agency, 2017 ). 

ews from the 2018 Hawaiian incoming missile and Tsunami 

arning false alerts were broadcasted online, on the radio, and 

n television. A brief description about these cases are provided 

n Appendix A.5 . 
13 
Twitter’s Search API ( Twitter Search API, 2020 ) was used for 

ollecting all of the tweets in this research. Twitter’s Standard 

earch API returns tweets from the previous seven days based on 

ser-specified search criteria. Data used in this study only contains 

 sample of tweets that were returned by the API based on our 

earch queries since the API does not provide an exhaustive list 

f tweets. To resolve this issue and collect more comprehensive 

atasets, the tweets were collected over a 28-day window for ev- 

ry case, with collection performed every three days by using the 

ame search criteria every time. In total between the seven cases, 

e collected 18,314 tweets. The queries used for all cases were a 

ombination of case insensitive keywords and hashtags (e.g., im- 

igration and #harvey; hawaii and #missile). The queries were 

elected following an extensive Twitter Advanced Search ( Twitter 

dvanced Search, 2020 ) to find the pertinent keywords and hash- 

ags that identified tweets related to the rumors being studied in 

his paper. 

Utilizing latent content analysis ( Hunt, Wang, & Zhuang, 2020; 

ang & Zhuang, 2017 ) and following the rules suggested by 

rippendorff (2013) and Landis & Koch (1977) , the text of each 

weet was coded to identify the stance of the user with respect 

o the specific rumor case. Three researchers (“coder 1,” “coder 

,” and “coder3”) participated in the coding process for all of the 

weets. The coders were required to become familiar with all seven 

ases of rumor in this study before coding began. Coders 1 and 

 independently coded all of the tweets into the following three 

utually exclusive classes: support, oppose, and neutral participa- 

ion. After coders 1 and 2 completed the datasets, coder 3 then 

ross-validated all of the tweets in which 1 and 2 disagreed on 

he class. In this study, we analyze the tweets related to classes, 

upport and oppose, since these rumor cases were clarified as be- 

ng true or false by the official agencies. This clarification act as a 

omplete information regarding the values of the probabilities for 

umor cases being true. 

Table 6 shows the description of rumor clarifications provided 

y different official accounts for each rumor case. The criteria used 

o select the first clarifying post were - (a) it must be posted by 

n official account of a verified user, and (b) it must be the most 

hared post (in terms of the number of retweets and likes) among 

he posts that were made on the first day of clarification. As shown 

n this table, a majority of these clarifications are provided by the 

ews agencies while in cases such as Hurricane Harvey Hiring and 

Original text:
Original text:
18,314
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Table 5 

Summary statistics, collection dates, and total tweets collected for the seven rumor cases . 

Table 6 

Description of clarification provided by the official accounts for each rumor case . 
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oston Marathon Bombing Donation, the clarification message is 

osted by individuals associated with the official agencies. It is ob- 

erved that the official agencies usually take one to three days to 

erify and provide clarifications. In highly sensitive cases such as 

awaii Missile and Tsunami False Alerts, the clarification is pro- 

ided within the same day of the first rumored post to prevent 

idespread panic and confusion. 

Propositions 1 and 3 claim that when the probability of a ru- 

or being true is low, User B chooses to oppose the rumor, while 

t high values of this probability, the best response strategy of User 

 is to support the rumor. These propositions are further validated 

sing real life rumor cases during crisis events, as shown in seg- 

ent Overall Response of Fig. 9 . In this segment, it is observed that

or true rumors, most of the users chose to support these rumors. 

hereas, in case of false rumors, majority of the users responded 

y opposing the rumor. The importance of verifying rumors and 

roviding clarified information as prescribed by the model results 

re further validated by segments Before Clarification and After Clar- 

fication of Fig. 9 . For false rumors, the percentage of users show- 

ng opposition increases up to 44.4% after the first clarifying post is 

ade by an official account. In case of true rumors, the increase in 

he percentage of users showing support is found to be up to 6.7%. 

his shows that the influence of a clarification post is relatively 

ore impactful for false rumors as compared to true rumors. 

. Conclusions and future research directions 

In times of crises, millions of people turn to social media for 

reaking news updates, evacuation planning, situational awareness, 

afety protocols, among many other emergency needs. Although 

here are many significant benefits associated with social media 

latforms, there are also certain characteristics which can lead to a 

angerous social environment. Unfortunately, due to the unmoder- 
14 
ted nature of social media platforms, rumors often spread, reach- 

ng and influencing people around the world. In order to clarify 

umors, official agencies and social media companies must expend 

uman resources and time in order to locate rumors on social me- 

ia, track the rumors in order to understand their reach and im- 

act, and formulate rumor clarification messages. 

In a rumor propagation and clarification process, the players 

ake different strategic decisions by taking into account the trade- 

ffs between the cost involved while spreading/clarifying, and the 

mpact of rumor in terms of social reach and losses. Given the 

earth of existing game-theoretic works on rumor propagation and 

larification, we develop two novel game-theoretic models to study 

he strategic interactions that take place between Users A and B in 

 rumor transmission process. In these models, we determine the 

PNE strategies of the players and identify the equilibrium con- 

itions that motivate/demotivate the players to engage in a rumor 

ransmission and clarification process. We also perform the numer- 

cal sensitivity analyses of the equilibrium strategies of the players 

nd their expected utilities as functions of the parameters used in 

he models. Results of the sensitivity analyses help us to identify 

he relative threshold at which the strategies taken by the play- 

rs undergo transition. The results from the models indicate that 

osting verified information on social media reduces the uncer- 

ainties involved in rumor transmission, thereby enabling User B 

o take informed decisions on whether to support or oppose the 

umor being circulated. This verification should be obtained within 

easonable limits of time and cost in order to motivate User A to 

ngage in the learning process. The prescriptive insights obtained 

rom this paper will be useful to inform decision makers about the 

ehaviors of Users A and B in a rumor transmission and clarifica- 

ion process under different strategic conditions, which in turn will 

mprove the rumor information dissemination and control prac- 

ices during crisis events. 
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Fig. 9. Validation of the strategies of social media users based on real life rumor cases . 
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Social media companies are implementing policies in their 

ght against rumors, misinformation, and disinformation by tak- 

ng down inauthentic behavior, labeling misleading information, 

orking closely with civil society groups, and engaging with re- 

earchers and governments. Before 2020 U.S. elections, LinkedIn, 

interest, Reddit, Verizon Media, and theWikimedia Foundation 

oined Google, Facebook, Twitter, and Microsoft to coordinate with 

he U.S. intelligence community to identify disinformation cam- 

aigns ( Ben Nimmo, 2020; Isaac & Conger, 2020 ). Twitter uses a 

ramework to label and remove manipulated or synthetic media 

nd misleading information intended to undermine public trust 

n democratic policies and events such as elections ( Dawn.com, 

020 ). In September 2020, Twitter built a U.S. Election hub that 

rovided credible and verified news and voting resources to the 

ocial media users for making informed decisions during elections 

 Gadde & Beykpour, 2020 ). Model 1 will help the social media 

ompanies to select the cases/posts to label/remove based on the 

sers’ behaviors, the impact of the cases on users, the importance 

f event, and the popularity of rumor spreader. Model 2 will help 

he agencies and social media companies to make decisions re- 

arding engaging in the learning process to provide verified and 

redible information during rumor clarification. 

In this paper, it is assumed that the players have complete 

nowledge of their opponent’s objectives, payoffs, beliefs, and pos- 

ible actions. However, in real life, different types of social media 

sers may have different set of objectives and beliefs while partic- 

pating in rumor clarification and verification processes. In future, 
15 
his can be addressed by using Adversarial Risk Analysis framework 

 Rios Insua, Ríos, & Banks, 2009 ) where probabilistic measures are 

sed to define and assess the players’ possible actions based on 

he uncertainties about the players’ decision problem. 

In the models that are developed in this paper, the players are 

ssumed to be risk neutral. To build a more robust model, the play- 

rs could be allowed to have risk preferences. For example, an of- 

cial agency or a social media user with a large network of fol- 

owers is likely to have a risk averse profile since any controversial 

ost/statement made by him/her on social media can draw a lot 

f criticism and a subsequent fall in social influence. Whereas, a 

ser account with a small network of users will be more willing to 

ake risks while supporting or opposing a rumor. One of the ways 

f incorporating these risk preferences into the expected utility 

unctions of the players is by considering a power utility function 

f the form: U(x ) = x β , where 0 < β < 1 , β = 1 , and β > 1 covers

isk-averse, risk-neutral, and risk-seeking behaviors of the players 

 Payyappalli, Zhuang, & Jose, 2017 ). 

In this paper, we model the decisions of User A to clarify/verify 

 rumor using binary variables. But in the real world, User A may 

elect levels of effort to clarify two or more rumors simultane- 

usly and to verify a particular rumor. In that case, the level of 

ffort used by User A might influence the decisions of User B to 

ppose/support a given rumor. A high level of effort might also 

ncrease User B’s trust on User A’s ability to clarify and verify a 

umor being circulated on social media. In real-life situations, User 

 may receive multiple rumor cases pertaining to a disaster event 
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ith a possibility of rumor spreading by multiple user accounts. 

hese models can be more realistic by incorporating N rumor cases 

nd the interaction of User A with N user accounts. In this pa- 

er, we assume that the probability of a rumor being true is in- 

ependent of the strategies of the players and their corresponding 

ubjective assessments. However, in reality, each player is likely to 

ave a different set of beliefs regarding the value of the probability 

hat can be considered as a future research direction. 

In this study, User B is assumed to maximize his influence and 

redibility ratings in the social networks. While in practical sce- 

arios, an unscrupulous User B may have no concerns about ve- 

acity and may engage due to different objectives such as mon- 

tizing by running advertisements, trying to seed polarization or 

isinformation on purpose, etc. The variability in User B’s objec- 

ives can be modeled by identifying different user types (for ex- 

mple - trolls, reputed personalities) that are active in social me- 

ia platforms. Future research can also extend the current study 

o a multi-stage game model to consider continued review by the 

layers as content becomes more viral and information is gradually 

evealed. Similarly, the models could also consider repeated game 

nteractions between the players where the present course of ac- 

ions of User A affects its reputation and ability to influence User 

 in the future. 

The effort s t aken by User A to clarify a particular rumor is 

lso dependent on the strength of connections between different 

sers in a social network. The stronger the strength of connec- 

ions between the users, it is likely that the spread of rumor will 

e faster due to which User A needs to invest more time and re-

ources in clarifying and verifying the rumor effectively. In future, 

he strength of ties between the users in a given social network 

an be considered to study its impact on the propagation patters of 

umors, behaviors of users, and clarification and verification strate- 

ies of official agencies and social media companies. In addition, 

uture research could also consider unsupervised techniques such 

s sentiment analysis to separate the data into different clusters. 

esearch and developments in this domain could remove the need 

or labeling the data if unsupervised machine learning approaches 

ould automatically identify and create the different classes. 

ppendix A 

1. Proof of Proposition 1 

Expected utility of the social media user while supporting the 

j th rumor, 

 1 B (y n = S j ) = 

(
p j a j − (1 − p j ) c j + r S j + r P j 

)
f (12)

xpected utility of the social media user while opposing the j th 

umor, 

 1 B (y n = K j ) = 

(
− p j c j + (1 − p j ) a j + r S j + r P j 

)
f (13)

xpected utility of the social media user while doing nothing re- 

arding the j th rumor, 

 1 B (y n = N j ) = 0 (14) 

or ˆ y n = S j , the following condition must hold: 

 1 B (y n = S j ) ≥ U 1 B (y n = K j ) , and (15) 

 1 B (y n = S j ) ≥ U 1 B (y n = N j ) (16) 

n solving inequalities ( 15 ) and ( 16 ) , we get the following condi-

ion: 

p j ≥ max 

( c j − (r S 
j 
+ r P 

j 
) 

c j + a j 
, 
1 

2 

)
(17) 
F 1044 

16 
For ˆ y n = K j , the following condition must hold: 

 1 B (y n = K j ) ≥ U 1 B (y n = S j ) , and (18) 

 1 B (y n = K j ) ≥ U 1 B (y n = N j ) (19) 

n solving inequalities ( 18 ) and ( 19 ) , we get the following condi-

ion: 

p j ≤ min 

(a j + (r S 
j 
+ r P 

j 
) 

c j + a j 
, 
1 

2 

)
(20) 

For ˆ y n = N j , the following condition must hold: 

 1 B (y n = N j ) ≥ U 1 B (y n = S j ) , and (21) 

 1 B (y n = N j ) ≥ U 1 B (y n = K j ) (22) 

n solving inequalities ( 21 ) and ( 22 ) , we get the following condi-

ion: 

p j ∈ 

(a j + (r S 
j 
+ r P 

j 
) 

c j + a j 
, 
c j − (r S 

j 
+ r P 

j 
) 

c j + a j 

)
(23) 

2. Proof of Proposition 2 

We substitute the best response function of the social me- 

ia user defined in Eq. (3) into the expected loss function of the 

gency defined in Eq. to obtain the following expressions for L 1 A 
n terms of ˆ y n : 

 1 A (x = D 1 , ̂  y n = S 2 ) = r D 1 + d 1 r 
H 
1 + 

(
p 2 u 2 + (1 − p 2 ) v 2 

)
r H 2 , 

(24) 

subject to C 1 ≡ p 2 ≥ max 

(
c 2 − (r S 2 + r P 2 ) 

c 2 + a 2 
, 
1 

2 

)

 1 A (x = D 1 , ̂  y n = K 2 ) = r D 1 + d 1 r 
H 
1 + 

(
p 2 v 2 + (1 − p 2 ) u 2 

)
r H 2 , 

(25) 

subject to C 2 ≡ p 2 ≤ min 

(
a 2 + (r S 2 + r P 2 ) 

c 2 + a 2 
, 
1 

2 

)

 1 A (x = D 1 , ̂  y n = N 2 ) = r D 1 + d 1 r 
H 
1 + r H 2 , (26) 

subject to C 3 ≡ p 2 ∈ 

(
a 2 + (r S 2 + r P 2 ) 

c 2 + a 2 
, 
c 2 − (r S 2 + r P 2 ) 

c 2 + a 2 

)

 1 A (x = D 2 , ̂  y n = S 1 ) = r D 2 + d 2 r 
H 
2 + 

(
p 1 u 1 + (1 − p 1 ) v 1 

)
r H 1 , 

(27) 

subject to C 4 ≡ p 1 ≥ max 

(
c 1 − (r S 1 + r P 1 ) 

c 1 + a 1 
, 
1 

2 

)

 1 A (x = D 2 , ̂  y n = K 1 ) = r D 2 + d 2 r 
H 
2 + 

(
p 1 v 1 + (1 − p 1 ) u 1 

)
r H 1 , 

(28) 

subject to C 5 ≡ p 1 ≤ min 

(
a 1 + (r S 1 + r P 1 ) 

c 1 + a 1 
, 
1 

2 

)

 1 A (x = D 2 , ̂  y n = N 1 ) = r D 2 + d 2 r 
H 
2 + r H 1 , (29) 

subject to C 6 ≡ p 1 ∈ 

(
a 1 + (r S 1 + r P 1 ) 

c 1 + a 1 
, 
c 1 − (r S 1 + r P 1 ) 

c 1 + a 1 

)

or (x ∗, y ∗) = (D , S ) , the following condition must hold: 
1 2 
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 1 ≡
{ { (

L 1 A (x = D 1 , ̂  y n = S 2 ) ≤ L 1 A (x = D 2 , ̂  y n = S 1 ) 
)

∩ 

(
C 1 ∩ C 4 

)} 

∪ 

{ (
L 1 A (x = D 1 , ̂  y n = S 2 ) ≤ L 1 A (x = D 2 , ̂  y n = K 1 ) 

)
∩ 

(
C 1 ∩ C 5 

)} 

∪ 

{ (
L 1 A (x = D 1 , ̂  y n = S 2 ) ≤ L 1 A (x = D 2 , ̂  y n = N 1 ) 

)
∩ 

(
C 1 ∩ C 6 

)} } 

(30) 

or (x ∗, y ∗) = (D 1 , K 2 ) , the following condition must hold: 

 2 ≡
{ { (

L 1 A (x = D 1 , ̂  y n = K 2 ) ≤ L 1 A (x = D 2 , ̂  y n = S 1 ) 
)

∩ 

(
C 2 ∩ C 4 

)} 

∪ 

{ (
L 1 A (x = D 1 , ̂  y n = K 2 ) ≤ L 1 A (x = D 2 , ̂  y n = K 1 ) 

)
∩ 

(
C 2 ∩ C 5 

)} 

∪ 

{ (
L 1 A (x = D 1 , ̂  y n = K 2 ) ≤ L 1 A (x = D 2 , ̂  y n = N 1 ) 

)
∩ 

(
C 2 ∩ C 6 

)} } 

(31) 

or (x ∗, y ∗) = (D 1 , N 2 ) , the following condition must hold: 

 3 ≡
{ { (

L 1 A (x = D 1 , ̂  y n = N 2 ) ≤ L 1 A (x = D 2 , ̂  y n = S 1 ) 
)

∩ 

(
C 3 ∩ C 4 

)} 

∪ 

{ (
L 1 A (x = D 1 , ̂  y n = N 2 ) ≤ L 1 A (x = D 2 , ̂  y n = K 1 ) 

)
∩ 

(
C 3 ∩ C 5 

)} 

∪ 

{ (
L 1 A (x = D 1 , ̂  y n = N 2 ) ≤ L 1 A (x = D 2 , ̂  y n = N 1 ) 

)
∩ 

(
C 3 ∩ C 6 

)} } 

(32) 

or (x ∗, y ∗) = (D 2 , S 1 ) , the following condition must hold: 

 4 ≡
{ { (

L 1 A (x = D 2 , ̂  y n = S 1 ) ≤ L 1 A (x = D 1 , ̂  y n = S 2 ) 
)

∩ 

(
C 4 ∩ C 1 

)} 

∪ 

{ (
L 1 A (x = D 2 , ̂  y n = S 1 ) ≤ L 1 A (x = D 1 , ̂  y n = K 2 ) 

)
∩ 

(
C 4 ∩ C 2 

)} 

∪ 

{ (
L 1 A (x = D 2 , ̂  y n = S 1 ) ≤ L 1 A (x = D 1 , ̂  y n = N 2 ) 

)
∩ 

(
C 4 ∩ C 3 

)} } 

(33) 

or (x ∗, y ∗) = (D 2 , K 1 ) , the following condition must hold: 

 5 ≡
{ { (

L 1 A (x = D 2 , ̂  y n = K 1 ) ≤ L 1 A (x = D 1 , ̂  y n = S 2 ) 
)

∩ 

(
C 5 ∩ C 1 

)} 

∪ 

{ (
L 1 A (x = D 2 , ̂  y n = K 1 ) ≤ L 1 A (x = D 1 , ̂  y n = K 2 ) 

)
∩ 

(
C 5 ∩ C 2 

)} 

∪ 

{ (
L 1 A (x = D 2 , ̂  y n = K 1 ) ≤ L 1 A (x = D 1 , ̂  y n = N 2 ) 

)
∩ 

(
C 5 ∩ C 3 

)} } 

(34) 

or (x ∗, y ∗) = (D 2 , N 1 ) , the following condition must hold: 

 6 ≡
{ { (

L 1 A (x = D 2 , ̂  y n = N 1 ) ≤ L 1 A (x = D 1 , ̂  y n = S 2 ) 
)

∩ 

(
C 6 ∩ C 1 

)} 

∪ 

{ (
L 1 A (x = D 2 , ̂  y n = N 1 ) ≤ L 1 A (x = D 1 , ̂  y n = K 2 ) 

)
∩ 

(
C 6 ∩ C 2 

)} 

∪ 

{ (
L 1 A (x = D 2 , ̂  y n = N 1 ) ≤ L 1 A (x = D 1 , ̂  y n = N 2 ) 

)
∩ 

(
C 6 ∩ C 3 

)} } 

(35) 

rom Eqs. (24) –(29) , it is observed that C 1 ∩ C 2 , C 1 ∩ C 3 , C 2 ∩ C 3 , C 4 ∩
 5 , C 4 ∩ C 6 , and C 5 ∩ C 6 yield empty set, due to which they are not

aken into consideration while determining the optimal conditions 

or the SPNE solutions in the selection of rumor model. 
17 
3. Proof of Proposition 3 

Expected utility of the social media user while disseminating 

he clarified information, 

 2 B (y n = Q ) = (a + r S + r P ) f (36) 

xpected utility of the social media user while supporting the ru- 

or, 

 2 B (y n = S) = 

(
pa − (1 − p) c + r S + r P 

)
f (37)

xpected utility of the social media user while opposing the rumor, 

 2 B (y n = K) = 

(
− pc + (1 − p) a + r S + r P 

)
f (38)

xpected utility of the social media user while doing nothing re- 

arding the rumor, 

 2 B (y n = N) = 0 (39) 

or ˆ y n = S, the following condition must hold: 

 2 B (y n = S) ≥ U 2 B (y n = K) , and (40) 

 2 B (y n = S) ≥ U 2 B (y n = N) (41) 

n solving inequalities (40) and (41) , we get the following condi- 

ion: 

p ≥ max 

(
c − (r S + r P ) 

c + a 
, 
1 

2 

)
(42) 

For ˆ y n = K, the following condition must hold: 

 2 B (y n = K) ≥ U 2 B (y n = S) , and (43) 

 2 B (y n = K) ≥ U 2 B (y n = N) (44) 

n solving inequalities (43) and (44) , we get the following condi- 

ion: 

p ≤ min 

(
a + (r S + r P ) 

c + a 
, 
1 

2 

)
(45) 

For ˆ y n = N, the following condition must hold: 

 2 B (y n = N) ≥ U 2 B (y n = S) , and (46) 

 2 B (y n = N) ≥ U 2 B (y n = K) (47) 

n solving inequalities (46) and (47) , we get the following condi- 

ion: 

p ∈ 

(
a + (r S + r P ) 

c + a 
, 
c − (r S + r P ) 

c + a 

)
(48) 

4. Proof of Proposition 4 

We substitute the best response function of the social media 

ser defined in Eqs. (9) and (10) into the expected loss function of 

he agency defined in Eq. (6) to obtain the following expressions 

or L 2 A in terms of ˆ y n : 

 2 A (x = D, ̂  y n = Q ) = r D + dur H (49) 

 2 A (x = L D,D , ̂  y n = Q , Q ) = p v (d ulr 
H − d ur H ) + d ur H + r D + r L t 

(50) 

L 2 A (x = L D,ND , ̂  y n = Q, K) = p v (dulr 
H + r D + r L t) 

+ (1 − p v )(pv r H − pur H + ur H − r H + r L t) , 
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A 1095 
subject to F 1 ≡ p ≤ min 

(
a 

c + a 
, 
1 

2 

)
(51) 

L 2 A (x = L D,ND , ̂  y n = Q, S) = p v (dulr 
H + r D + r L t) 

+ (1 − p v )(pur 
H − pv r H + v r H − r H + r L t) , 

subject to F 2 ≡ p ≥ max 

(
c 

c + a 
, 
1 

2 

)
(52) 

 2 A (x = L D,ND , ̂  y n = Q, N) = p v (dulr 
H + r D ) + r L t, 

subject to F 3 ≡ p ∈ 

(
a 

c + a 
, 

c 

c + a 

)
(53) 

 2 A (x = ND, ̂  y n = K) = pv r H − pur H + ur H , 

subject to F 4 ≡ p ≤ min 

(
a 

c + a 
, 
1 

2 

)
(54) 

 2 A (x = ND, ̂  y n = S) = pur H − pv r H + v r H , 

subject to F 5 ≡ p ≥ max 

(
c 

c + a 
, 
1 

2 

)
(55) 

 2 A (x = ND, ̂  y n = N) = r H , subject to F 6 ≡ p ∈ 

(
a 

c + a 
, 

c 

c + a 

)
(56) 

or (x ∗; y ∗) = (D ;Q ) , the following condition must hold: 

R 1 ≡
{{ 

L 2 A (x = D, ̂  y n = Q ) ≤ L 2 A (x = L D,D , ̂  y n = Q , Q ) 
} 

∩ 

{ { (
L 2 A (x = D, ̂  y n = Q ) ≤ L 2 A (x = L D,ND , ̂  y n = Q, K) 

)
∩ F 1 

} 

∪ 

{ (
L 2 A (x = D, ̂  y n = Q ) ≤ L 2 A (x = L D,ND , ̂  y n = Q, S) 

)
∩ F 2 

} 

∪ 

{ (
L 2 A (x = D, ̂  y n = Q ) ≤ L 2 A (x = L D,ND , ̂  y n = Q, N) 

)
∩ F 3 

} } 

∩ 

{ { (
L 2 A (x = D, ̂  y n = Q ) ≤ L 2 A (x = ND, ̂  y n = K) 

)
∩ F 1 

} 

∪ 

{ (
L 2 A (x = D, ̂  y n = Q ) ≤ L 2 A (x = ND, ̂  y n = S) 

)
∩ F 2 

} 

∪ 

{ (
L 2 A (x = D, ̂  y n = Q ) ≤ L 2 A (x = ND, ̂  y n = N) 

)
∩ F 3 

} } 
}

(57) 

or (x ∗; y ∗) = (L D,D ;Q, Q ) , the following condition must hold: 

R 2 ≡
{{ 

L 2 A (x = L D,D , ̂  y n = Q , Q ) ≤ L 2 A (x = D, ̂  y n = Q ) 
} 

∩ 

{ { (
L 2 A (x = L D,D , ̂  y n = Q , Q ) ≤ L 2 A (x = L D,ND , ̂  y n = Q, K) 

)
∩ F 1 

} 

∪ 

{ (
L 2 A (x = L D,D , ̂  y n = Q , Q ) ≤ L 2 A (x = L D,ND , ̂  y n = Q, S) 

)
∩ F 2 

} 

∪ 

{ (
L 2 A (x = L D,D , ̂  y n = Q , Q ) ≤ L 2 A (x = L D,ND , ̂  y n = Q, N) 

)
∩ F 3 

} } 

∩ 

{ { (
L 2 A (x = L D,D , ̂  y n = Q , Q ) ≤ L 2 A (x = ND, ̂  y n = K) 

)
∩ F 1 

} 

∪ 

{ (
L 2 A (x = L D,D , ̂  y n = Q , Q ) ≤ L 2 A (x = ND, ̂  y n = S) 

)
∩ F 2 

} 

∪ 

{ (
L 2 A (x = L D,D , ̂  y n = Q , Q ) ≤ L 2 A (x = ND, ̂  y n = N) 

)
∩ F 3 

} } 
}

(58) 
18 
or (x ∗; y ∗) = (L D,ND ;Q, K) , the following condition must hold: 

R 3 ≡
{{ (

L 2 A (x = L D,ND , ̂  y n = Q, K) ≤ L 2 A (x = D, ̂  y n = Q ) 
)

∩ F 1 

} 

∩ 

{ (
L 2 A (x = L D,ND , ̂  y n = Q, K) ≤ L 2 A (x = L D,D , ̂  y n = Q , Q ) 

)
∩ F 1 

} 

∩ 

{ (
L 2 A (x = L D,ND , ̂  y n = Q, K) ≤ L 2 A (x = ND, ̂  y n = K) 

)
∩ F 1 

} 
}

(59) 

or (x ∗; y ∗) = (L D,ND ;Q, S) , the following condition must hold: 

R 4 ≡
{{ (

L 2 A (x = L D,ND , ̂  y n = Q, S) ≤ L 2 A (x = D, ̂  y n = Q ) 
)

∩ F 2 

} 

∩ 

{ (
L 2 A (x = L D,ND , ̂  y n = Q, S) ≤ L 2 A (x = L D,D , ̂  y n = Q , Q ) 

)
∩ F 2 

} 

∩ 

{ (
L 2 A (x = L D,ND , ̂  y n = Q, S) ≤ L 2 A (x = ND, ̂  y n = S) 

)
∩ F 2 

} 
}

(60) 

or (x ∗; y ∗) = (L D,ND ;Q, N) , the following condition must hold: 

R 5 ≡
{{ (

L 2 A (x = L D,ND , ̂  y n = Q, N) ≤ L 2 A (x = D, ̂  y n = Q ) 
)

∩ F 3 

} 

∩ 

{ (
L 2 A (x = L D,ND , ̂  y n = Q, N) ≤ L 2 A (x = L D,D , ̂  y n = Q , Q ) 

)
∩ F 3 

} 

∩ 

{ (
L 2 A (x = L D,ND , ̂  y n = Q, N) ≤ L 2 A (x = ND, ̂  y n = N) 

)
∩ F 3 

} 
}

(61) 

or (x ∗; y ∗) = (ND ;K) , the following condition must hold: 

R 6 ≡
{{ (

L 2 A (x = ND, ̂  y n = K) ≤ L 2 A (x = D, ̂  y n = Q ) 
)

∩ F 1 

} 

∩ 

{ (
L 2 A (x = ND, ̂  y n = K) ≤ L 2 A (x = L D,D , ̂  y n = Q , Q ) 

)
∩ F 1 

} 

∩ 

{ (
L 2 A (x = ND, ̂  y n = K) ≤ L 2 A (x = L D,ND , ̂  y n = Q, K) 

)
∩ F 1 

} 
}

(62) 

or (x ∗; y ∗) = (ND ; S) , the following condition must hold: 

R 7 ≡
{{ (

L 2 A (x = ND, ̂  y n = S) ≤ L 2 A (x = D, ̂  y n = Q ) 
)

∩ F 2 

} 

∩ 

{ (
L 2 A (x = ND, ̂  y n = S) ≤ L 2 A (x = L D,D , ̂  y n = Q , Q ) 

)
∩ F 2 

} 

∩ 

{ (
L 2 A (x = ND, ̂  y n = S) ≤ L 2 A (x = L D,ND , ̂  y n = Q, S) 

)
∩ F 2 

} 
}

(63) 

or (x ∗; y ∗) = (N D ;N ) , the following condition must hold: 

R 8 ≡
{{ (

L 2 A (x = ND, ̂  y n = N) ≤ L 2 A (x = D, ̂  y n = Q ) 
)

∩ F 3 

} 

∩ 

{ (
L 2 A (x = ND, ̂  y n = N) ≤ L 2 A (x = L D,D , ̂  y n = Q , Q ) 

)
∩ F 3 

} 

∩ 

{ (
L 2 A (x = ND, ̂  y n = N) ≤ L 2 A (x = L D,ND , ̂  y n = Q, N) 

)
∩ F 3 

} 
}

(64) 

5. Brief descriptions of rumor cases considered 
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Table A.5 

A brief description of rumor cases considered in this study . 
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