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Abstract

Perceptual learning serves as a mechanism for listeners to adapt to novel phonetic information. Distributional tracking theories

posit that this adaptation occurs as a result of listeners accumulating talker-specific distributional information about the phonetic

category in question (Kleinschmidt & Jaeger, Psychological Review, 122, 148–203, 2015). What is not known is how listeners

build these talker-specific distributions—that is, if they aggregate all information received over a certain time period, or if they

rely more heavily upon the most recent information received and down-weight older, consolidated information. In the present

experiment, listeners were exposed to four interleaved blocks of a lexical decision task and a phonetic categorization task in

which the lexical decision blocks were designed to bias perception in opposite directions of a “s”–“sh” contrast. Listeners

returned several days later and completed the identical task again. In each individual session, listener’s perception of a

“s”–“sh” contrast was biased by the information in the immediately preceding lexical decision block (though only when

participants heard the “sh”-biasing block first, which was likely driven by stimulus characteristics). There was evidence that

listeners accrued information about the talker over time since the bias effect diminished in the second session. In general, results

suggest that listeners initially maintain some flexibility with their talker-specific phonetic representations, but over the course of

several exposures begin to consolidate these representations.
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Perceptual learning is an inherent component of speech percep-

tion. Talkers vary significantly in their phonetic properties (e.g.,

Hillenbrand, Getty, Clark, & Wheeler, 1995), and consequently

listeners must adjust their mapping between acoustics and pho-

netic categories for each new talker that they encounter. Luckily

for the listener, this variability tends to have a statistical structure

that is characteristic of the talker. For instance, a given talker may

have a consistently longer mean voice onset time for voiceless

stops (VOT; Allen, Miller, & DeSteno, 2003), or consistently

low F2 value for vowels (Hillenbrand et al., 1995). Further,

individual talkers also differ in their variability—that is, one talk-

er may have wide variability in their productions, whereas anoth-

er may produce a narrower range of acoustic values (Newman,

Clouse, & Burnham, 2001).

An array of findings supports the view that listeners

are sensitive to the phonetic characteristics of a given

talker, and that they adjust their perceptual criteria to

use this information to reach a stable phonetic percept

(Clayards, Tanenhaus, Asl in, & Jacobs, 2008;

Kleinschmidt & Jaeger, 2015; Kraljic & Samuel, 2007;

Theodore & Miller, 2010). Many accounts of perceptual

learning share the notion that talker adaptation involves

tracking the statistics of a talker’s speech over time,

discovering the distributional acoustic patterns associat-

ed with each novel talker, and using this information to

create probabilistic maps between acoustics and linguis-

tic representations (Maye, Weiss, & Aslin, 2008;

McMurray, Asl in , & Toscano, 2009; recent ly

f o rma l i z e d u s i n g a Bay e s i a n f r amewo r k i n

Kleinschmidt & Jaeger, 2015). Under this view, distri-

butional information is combined with contextual infor-

mation (e.g., “who is the talker”; “what word is likely

in this context”) to generate a talker-specific, contextually

bound probability that a given acoustic token will match a

likely phonetic category. This class of theories predicts that

changing the statistical distribution of tokens in the input will

ultimately result in perceptual adaptation.

This article is a replication and replacement of Saltzman and Myers

(2018), which was retracted after the authors discovered an error in

stimulus presentation during the phonetic categorization task.
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Perceptual learning paradigms (e.g., Bertelson, Vroomen,

& De Gelder, 2003; Norris, McQueen, & Cutler, 2003) dem-

onstrate many situations in which listeners quickly adapt to

phonetic characteristics of a novel talker. Listeners might hear

an ambiguous speech token whose ambiguity is resolved ei-

ther by lexical context (e.g., Norris et al., 2003) or audiovisual

information (e.g., Bertelson et al., 2003), accompanied by a

clear version of the contrasting phonetic category. The speech

stream thus contains both top-down contextual information

(i.e., “in the lexical context, ‘epi_ode’, ‘s’ is the only probable

interpretation of the ambiguous sound”) as well as bottom-up

distributional information (i.e., listeners are exposed to a bi-

modal distribution of tokens—one ambiguous, one clear—

that is shifted for each of the exposure conditions). Using

the distributional learning framework, the effect found in per-

ceptual learning studies can be explained as the listener

pairing top-down information about phoneme identity with

distributional information about the statistics of the novel

talker’s input, which in turn allows for reshaping of their pho-

netic categories (Pajak, Fine, Kleinschmidt, & Jaeger, 2016).

The argument that listeners maintain distributional infor-

mation for each unique talker is described in Kleinschmidt and

Jaeger (2015), which follows earlier research that listeners do

indeed maintain talker-specific information (Goldinger, 1996;

Nygaard & Pisoni, 1998). For instance, in a study by Kraljic

and Samuel (2005), listeners were exposed to a male and

female talker whose fricatives were biased in opposite direc-

tions, then tested on these tame talkers. Listeners maintained

separate talker-specific criteria for the two talkers (see also

Eisner & McQueen, 2006; Luthra et al., under review).

Moreover, talker-specific distributional representations help

to explain how perceptual learning effects persist over time

(Kraljic & Samuel, 2005). For instance, in a study from Eisner

and McQueen (2006), participants maintained talker-specific

information over a 12-hour delay, unaffected by exposure to

different speakers in the intervening period between exposure

and testing, suggesting that any new mapping between acous-

tics and phonology was specific to the test talker. In Kraljic

and Samuel (2005, Experiment 3), participants engaged in a

lexically guided perceptual learning (LGPL) task in which

they were first exposed to phonetically biasing informa-

tion—namely, ambiguous tokens embedded in an unambigu-

ous lexical context, then exposed to unaltered exemplars of

previously ambiguous sounds from the same talker, and then

tested. This led to an extinction of the perceptual learning

effect, which is congruent with the notion from distributional

tracking theories that listeners would integrate the good exem-

plars into the talker-specific phonetic distribution, thus

disrupting the shifted category representations that they

had formed for this new talker. A following experiment

confirmed that this disruption was due to unlearning and

not simply an extinguishing of the original effect via

selective adaptation (Experiment 4).

One issue that has received less attention is the processes

by which listeners integrate new, recently encountered talker-

specific information (here termed “recent statistics”) with

existing information that listeners have accumulated about

the total talker-specific distribution of acoustic cues (here

termed “global statistics”). Kleinschmidt and Jaeger (2015)

state that “in situations like a recalibration experiment where

listeners encounter odd-sounding, often synthesized speech in

a laboratory setting, they may have little confidence, a priori,

that any of their previous experiences are directly informative”

(p. 13), and thus predict listeners will be maximally flexible

during these experiments as the value of previous experiences

with the category in question are not believed to be informa-

tive. The results of Kraljic and Samuel (2005) appear to con-

firm that recently encountered statistics are given a stronger

weighting; that is, if listeners heavily weight new tokens, the

most recent input should more strongly shape the phonetic

category. Furthermore, in a series of experiments by Van

Linden and Vroomen (2007, Experiments 1–4), listeners were

exposed to both lip-reading and lexically biasing information

for a “t”–“p” contrast in a blocked design, and the effect of the

biasing information was sampled sporadically in each block.

Their results demonstrate that (1) listeners can shift their cat-

egory boundaries flexibly within an experiment and (2) use

the most recent statistics when building a distribution.

Contrastively, Kleinschmidt and Jaeger (2015) posit that

talker-specific distributions cannot be created or maintained

if a listener simply tracks the recent statistics from a talker (p.

26), and go on to demonstrate a model for how beliefs about a

talker are updated over experiences (Fig. 17). Support for

giving greater weight to earlier experience, in line with a

“global statistics” account, was also demonstrated in Kraljic,

Samuel, and Brennan (2008), in which participants only

showed the expected perceptual learning effect when the am-

biguous stimuli (which should shift the listener’s category

boundary) were presented before the clearly produced stimuli.

When the order was reversed (a block of clearly produced

stimuli presented before a block of ambiguous stimuli) there

was no perceptual learning effect.

In the current study, we ask whether listeners are continu-

ously flexible in their adjustment to new and conflicting pho-

netic information about a talker, and how this affects their

ability to create a talker-specific cue distribution. One possi-

bility is that participants aggregate all the input from a given

talker into one unified distribution, assigning equal weight to

each token in memory. In this case, a listener who hears am-

biguous tokens in an “s”-biasing context, for instance, and is

tested on this contrast should see the previously attested shift

in phonetic category boundary. Subsequent exposure to an

“sh”-biasing block, however, will simply add new tokens to

the emerging “s” and “sh” distributions for the talker (see

“global statistics” in Fig. 1c), leaving the category boundary

somewhere in the middle of the distribution. Under this view,
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Fig. 1 Schematic showing the probability density function over the

centroid frequencies of the “s” and “sh” tokens that listeners hear on

each block of the LD task (see Drouin, Theodore, & Myers, 2016).

Blue shows the “sh” tokens, red shows the “s” tokens. In SH-bias blocks,

listeners hear naturally produced versions of the “s” tokens (red) and

altered, ambiguous versions of the “sh” tokens, while the reverse is true

of S-bias blocks. In each panel, a vertical dotted line indicates a hypo-

thetical “ideal” boundary that minimizes mis-categorizations of the expo-

sure set. Inset into each density function plot is the expected categoriza-

tion function from participants in during the PC task following each LD

block. Solid lines indicate the expected categorization function in re-

sponse to the most recent LD block, while the transparent line represents

the expected categorization function from the earlier LD block. The two

orders of lexical decision blocks are represented, with the S-SH order in

the left column, and the SH-S order in the right column. a For Block 1,

both recent statistics and global statistics hypotheses predict the same

boundary shift in response to the biasing information contained in the

LD block. b For Block 2, the recent statistics hypothesis predicts that

listeners will resolve on a boundary dictated by the immediately previous

LD block, now shifting their categorization function in the opposite di-

rection of Block 1. c For Block 2, the global statistics view predicts that

listeners will generate distributions over the entire set of LD stimuli they

have received thus far, and thus both groups of participants will show the

same boundary value at Block 2
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a participant who had heard the “sh”-bias first would show a

shift to incorporate ambiguous tokens in the “sh” category, but

her categorization function after being exposed to “s” tokens

next would be equivalent to the participant who heard the bias

blocks in the opposite order, since both participants would

have heard the full complement of stimuli by the end of the

experiment. Essentially, this leads to a prediction that the or-

der of presentation of these blocks will matter, with categori-

zation functions equalizing after listeners have heard both “s”

and “sh”-biasing blocks. The biasing effect should be even

more diminished if the participant were to return and complete

the same task again, as the listener should be updating their

beliefs about the talker’s distribution with an aggregate of all

of the information they received in their first exposure to the

talker. In addition, the talker should now be more familiar,

which should allow the listener to safely utilize this prior ex-

perience with the talker to inform their future experience with

input from said talker. In essence, the more speech a listener

hears from a talker, the “heavier” the distributional informa-

tion for that talker, and the harder it should be to shift.

An alternative is that listeners are maximally flexible, easily

disregard old information about a talker, looking only to themost

recently encountered tokens when considering how to process

incoming information (see “recent statistics” in Fig. 1b). This

would predict that listeners will shift and reshift their phonetic

criteria on the basis of recent information, and that the shift for

the second-encountered bias will be just as large as that for the

first set of biasing information a listener hears. Upon a second

exposure to the same task, we should see listeners continue to

shift and reshift their category boundaries as a result of the

biasing information. Following this hypothesis, it is pos-

sible listeners will create a very flexible talker-specific

distribution (or perhaps do not create one at all, which

is discussed later) and simply move around in that dis-

tributional space.

To test these alternatives, in the current study we manipulated

lexical bias within-participant, otherwise closely following

methods of Kraljic and Samuel (2005). Listeners were exposed

to four interleaved blocks of a lexical decision task and a phonetic

categorization task (see Fig. 1) in which the lexical blocks

were designed to bias perception in opposite directions.

Listeners also returned several days later for a second

session in which they completed the identical task from

their first session.

If listeners behave per the global statistics hypothesis, perfor-

mance on the final phonetic categorization task in Session 1 will

be the same regardless of whether the lexical-decision block

immediately preceding it was “s” or “sh”-biasing, and therefore

we should see a main effect of order (i.e., a shift in the predicted

direction after the first biasing block, then an equilibration of the

effect after being exposed to the opposite-direction bias). Also,

per this hypothesis, the main effect of bias could still be present

during Session 2, but significantly reduced in size comparedwith

Session 1 (or extinguished altogether in an extreme case), leading

to a Bias × Session interaction. However, if listeners behave per

the recent statistics hypothesis, we should see a large boundary

shift in their categorization functions following each biasing

block, regardless of the order of the blocks. This effect should

also reproduce during the second session.

Method

Participants

A total of 114 participants (55 females,Mage = 36.49 years, SD =

12.74 years) were recruited from the online participant pool

Prolific. All participants indicated that they were monolingual

English speakers with normal hearing and no history of language

impairment. Participants were geographically restricted to the

United States. Informed consent was obtained from every partic-

ipant in accordance with the guidelines of the University of

Connecticut Institutional Review Board. Participants received

monetary compensation for their participation in each session.

Stimuli

Stimuli for the lexical decision (LD) task were taken from Myers

andMesite (2014).1 These items consisted of 200 total words, 100

filler nonwords, 60 filler real words, 20 critical “s” words, and 20

critical “sh”words. The critical words were real words containing

either a “s” or “sh” in a word-medial position. Acoustically mod-

ified versions of these words were created by replacing the “s” or

“sh” with an ambiguous, 50%/50% blend of the two sounds.

Further details about stimuli can be found in Myers and Mesite

(2014). In the “s”-biasing condition, listeners heardwords contain-

ing the ambiguous blend (‘?”) in “s”-containing words and unal-

tered versions of the “sh”-words (e.g., “epi?ode”, “flourishing”). In

the “sh”-biasing condition, the ambiguous blend appeared in “sh”-

words and listeners also heard unaltered versions of the “s”-words

(e.g., “flouri?ing”, “episode”).

Items for the phonetic categorization (PC) task consisted of

a seven-step continuum from “shine” to “sign,” which were

created in PRAAT (Boersma & Weenink, 2017) by blending

(through waveform averaging) fricatives derived from the

words “sign” and “shine” at different proportions, from 20%

“s”–80% “sh” (Step 1) to 80% “s”–20% ”sh” (Step 7). The

blended fricatives were then inserted into the “sign” frame.

The “shine”–“sign” continuum was pilot tested to ensure con-

sistent perception of the endpoints of the continuum. The

same talker was used for the LD and PC stimuli.

1
See the Stimulus Selection and Stimulus Construction subsections in

Methods and Materials of Myers and Mesite (2014).
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Procedure

The experiment took place over two sessions (see Fig. 2). In

Session 1, participants engaged in alternating blocks of a LD

task and PC task. LD blocks contained lexical information that

biased listeners to perceive an ambiguous phoneme as either

“s” or ”sh,” and PC blocks tested the effects of having heard

this biasing information. Participants were randomly assigned

to either the S-SH group (in which the first LD block

contained “s”-critical words and the second the ”sh”-critical

words) or the SH-S group (the reverse order). The PC task was

identical across groups. In Session 2, participants returned

between 7 and 16 days later (M = 8.21 days, SD = 1.63 days)

and completed the identical task as in Session 1 assigned to the

same order of presentation as in their first session.

In the LD task, participants were asked to indicate whether the

stimulus was a word or a nonword by pressing a corresponding

key on the keyboard as quickly and accurately as possible. There

were 200 trials in each LD block. In the PC task, participants

were asked to indicate whether they perceived the stimulus as

“sign” or “shine,” which they did by pressing a corresponding

key on the keyboard as quickly as possible. Each categorization

task consisted of eight repetitions of each of the seven tokens

from the “sign” to “shine” continuum presented in random order,

for a total of 56 trials per PC block. Response options were

counterbalanced in both tasks.

To attempt to replicate in-laboratory quality standards in an

online study, we implemented two headphone checks based up-

onWoods et al. (2017) that participants completed before starting

the experiment. Participants were instructed to first adjust the

volume to a comfortable listening level while wearing head-

phones, and then were presented with three pure tones and asked

to indicate which sound was the softest. Unbeknownst to the

participants, one of the sounds is presented 180o out of phase

across the stereo channels. Without using headphones, it is very

difficult to complete this task accurately. There were six trials,

and participants were considered to have passed if they

responded correctly in at least four of the six trials. If participants

failed the first headphone check, they were reminded to wear

headphones if they were not already, and then advanced to a

second round of the headphone check. Success or failure in

passing the headphone check(s) was marked in each participants

data file and used for later exclusionary purposes.

Results

Only participants who completed both sessions of the study (n =

98) were included for analysis. Further exclusions were made for

not passing the headphone checks (n = 15 excluded) or for having

below 80% accuracy at each endpoint for the PC tasks (n = 20

Fig. 2 Experimental schedule. Participants were assigned to either the S-

SH group or SH-S group (see text for details). In each session, Lexical

Decision (red: “S”-biasing block, blue: “SH”-biasing block) blocks

alternated with Phonetic Categorization (green) blocks. Participants

returned after 7–16 days to repeat the identical experimental procedure.

(Color figure online)
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excluded), leaving data from a total of 63 participants. Data from

both sessions was combined for a single omnibus analysis.

A generalized linear mixed-effects model with a logit-link

was performed in the R statistical computing language (R

Development Core Team, 2014) using the “mixed” command

from the afex package (Singmann, Bolker, Westfall, & Aust,

2020). The p values were estimated using a likelihood ratio

test. A backward-stepping selection heuristic was used to

achieve model selection. All factors were sum coded. The

model selected contained fixed effects of continuum step (cen-

tered), biasing condition (S-bias vs. SH-bias), order of

presentation (S-SH vs SH-S), and session (Session 1 vs.

Session 2), and their interactions with by-subject random

slopes and intercepts for continuum step, biasing condition,

session, and their three-way interaction. The output from the

afex ANOVA table is reported.

As expected, a significant main effect of continuum step

was revealed, such that participants were more likely to indi-

cate that they heard “sign” as the proportion of “s” in the

fricative blend increased (χ2 = 170.18, p < .001; see Fig. 3).

In addition, a significant main effect of biasing condition was

found, reflecting increased “sign” responses immediately

Fig. 3. aData from the phonetic categorization task. Order (S-SH, SH-S)

was a between-subjects factor. “Biasing condition” indicates the type

(“sh”-biasing or “s”-biasing) of the immediately preceding LD block.

Error bars reflect standard error of the mean. b The phonetic biasing effect

collapsed across continuum step. Lower total percentage “sign” responses

indicate a bias towards the “shine” side of the continuum, while higher

total percentage “sign” responses indicate a bias towards the “sign” end of

the continuum
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following a “s” LD block and decreased “sign” responses

immediately following a “sh” LD block (χ2 = 13.17, p <

.001). There was also a main effect of order of presentation,

with greater overall “sign” responses for the S-SH order (χ2 =

5.23, p = .02), and a main effect of session, with greater over-

all “sign” responses for Session 2 (χ2 = 6.39, p = .01).

In addition, there was a significant Biasing Condition ×

Order interaction (χ2 = 9.27, p = .002), and a signifi-

cant Biasing Condition × Order × Session interaction

(χ2 = 5.98, p = .01), which we unpack below.

The two-way interaction between biasing condition and

order was explored using post hoc estimated marginal means

comparisons from the R package emmeans (Lenth, Singmann,

& Love, 2020). This interaction was driven by a finding that

bias effects were limited to the SH-S order only—that is, par-

ticipants showed a significant reshift of phonetic category

boundary only when they heard the SH-biased condition first

(log odds ratio = 0.981, p < .0001), but participants who heard

the S-biased condition first showed no subsequent shift in

boundary when confronted with the SH-biased condition

(log odds ratio = 0.105, p = .60).

This asymmetry between the SH-S and S-SH orders also

emerged in the three-way interaction between biasing condi-

tion, order of presentation, and session. The interaction was

driven by the magnitude of the biasing effect in the SH-S order

decreasing in Session 2 compared to Session 1 (log odds ratio

= 0.60, p = .04, Tukey adjusted), indicating that participants

appeared to be aggregating global statistics about the talker

over time. There was no significant difference in the magni-

tude of the biasing effect in the S-SH order from Session 1 to

Session 2 (log odds ratio = −0.23, p = .79, Tukey adjusted).

Intraindividual stability of perceptual learning effect

In order to examine the stability of the perceptual learn-

ing effect within individuals, the magnitude of the bias-

ing effect for individual participants was estimated by

fitting psychometric functions (using the R package

quickpsy) to their categorization responses in the PC

blocks and extracting the crossover point. The differ-

ence between the crossover point for the “s”-bias con-

dition and “sh”-bias condition in each session was then

calculated, which serves as an indicator of the size of

the biasing effect. Next, we calculated the Pearson cor-

relation between the size of this shift during Session 1

compared with Session 2. A small positive correlation (r

= 0.25, p = .05) was observed, indicating that on aver-

age, participants showed a similar size shift in the first

session as they did in the second session. The correla-

tion in shift size did not change when participants were

separated by order of presentation (r = .22 for both

groups, though neither reach significance).

Lexical decision

Accuracy in the lexical decision blocks was high across the

course of the experiment (M = 93.6%, SD = 24.4%; see

Table 1), as expected from previous studies that have used

this same word list (e.g., Kraljic & Samuel, 2005, 2006). To

confirm these findings, responses in the lexical decision tasks

were submitted to a generalized linear mixed-effects models

with a logit-link, with fixed effects of word type (ambiguous

words vs. clear words, both types of filler items were excluded

from analysis), biasing condition (S-bias vs. SH-bias), order

of presentation (S-SH vs SH-S), and session (Session 1 vs.

Session 2) and their interactions. The model selected

contained by-subject random slopes and intercepts for the

three-way interaction of word type, biasing condition, and

session, as well as random slopes and intercepts for word type

and biasing condition.

There was a main effect of word type (χ2 = 24.54, p <

.001), with mean accuracy higher for clear words (98.3%)

than for ambiguous words (91.1%). There was also a main

effect of session (χ2 = 5.90, p = .02), with overall slightly

higher mean accuracy in Session 1 (95.2%) compared with

Session 2 (94.2%). There were also three significant two-way

interactions: Biasing Condition × Order of Presentation (χ2 =

8.27, p = .004), Word Type × Biasing Condition (χ2 = 3.95, p

= .047), and Biasing Condition × Session (χ2 = 9.09, p <

.003). None of the three-way interactions or the four-way in-

teraction reached significance.

Discussion

Distributional learning accounts of speech typically do not

specify precisely how individual episodes are aggregated over

time in order to inform perceptual learning (Kleinschmidt &

Jaeger, 2015; Maye et al., 2008; McMurray et al., 2009). As a

Table 1 Participants’ performance on LD blocks the experiment, as a

function of biasing condition, order of presentation, and session

Biasing condition Order Session Mean accuracy SD

S-bias S-SH 1 93.0% 25.5%

S-bias S-SH 2 94.2% 23.4%

S-bias SH-S 1 93.6% 24.5%

S-bias SH-S 2 94.5% 22.8%

SH-bias S-SH 1 92.8% 25.8%

SH-bias S-SH 2 92.7% 26.1%

SH-bias SH-S 1 94.0% 23.7%

SH-bias SH-S 2 94.2% 23.3%

Note. For brevity, accuracy is displayed here collapsing across the four

word types.
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foray in to answering this question, we conceived of two pos-

sible integration schemes—one in which listeners use only the

most recent statistical information they have received to adapt

to a novel talker (recent statistics), or an alternative account

where they continue to integrate new information about the

talker with older information already learned (global statis-

tics). The latter account is more consistent with the mecha-

nism for adaptation put forth in the ideal adapter model

(Kleinschmidt & Jaeger, 2015) and is similar to what was

observed in the present study, though with some critical dif-

ferences. In the first session, it appears that listeners remained

quite flexible; those assigned to the SH-S order of presentation

appeared to use biasing lexical information to shift their cate-

gory boundary first in one direction (e.g., toward the “shine”

end of the continuum), and then, when confronted with the

opposite bias (e.g., toward the “sign” end of the continuum),

back in the other direction. This result suggests that listeners

use a relatively short temporal window of integration when

they are considering how to interpret the speech of a talker,

strongly weighting recent biasing information instead of

building a session-long distributional scheme for the talker.

However, consistent with the global statistics hypothesis,

by the second testing session, participants in this SH-S condi-

tion were less flexible in shifting their category boundaries. In

Session 2, the lack of a significant difference between the

categorization functions in response to the second exposure

block (i.e., “s”-bias for the SH-S order and “sh”-bias for the S-

SH order) conforms with the global statistics prediction,

which is that listeners will combine the information from the

first exposure block with that of the second block, thus leading

to an equalization in categorization in response to the second

exposure block. In effect, if listeners simply aggregate over all

phonetic information about the talker, and the more “rever-

sals” they hear from this talker, the more the curve will regress

to the midpoint between the biasing conditions. This follows

closely with the findings from Vroomen, van Linden, De

Gelder, and Bertelson (2007), who observed that the biasing

effect began to decrease for their participants who received at

least 64 exposures to the ambiguous stimuli, and those of

Theodore and Monto (2019) and Tzeng, Nygaard, and

Theodore (2020), which found evidence for a global statistics

integration scheme in perceptual learning. Relatedly, a pecu-

liarity introduced by manipulating phonetic bias within-

subjects is that participants are exposed to both ambiguous

and clear productions of the same word in different lexical

decision blocks, a fact that participants may become aware

of after the completion of the first session. A parallel to

Kraljic et al. (2008) may be drawn, wherein presenting a block

of clear items followed by a block of ambiguous items led to

an extinguishing of the perceptual learning effect (however,

they did not reuse words from one block to the next as in the

present study). Therefore, the reduction in the biasing effect in

Session 2 could reflect a similar level of unlearning from hear-

ing the formerly ambiguous words produced clearly.

An important issue to address is the asymmetric perceptual

learning effect seen for our two orders of presentation (learn-

ing for SH-S order, no learning for S-SH order). This can

likely be attributed to the particular stimulus set used

(though other studies have found similar asymmetries in

lexically guided perceptual learning, see Drozdova, Hout, &

Scharenborg, 2016; Giovannone & Theodore, 2021; Kraljic

et al., 2008), which is explored in detail in Drouin et al.

(2016). As can be seen in Fig. 4, the acoustic distribution of

the modified “s” tokens differ much more profoundly from

their unmodified counterparts than do the “sh” tokens (com-

pare the red curves in the SH-biased—unmodified /s/ to S-

biased—modified /s/ panels). This results in the S-biasing

condition providing a much stronger basis on which to shift

the category boundary than the SH-biasing condition. We

speculate that when this condition comes first, listeners be-

come entrenched in this bias scheme. In contrast, the SH-

biased condition provides a weaker basis to shift the category

Fig. 4 Probability density function over the centroid frequencies of the

“s” and “sh” tokens, both natural and modified, that participants hear in

the LD blocks over the course of the experiment. Dotted lines represent

mean centroid frequency. Note much larger change in mean for modified

“s” token from natural “s” tokens compared with change for modified

“sh” tokens from natural “sh” tokens
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boundary, leaving listeners susceptible to the stronger effect of

the S-biasing condition when they encounter it afterwards.

This analysis points to the importance of careful control of

the acoustic distributional information in modified natural

stimuli. It also suggests that the degree of malleability of lis-

teners perceptual schemes depends in part on the strength of

the initial bias, and that particularly unambiguous cues might

be needed to shift category boundaries when listeners have

strong assumptions about the acoustic qualities of the talker.

Qualitative changes to learned phonetic information

may emerge over time, especially after sleep (Earle &

Myers, 2015; Fuhrmeister & Myers, 2017; Fuhrmeister

et al., 2020). Sleep-mediated consolidation appears to

stabilize learned phonetic information, and protect this

information from interference (Earle & Myers, 2015;

Fenn, Nusbaum, & Margoliash, 2003). If these same

principles operate in this paradigm, it follows that dis-

tributional information that listeners heard during

Session 1 would become stabilized overnight, yielding

a lessened ability to respond to distributional learning in

Session 2. This was apparent in the present study, as

the biasing effect diminished in Session 2 compared

with Session 1, which could reflect sleep mediated con-

solidation stabilizing the learning from Session 1.2

Though it should be noted that these patterns are also

consistent with the notion that participants are instead

continuing to learn more about the idiolect of this talker

and aggregating information across all exposures,

weighting them all equally, which would diminish the

biasing effect as well. Future work will need to address

this question, as the design of the present study cannot

elucidate definitive support for one hypothesis over the

other.

One caveat with the design of the present experiment

should be noted: because the phonetic information that was

provided to listeners in the first session was essentially incon-

sistent or erratic (and likely unrealistic), it is possible that

listeners adapt a conservative strategy in interpreting the

speech of the talker, and they do not settle into any particular

phonetic boundary for that talker for at least their first expo-

sure. This would explain the significant biasing effect seen in

Session 1 and could come about from bottom-up mechanisms

(the distribution is too broad and shallow for the system to

settle) or from top-down mechanisms (the talker is viewed

somehow as unreliable; see, for instance, Kraljic et al.,

2008). Kleinschmidt and Jaeger (2015) also discuss the pos-

sibility that listeners may not always form talker-specific

beliefs, especially in situations where there are no expecta-

tions that they would be useful again in the future (such as

in an experiment). While this hypothesis could explain the

findings in Session 1, participants were instructed during the

consent process that the two sessions would be identical.

Given that these instructions came before an explanation of

the experiment’s procedure, and were not wholly explicit, it is

possible the participants assumed there was no reason to form

talker-specific beliefs for a transient situation. Nevertheless,

multiple studies of perceptual learning have found that talker-

specific phonetic distributions persist over time, implying that

participants may form them regardless of the situation (Kraljic

& Samuel, 2005; Eisner & McQueen, 2006). Future research

should explore the effect of top-down instructions on lis-

tener’s willingness to create talker-specific distributions.

An auxiliary question that this study allows us to answer is

whether individuals are consistent in the size of the boundary

shift that they display across sessions. A secondary analysis

showed that there was a weak, marginally significant positive

relationship between the size of the biasing effect across ses-

sions. Intraindividual consistency of perceptual learning has

been largely unexplored, though Zheng and Samuel (2020)

found no relationship between an individual’s performance

on a lexically guided perceptual learning task and their perfor-

mance on an accent accommodation task (in which listeners

identify words spoken with an accent), though this is not nec-

essarily the same as the present study, in which participants

were retested on the same task twice. Individual differences in

language learning are becoming of increasing interest to ex-

plain the gulf in outcomes between learners; for instance, in-

cidental language learning paradigms have found that factors

like declarative learning abilities, procedural memory, some

learning styles, personality factors, and sequence learning can

have an effect on learning performance (Granena, 2013; Grey,

Williams, & Rebuschat, 2015; Hamrick, 2015). More relevant

to distributional tracking theories is the idea that statistical

learning may be a skill unto itself, with accompanying indi-

vidual differences; Siegelman and Frost (2015) found that

their participants’ performance on a series of statistical learn-

ing tasks was stable at an individual level across time. Though

the present study does support this notion, it should be noted

that the metric of stability we used is inherently confounded

with learning the talker-specific phonetic representations.

Therefore, it is possible that those who do show a “stable”

perceptual learning effect (i.e., the same magnitude boundary

shift in both sessions) are simply poorer or slower phonetic

adapters. Nevertheless, it is apparent that there are individual

differences in the integration of phonetic information over

time; some participants showed no biasing effect when tested

in the second session, which appears to indicate the informa-

tion they obtained about the speaker in these two sessions was

sufficient for them to settle upon phonetic representations,

while others still remained flexible. Future research will need

2
Eisner and McQueen (2006) found no difference in perceptual learning

between participants who were tested 12 hours after exposure and those tested

the next day after sleep. However, because there was only a single exposure/

test, it is impossible to conclude whether there were differences in the strength

of consolidation (i.e., whether the group that was tested after sleeping would

then show less learning in a second exposure).
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to be directed to better understand the origins of this

difference.

Conclusion

For the novel talkers in the current experiment, listeners ap-

pear to be initially flexible to the most recent biasing informa-

tion they are provided with, but later go on to aggregate the

information they have previously learned about the talker,

becoming less flexible. Therefore, listeners seem to use a

global integration scheme for new phonetic information, but

even within this scheme there are still open questions about

the dynamics of this process; future work will need to address

how new, unexpected phonetic information from a learned

talker is accommodated by the perceptual system, which rap-

idly adapts despite the wealth of aggregated phonetic infor-

mation from the talker. A global statistics account in which

listeners weighted all tokens from a talker equally would gen-

erate the prediction that it would be extremely difficult to

adapt to the speech of very well-known talkers if a new per-

turbation or disruption was introduced. It would mean, for

instance, that listeners who had only seen Meryl Streep

playing American roles would struggle when confronted with

her Polish-accented English in Sophie’s Choice, or that one

might fail to understand the distorted speech of one’s parent

after dental surgery. Therefore, room needs to be made in this

theory for the intervention of top-down expectations to rapidly

upweight new phonetic information. This delicate interplay is

likely to be an enduring question in the understanding of spo-

ken word recognition.
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