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ABSTRACT
Understanding inequity at scale is necessary for designing
equitable online learning experiences, but also difficult. Sta-
tistical techniques like differential item functioning (DIF) can
help identify whether items/questions in an assessment exhibit
potential bias by disadvantaging certain groups (e.g. whether
item disadvantages woman vs man of equivalent knowledge).
While testing companies typically use DIF to identify items to
remove, we explored how domain-experts such as curriculum
designers could use DIF to better understand how to design
instructional materials to better serve students from diverse
groups. Using Code.org’s online Computer Science Discover-
ies (CSD) curriculum, we analyzed 139,097 responses from
19,617 students to identify DIF by gender and race in as-
sessment items (e.g. multiple choice questions). Of the 17
items, we identified six that disadvantaged students who re-
ported as female when compared to students who reported as
non-binary or male. We also identified that most (13) items
disadvantaged AHNP (African/Black, Hispanic/Latinx, Native
American/Alaskan Native, Pacific Islander) students compared
to WA (white, Asian) students. We then conducted a workshop
and interviews with seven curriculum designers and found that
they interpreted item bias relative to an intersection of item
features and student identity, the broader curriculum, and dif-
fering uses for assessments. We interpreted these findings
in the broader context of using data on assessment bias to in-
form domain-experts’ efforts to design more equitable learning
experiences.
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CCS Concepts
•Social and professional topics→ Student assessment; K-
12 education; •Human-centered computing → Empirical
studies in HCI;

INTRODUCTION: HOW DIF CAN IMPROVE EQUITY
Successful learning requires equity, which can be viewed as
access to and successful participation in education within eco-
nomic, social, cultural, and political contexts of a given time
and place [25]. Equity also implies a goal of implementing
corrective measures to adjust for aggregate harm from historic
social inequalities [50]. This might mean providing addi-
tional and personalized support to students from minoritized
groups ([2, 70, 33]), as they face unique challenges that if left
unaddressed could pose serious impediments to science and
technology learning [12]. Previous efforts to design equitable
learning experiences include designing adaptive and personal-
ized online environments [5, 72], adjusting environments to
support inclusion [37], and enabling broader access [38].

However, achieving equity is rarely straightforward: inequities
in learning stem from a complex interplay between multiple
structures and interactions [56]. Student achievement is not a
static construct that we can measure in isolation, but rather im-
pacted by characteristics of and interactions between students,
classrooms, and school contexts [45, 11, 23].

Because of the complexity of context, even gathering infor-
mation about the presence of inequities is hard. It requires
understanding where needs and gaps exist to target support
[22, 26]. Students alone cannot be responsible for identifying
equity issues because their focus is on learning [44, 34] and
self-advocacy may bring about burden and risks to minori-
tized groups including stereotype threat [66, 19] and social-
desirability biases [28, 27]. Teachers have a significant role in
addressing inequities [56], but they would need information
that is understandable and actionable [4, 26] and often work
within the constraints of pre-defined learning objectives and
materials.

While equality and equity are different concepts, equity can-
not exist without first assessing inequality to consider how to
appropriately adjust resources [50]. Data can support equity
by enabling rapid improvement of practices through experi-
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mentation and measurement of change that is understandable
and actionable [4]. Large-scale analysis can reveal patterns
not easily seen at a micro-level by individuals [24], such as
through analysis of intersectional identities [53]. Data can
provide evidence to support disruption of the status quo [26].

Connecting data on inequalities with domain experts’ contex-
tual knowledge to identify equity issues can help, but current
methods to do so have slow feedback cycles, require custom
testing infrastructure, or rely on metrics that are difficult to
interpret in the context of learning. Participatory approaches
such as action research and design-based research can help
deeply understand a phenomena, but they are costly in time
and resources to conduct [8, 36, 62]. Quantitative approaches
such as data mining techniques require technical infrastructure
to set up and rely on tracking specific metrics that may lead
to ignoring broader and potentially more important patterns
that cannot be measured [24]. Improving equity in learning
experiences is a complex and iterative process that requires a
multitude of methods and stakeholders’ expertise [60].

One way to measure inequality in a learning experience
is by using differential item functioning (DIF) to measure
how students of diverse identity groups perform on forma-
tive assessments. A common formative use of assessments
by teachers and students is to measure student understand-
ing by re-exposing them to key content [49, 47]. A fair
assessment would measure differences in students knowl-
edge/understanding of a domain (e.g. computing and program-
ming) without being affected by differences in identity-based
factors (e.g. gender, race). DIF methods determine the fairness
of test questions by determining to what extent test-takers with
similar knowledge levels but differing group membership (e.g.
different genders) perform similarly on questions [42, 15].

DIF analyses suggests potential bias, but judgement is re-
quired to interpret and act on DIF results [73]. And because
domain experts such as curriculum designers have contextual
expertise, they are well-positioned to interpret and use DIF
analysis to enact change by revising instructional materials
that support more equitable learning. So we explored how DIF
results on potential item bias by gender and race in formative
assessments could inform domain-experts, thereby connect-
ing quantitative DIF data with contextualized knowledge of
domain-experts to support equitable curriculum changes.

In this study, we investigated how domain experts (curriculum
designers) interpreted quantitative measures of bias in forma-
tive assessment items to augment their existing contextual
knowledge and support understandings of equity challenges in
an online CS curriculum. To do so, we worked with response
data and curriculum designers from Code.org, a nonprofit ded-
icated to expanding access to computer science and increasing
participation of young women and students from other un-
derrepresented groups. We explored the following question:
How do curriculum designers interpret and use data on
potential assessment item bias by gender and race in the
context of designing equitable learning experiences? To
answer this question, we conducted a quantitative analysis
of assessment bias that was among the first to include stu-
dents who reported as non-binary and also the largest (by

sample size) in the computing education domain. We analyzed
139,097 responses to Code.org’s globally deployed online
Computer Science Discoveries (CSD) curriculum to identify
potential assessment bias (dis)advantaging students of differ-
ent genders and races even after matching them by knowledge
level. We then partnered with Code.org curriculum design-
ers to understand how they interpreted the data within their
domain expertise. We discussed our findings in the context
of a broader vision of using data to augment domain experts’
capabilities to design equitable learning experiences.

BACKGROUND: OVERVIEW OF DIF METHODS
DIF methods were originally developed to address concern
that ability tests were unfair to minority test-takers, and has
become a standard part of operational screening at testing com-
panies [63]. They measure the fairness of a test question by
determining to what extent test-takers with similar knowledge
levels but different groups (e.g. different binary genders [14,
42, 16]) perform similarly on a given test question. Developers
of concept inventories (tests used as a standardized measure
of conceptual understanding [40]) often use DIF methods to
understand how fair an inventory is (e.g. [42, 16]). Developers
of high-stakes large-scale tests use them to identify items that
exhibit DIF and remove these items from a pool of potential
items to avoid test scores advantaging certain groups [74, 17].
Researchers have used DIF to detect potential bias in sum-
mative evaluations (e.g. final exams) in large courses, such
as introductory CS [14]. Rather than addressing equity more
broadly, DIF is a narrow analysis of potential bias in item
performance; therefore, DIF can help detect potential bias in
test questions, but does not provide much insight on the causes
of such unfairness [17]. In all these cases, psychometricians
with expertise in educational and psychological measurement
typically conduct the analysis and interpret the findings.

DIF occurs when people of approximately equal knowledge
from different identity groups perform in substantially differ-
ent ways on an item. DIF methods provide information on
measurement invariance, allowing one to judge whether items
(and ultimately a test as a whole) are functioning in the same
manner for different groups of test-takers [75]. DIF methods
work by 1) designating a reference group and a focal group,
2) matching test-takers of similar knowledge and skill from
different groups, and then 3) measuring DIF between groups
of test-takers for each item in a test. DIF is often used to
compare between test-takers of different genders (e.g. women
as focal group, men as reference group) and races [75].

Three classes of DIF methods
DIF methods differ in how they model item responses and
match test-takers of different groups. We can use DIF meth-
ods to detect uniform DIF in which an item disadvantages a
group of students uniformally across all knowledge levels as
well as nonuniform DIF in which the DIF interacts with the
knowledge levels of students and the groups they are in. At
least three frameworks for investigating DIF exist [75]:

Modeling responses with contingency tables, regression mod-
els: This class of DIF methods consists of conditional effects
that study the effect of grouping variables and interaction

L@Scale 2: Perspectives from US West Coast  L@S'21, June 22–25, 2021, Virtual Event, Germany

78



terms while conditioning on the total score of a test. After con-
ditioning on differences in item responses due to differences
in knowledge being measured, DIF exists if item responses
for different groups still differ. This difference can be a main
effect of group differences (uniform DIF) or an interaction
between group and knowledge (nonuniform DIF).

Item response theory (IRT): For IRT methods [15, 71], DIF
exists if item trace lines are different between groups. IRT
methods measure DIF as the area between logistic trace lines
(or equivalently, comparing parameters such as difficulty and
discrimination). IRT approaches match items not on total score
but on latent variable modeling, so the scale for knowledge
level of students and item difficulty (θ ) is arbitrary and must
be calibrated. Examples include signed area tests (for uniform
DIF), unsigned area tests (which allow for nonuniform DIF),
and nested model testing via a likelihood ratio tests.

Multidimensional models: These types of methods relax the
common undimensionality assumption that a test measures a
single latent factor. Instead, these types of methods assumes
that tests are, to some extent, multidimensional (e.g. a test to
measure programming skills also measures another dimension
such as reading comprehension). Simultaneous item bias tests
(SIBTEST) DIF detection methods are an example of multi-
dimensional methods. Because these methods involve a type
of factor analysis, they require analysis of sets of items, rather
than individual items for DIF. Multidimensional models have
also incorporated contextual and sociological variables [76].

Interpretations and uses of DIF
A question that exhibits DIF disadvantages a certain group
(e.g. women students) and may warrant follow-up analysis to
determine whether the question should be revised or removed
[30]. Within the context of computing education, Davidson
et al. 2021 demonstrated the use of DIF to identify potential
unfairness in an introductory CS exam, arguing for more broad
use of DIF in the validation process of CS assessments [14].

Organizations instituting high-stakes testing (e.g. Educational
Testing Service) have used DIF analysis to categorize ques-
tions according to fairness, identify topics and contexts to
avoid in question design, and adjust test scores if they discov-
ered that some questions exhibited DIF after test administra-
tion [74]. Because of test security requirements, they typically
rely on review of items by expert psychometricians.

But DIF and bias are not synonymous. DIF does not prove
bias, and the lack of DIF does not prove lack of bias [73].
Judgement is required to act on results of DIF analysis and
address potential bias issues, but prior work focused on con-
tributions of psychometric experts revising high-stakes tests.
This paper is the first to consider DIF interpretation by stake-
holders who are not psychometric experts, which is critical to
test validity because the fairness of a question depends on how
instructors, students, and other stakeholders interpret and use
scores [35]. So this study explored how curriculum designers
used DIF statistics to better understand what knowledge and
skills their tests were trying to measure and understand com-
mon sources of DIF that confounded that measurement. By
doing so, we can understand the feasibility of a new use of DIF,

where domain experts such as curriculum designers may be
able to contextualize DIF results to make informed judgements
that equitably improve their assessments and curriculum.

CONTEXT: CSD CURRICULUM & ASSESSMENT DESIGN
To understand how curriculum designers interpreted and used
data on potential assessment bias, we analyzed responses from
Code.org’s Computer Science Discoveries (CSD) 2019-2020
course [10]. CSD is for 6-10th grade students, with the median
age of students in our sample being 13 years old and 86% of
students being 11-16 years old. Mapped to the Computer Sci-
ence Teachers Association standards, CSD took a wide lens on
CS, covering topics including problem solving, programming,
user-centered design, and data. CSD was typically used for
in-person, synchronous instruction led by a teacher. Designers
wrote CSD for “new-to-CS teachers”[10].

The CSD curriculum guide recommended that a typical 10-12
week term cover Units 1-3 (of 6), which covered problem solv-
ing, web development, and interactive animations and games.
Unit 1 focused on the problem solving processes where stu-
dents learned to use a structured problem solving process to
address problems and design solutions that used computing
technology. For the unit’s final project, students proposed an
app to solve a problem of their choosing. Unit 2 focused on
web development, where students learned HTML and CSS
to create and style content, how different languages allowed
them to solve different problems, and how solutions could
generalize. Students used Code.org’s Web Lab programming
environment to create personal portfolio websites for their final
project. Unit 3 taught students to create interactive animations
by using basic programming constructs (control structures,
variables, user input, randomness). Students used Code.org’s
hybrid blocks and JavaScript programming environment to de-
sign games with animated sprites. Taken together, these units
taught programming as a fun and creative form of expression.

Each unit ended with a post-project assessment. A post-project
assessment included four to seven multiple choice and match-
ing questions, as well as three open ended reflections on the
final project of the unit (which we did not analyze). These
tests aligned to the learning framework of each unit and were
designed to assess parts of the framework that may not have
been covered by the project rubrics. Teachers must decide
to enable post-project assessments for students to even see
the assessment. The curriculum guide left it up to teachers to
decide how to use assessments (e.g. for formative feedback or
summative grading), but curriculum designers we interviewed
stated the assessment was for formative purposes. Students
could only submit each post-project assessment once.

For our analysis, we focused on the multiple choice and
matching questions because they had dichotomous correctness
(graded as entirely correct or incorrect) that enabled model-
ing with traditional psychometric techniques. Multiple choice
items required students to select one or two options from five
options (scored as correct only if all correct options selected
but not incorrect ones). Match questions required students to
correctly place four or five options in the correct location (e.g.
placing comments in appropriate locations in the code). Table
2 describes the items.
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QUANTITATIVE ANALYSIS WITH DIF ANALYSIS
We conducted a psychometric analysis to understand how ef-
fectively dichotomous items in the post-project assessments
for CSD Units 1-3 measured students’ understanding. In this
section, we describe the response and demographic data we an-
alyzed, provide basic item statistics, examine IRT assumptions,
and then report race-based and gender-based DIF.

Data: 6 - 10th graders’ demographics & test responses
For our analysis, we focused on Units 1-3 because the curricu-
lum guide recommended them and they had the most responses
(>10% of students in sample responded to each item). We ana-
lyzed 139,097 responses from 19,617 students who used CSD
for the 2019-2020 academic year and reported both gender
and race. Table 1 shows reported demographics for students.

Table 1. Reported gender and race. Students could report one gender
and one or many races.

female male non-
binary total

African American/
Black 2,549 3,253 49 5,851

Hispanic/Latinx 1,736 2,640 52 4,428
Native American/
Alaskan Native 365 542 18 925

Pacific Islander/
Native Hawaiian 150 244 9 403

white 3,455 6,211 96 9,762
Asian 470 997 27 1,494
total 7,469 11,953 195 19,617

Because this was an optional formative assessment, responses
were sparse. Of the 333,489 potential responses (86,584 stu-
dents to 17 items), students only provided 139,097 responses
(41.7%). Of the 139,037 provided responses, 64,481 were
scored as correct (46%) an the remaining 74,616 (54%) were
scored as wrong. We reported proportions of students not
responding to each item in the NR column of Table 2.

Item statistics & reliability are acceptable
DIF methods analyze item-level responses, so we report clas-
sical test theory (CTT) item statistics including difficulty,
discrimination, and reliability. CTT statistics are common,
simple, and provide limited but useful information about the
quality of a measurement instrument [1], shown in Table 2.
Difficulty is the proportion of respondents getting an item cor-
rect, with a lower number indicating a more challenging item.
Difficulty ranged from 0.27 (U3, Q5) to 0.75 (U3, Q4), with 10
of 17 items having a difficulty of < 0.50. Furthermore, three
multiple choice items had an incorrect option (known as a dis-
tractor) selected more frequently than the correct response (^
in Table 2), which may be problematic. This assessment was
fairly challenging. We used point-biserial correlation (rpbis to
measure of discrimination, or how effectively an item differ-
entiates a test-taker of higher knowledge from one with lower
knowledge. It is an association between a response to a single
item and the overall score [1, 15]. rpbis can range from -1.0
to 1.0 but should always be > 0, with rpbis > 0.3 being con-
sidered acceptable. Only one item, fell below this threshold

(U3, Q5, rpbis = 0.27), suggesting items had acceptable dis-
crimination. We used change in Cronbach’s α to judge change
in internal-consistency reliability. The test as a whole had
a Cronbach’s α = 0.732, which is acceptable for low-stakes
formative use [39, 48]. Removing any of the 17 items resulted
in a decrease in α (∆α < 0), so we analyzed all items.

Three IRT assumptions mostly hold
To use Item Response Theory (IRT), we must first confirm its
three assumptions of conditional independence, unidimension-
ality, and functional form [15]. The conditional independence
(or local independence) assumption states that responses to
an item are independent of responses to any other item, con-
ditional on a person’s knowledge. That is to say that there is
no interdependency between items. Justifying the conditional
independence assumption requires looking at the design and
implementation of the test. The test did not have a time limit,
so speededness likely did not affect test-takers responses. And
with the exception of two items (Unit 2, Question 5 & Unit 2,
Question 6), no items referenced shared information. U2, Q5
and U2, Q6 both referenced the same image of code. While
this is a violation of unidimensionality, we justified keeping
these items in the data because they were the only interdepen-
dent items and simulation studies have shown that, when only
a small number of items violate this assumption, removing
those items leads to more biased estimates [13]. Our choice
was also justified by the results of factor analysis.

To verify unidimensionality, we conducted exploratory and
confirmatory factor analysis. Exploratory factor analysis sug-
gested a single factor according to the eigenvalues > 1 criterion
[57]. Confirmatory analysis with one factor showed a strong
model fit (RMSEA = 0.018, CFI = 0.916, TLI = 0.903) [6].1

Verifying the functional form assumption involves comparison
of multiple models to see which one best fits the data. We fitted
IRT models with one (1PL), two (2PL), and three (3PL) param-
eters. The 1PL model has a difficulty parameter and assumes
all items share the same discrimination value. The 2PL model
has a difficulty and discrimination parameter. The 3PL model
is a 2PL with an additional parameter to account for guessing.
We compared model fit using the Akaike Information Criterion
(AIC) and Bayes Information Criterion (BIC) [15]. While the
3PL had the lowest AIC (706353) and BIC (706831), and 1PL
had the highest (AIC=710885, BIC=711053), we ended up
selecting the 2PL model (AIC=708878, BIC=709196) because
of model fitting issues relating to data sparsity when grouping
by reported gender and race for DIF analysis.

Results: Checking for DIF by gender & race
For this study, we used an IRT method for detecting DIF by re-
ported gender and race. We used a Likelihood Ratio Test (LRT)
DIF analysis [7] with a 2PL model because total score was
arbitrary and there is significant non-response (so contingency
tables and/or regression models would be less appropriate).

1EFA was conducted using R with psych::fa() [51] using a max-
imum likelihood factor analysis with a varimax oblique transfor-
mation. CFA was conducted with lavaan::cfa() [54] with fixed
residual variances (std.lv=T) and full information maximum likeli-
hood (FIML) approach for handling missing data.
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Table 2. Item information (type, description) and statistics. Difficulty, discrimination (rpbis), reliability (change in α from 0.732), and proportion of
students not responding (NR) are reported. ^: distractor selected more frequently than correct answer. ◦: interdependency between items.

type description difficulty rpbis ∆α NR
U1, Q1 select 2 select 2 best ways to define computer 0.70 0.32 -0.004 0.30
U1, Q2 match match steps to painting mural to problem-solving process 0.35 0.35 -0.01 0.30
U1, Q3 match match weather/outfit app actions w/ computer system parts 0.52 0.42 -0.02 0.31
U1, Q4 select 1 identify which of two problems with school is better defined 0.41 0.36 -0.01 0.31
U2, Q1 select 2 select 2 tasks HTML is "most important language for" 0.45 0.37 -0.003 0.49
U2, Q2 select 1 identify problems with using single language for web dev. 0.46 0.34 -0.0001 0.50
U2, Q3 select 1 when to use classes for website 0.29 0.40 -0.02 0.51
U2, Q4^ select 1 identify causes for styling to not appear on a specific webpage 0.32 0.38 -0.01 0.51
U2, Q5◦^ select 1 given HTML code and web page view, select CSS to produce 0.31 0.43 -0.02 0.51
U2, Q6◦ select 2 given same HTML & view, select 2 ways to make text larger 0.60 0.45 -0.02 0.51
U2, Q7 select 1 select true statement about copyright 0.59 0.44 -0.02 0.51
U3, Q1 select 2 select 2 options that improve code readibility 0.66 0.40 -0.01 0.86
U3, Q2 select 2 select 2 uses for functions 0.53 0.41 -0.02 0.86
U3, Q3 select 1 given code (in blocks and text), determine stored value in var. 0.38 0.35 -0.01 0.86
U3, Q4 select 1 determine which is not best to decide before beginning to code 0.75 0.37 -0.01 0.86
U3, Q5^ select 1 identify potential causes of problem w/ "platform jumper game" 0.27 0.27 -0.01 0.86
U3, Q6 match given 22 lines blocks code, match comments to location in code 0.36 0.42 -0.02 0.86

To adjust for multiple comparisons, we used a Benjamini-
Hochberg p-value correction [3], an adjustment that maxi-
mizes power while controlling the false discovery rate to the
nominal value (in this case, 5%) [42]. While more advanced
DIF methods enable comparison of a reference group to mul-
tiple focal groups (e.g. [69, 68]), we could only compare
two groups (single reference group, single focal group) at a
time because of limitations of data related to sparsity of re-
sponses and few students in the focal groups. Specifically,
we used LRT DIF to check for DIF between students who
reported as non-binary, female, and male through three pair-
wise comparisons. We also checked for DIF between AHNP2

(African/Black, Hispanic/Latinx, Native American/Alaskan
Native, Pacific Islander) and WA (white, Asian) students. We
choose these groupings because AHNP racial groups tended
to be minoritized in computing education [33, 19, 77, 61, 21],
and WA racial groups tended to be dominant [65, 52, 41, 20].

Because we used a 2PL model, DIF would manifest as groups
having statistically significant differences in difficulty and/or
discrimination parameters. For LRT DIF, we used a χ2 statis-
tic and p-value to determine whether groups had significantly
different parameters. To measure effect size, we used the
signed in-sample differences (SIDS) and unsigned in-sample
differences (UIDS) [43]. Because these are dichotomous items
scored as 0 or 1, we can interpret SIDS to be the average dif-
ference in probability of selecting the correct answer between
groups. We considered SIDS and UIDS values of 0−0.05 to
have a negligible effect, 0.05−0.10 to have medium/ interme-
diate effect, and > 0.10 to have a large effect [18].

For LRT DIF with a 2PL model, uniform DIF indicates a
difference in difficulty parameters between groups, while non-
uniform DIF indicates a difference in discrimination parame-
ters. An item with uniform DIF disadvantages the group with a
significantly greater difficulty parameter. If a model exhibited

2We interpreted AHNP to be equivalent to BIPOC (Black, Indige-
nous, people of color). We referred directly to ethnic groups instead
of using new labels to avoid ambiguity and potential harm [67].

non-uniform DIF (item disadvantages groups differently based
on different knowledge levels), then we would expect the dis-
crimination parameters to be statistically significant between
groups (but not necessarily the difficulty parameter); the SIDS
and UIDS would likely be different. For non-uniform DIF, the
item traces for the two groups would be two logistic curves of
different slopes that intersected at some point.

DIF for gender: Uniform DIF favors reported male, non-binary
Table 3 shows the results of three pairwise comparisons for
each item to understand DIF between students who reported
as non-binary, female, and male. We found that six test items
disadvantaged students who reported as female (compared to
reported male and/or non-binary students), one item disadvan-
taged reported male students (compared to non-binary), and
no items disadvantaged reported non-binary students.

Table 3 shows difficulty and discrimination parameters for
students of different reported genders, as well as effect size
(abbreviated as e.s.). When comparing students who reported
as female and male (blue rows in Table 3), we found that
two items (U1, Q3; U3, Q6) exhibited uniform DIF with
a non-negligible e.s. Both items had significantly greater
difficulty parameters (p < 0.001) for students who reported
as female compared to as male, no significant difference in
the discrimination parameter, and equivalent SIDS and UIDS.
This uniform DIF for these items suggested that students who
reported as female were less likely to answer these items
correctly even after controlling for knowledge levels, as shown
in Figure 1. U1, Q3 has a medium e.s. that says that on
average, students who reported as female got this item wrong
5.2% more than those who reported as male. U3, Q6 had a
large e.s. that we interpreted to say that on average, students
who reported as female got this item wrong 10.3% more often.

Although the effect sizes were negligible (SIDS < 0.05), two
items exhibited DIF slightly disadvantaging students who re-
ported as male. U2, Q3 and U2, Q4 had significantly lower
(p < 0.05) difficulty parameters for students who reported as

L@Scale 2: Perspectives from US West Coast  L@S'21, June 22–25, 2021, Virtual Event, Germany

81



Figure 1. Traces for items that exhibited (uniform) gender-based DIF of
medium or large effect. (Items w/ • in blue rows of Table 3)

female compared to as male. So on average, students who
reported as female were more likely to get these items correct.

Taken together, we can say that matching items related to
app development and commenting code most disadvantaged
students who reported as female, with multiple choice items
on web development and good coding practices providing a
statistically significant but negligible advantage for them.

When comparing reported female and non-binary students
(white rows in Table 3), we found that five items exhibit uni-
form DIF that disadvantaged students who reported as female.
Three items in Unit 1 had uniform DIF disadvantaging stu-
dents who reported as female: U1, Q1 (medium e.s.), U1, Q3
(large e.s.), and U1, Q4 (large e.s.). U1, Q3 actually disad-
vantaged students who reported as female when compared to
both male and non-binary. Items U2, Q6 (medium e.s.) and
U3, Q4 (large e.s.) also disadvantaged students who reported
as female compared to non-binary students.

When comparing reported non-binary and male students
(gray rows in Table 3), we found that one item disadvantaged
students who reported as male (U1, Q4, medium e.s.).

DIF for race: uniform DIF disadvantages AHNP
When comparing AHNP (African/Black, Hispanic/Latinx,
Native American/Alaskan Native, Pacific Islander) stu-
dents to WA (white, Asian) students, we found that 13 of 17
items exhibited uniform DIF with medium or large effects of
disadvantaging AHNP students, as shown in Table 4. All four
items in unit 1 (U1, Q1-4), the later three items in unit 2 (U2,
Q5-7), and all six items in unit 3 (U3, Q1-6) had significantly
greater difficulty parameters for AHNP students (p < 0.001),
suggesting these items disadvantaged AHNP students. While
some items had significantly different discrimination parame-
ters (U1, Q4; U2, Q4; U2, Q6 for p < 0.01 and U1, Q2; U1,
Q3; U3, Q3 for p< 0.05), there was no difference in SIDS and
UIDS (or negligible difference for U2, Q4). So, we interpreted
all 13 race-based DIF items to exhibit uniform DIF. So on
average, AHNP students had a 5.9% (for U1, Q2) to 18.6%
(for U1, Q3) lesser chance of getting items correct compared
to WA students. Figure 2 shows the trace plots for items that
exhibited uniform DIF with large e.s..

Items that exhibited uniform race-based DIF spanned the first
three units in the CSD curriculum. Unit 1 items focused on
basics of a computer and problem solving, asking students to
do things such as select the two best ways to define a computer
(U1, Q1) and match steps to painting a mural to a pre-defined
problem-solving process (U1, Q2). The first four items in unit
2 that exhibited negligible amounts of DIF were all multiple-

Figure 2. Traces for items that exhibited (uniform) race-based DIF with
large effect size. (Items with •• in Table 4)

choice items that asked conceptual questions about creating a
website. U2, Q4 actually exhibited an uniform DIF (of negli-
gible e.s.) in the opposite direction, where on average AHNP
students scored 2.6% better than WA students. This question
asked students to identify potential causes for styling to not
appear on a specific webpage. The remaining items in unit 2
asked questions about a code snippet (U2, Q5-6, which are
interdependent on the same code) and about copyright. Items
in unit 3 assessed students on constructs and patterns to create
interactive games, asking students about things including the
benefits of using functions (U3, Q2) and what is NOT best to
decide before beginning to write code (U3, Q4).

A majority of items exhibiting DIF could suggest that the LRT
DIF method was failing to match students of equivalent knowl-
edge level using latent variable modeling. To see whether the
LRT DIF results were reasonable, we used logistic regression
(LR) DIF, which matches students by total score. A DIF item
detected by multiple methods is more likely to truly be a DIF
item[14], so similar results from the LR DIF analysis would
suggest that the LRT results were accurate. We used LR DIF
with purification and a Benjamini-Hochberg correction [3] to
check for uniform DIF. LRT DIF found 13 DIF items with a
medium or large effects; 12 of those were also detected with
LR DIF (p < 0.001, except U1, Q1 which was p < 0.01);
U2, Q5, was only trending towards significance (p = 0.08).
Because 12 of 13 items that LRT DIF found to exhibit DIF
with non-negligible effect also exhibited DIF for LR DIF, we
have stronger evidence to suggest that most items exhibited
uniform DIF that disadvantaged AHNP students.

Taken together, most of the assessment exhibited uniform
DIF that disadvantaged AHNP students, but items relating to
website design (Unit 2) exhibited the least disadvantage (and
in one instance, a negligible advantage). Figure 3 shows the
substantial effects of DIF on students’ scores across all 17
items, comparing between gender and racial groups and the
average number correct for three knowledge levels.

QUALITATIVE RESULTS: DESIGNERS’ INTERPRETATION
To understand how domain experts interpreted and used DIF
results, we conducted a workshop with seven curriculum de-
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Table 3. Likelihood Ratio Test (LRT) DIF results for pairwise comparisons between reported gender (non-binary, female, male). Significant difference
in difficulty parameter denoted with ∗ for p < 0.05, ∗∗ for p < 0.01, ∗∗∗ for p < 0.001. Effect sizes for uniform DIF denoted with • for medium (signed in-
sample differences/SIDS ≥ 0.05), •• for large (SIDS ≥ 0.10). ε denotes p-value that is < 0.001. P-values adjusted with Benjamini-Hochberg procedure.

uniform DIF non-uniform DIF effect sizesdifficulty sig. test discrimination sig. test
non-b. female male χ2 p non-b. female male χ2 p SIDS UIDS

U1, Q1∗ -1.146 -1.141 28.727 ε 0.654 0.779 8.737 0.075 0.025 0.026
U1, Q1∗∗• -1.473 -1.146 9.650 0.007 0.796 0.654 0.502 0.935 0.078 0.078
U1, Q2∗∗∗ 0.913 0.852 34.370 ε 0.955 0.836 6.888 0.110 0.029 0.029
U1, Q3∗∗∗• 0.164 -0.048 86.984 ε 1.133 1.237 3.335 0.534 0.052 0.052
U1, Q3∗∗∗ •• -0.382 0.164 26.566 ε 1.544 1.133 1.601 0.749 0.152 0.152
U1, Q3∗∗ •• -0.382 -0.048 12.533 0.002 1.540 1.237 0.866 0.935 0.100 0.100
U1, Q4∗∗∗ 0.927 0.529 72.547 ε 0.655 0.758 6.786 0.110 0.047 0.047
U1, Q4∗∗∗ •• 0.143 0.928 17.549 ε 0.676 0.655 0.094 0.957 0.117 0.117
U1, Q4∗• 0.143 0.529 6.552 0.033 0.678 0.758 0.188 0.957 0.069 0.069
U2, Q1∗∗ 0.526 0.478 12.641 0.004 0.807 0.669 10.953 0.032 0.022 0.026
U2, Q3∗∗∗ 1.076 1.101 26.257 ε 1.342 1.110 16.019 0.003 0.025 0.029
U2, Q4∗ 0.979 1.074 9.725 0.013 1.090 0.887 16.738 0.003 0.014 0.024
U2, Q6∗∗ -0.213 -0.254 14.499 0.002 1.221 1.548 24.686 0.001 0.020 0.036
U2, Q6∗• -0.405 -0.213 5.985 0.041 1.836 1.221 3.247 0.365 0.076 0.086
U3, Q4∗ •• -1.462 -0.855 6.442 0.033 1.617 1.422 0.017 0.971 0.141 0.141
U3, Q4∗∗ •• -1.463 -0.746 9.768 0.007 1.605 1.382 0.002 1.000 0.169 0.169
U3, Q6∗∗∗ •• 1.116 0.634 46.081 ε 1.455 1.561 0.603 0.935 0.103 0.103

Figure 3. Expected number of items a student would get correct (out
of 17) by gender and racial groups for three different knowledge levels.
Knowledge levels were calculated with an IRT model assuming no DIF,
where average is the median knowledge level in our sample (θ =−0.07),
low is a standard deviation (1σ ) below (θ =−0.81), and high is 1σ above
(θ = 0.65). Vertical bars indicate simulated mean number correct with
no DIF. Shapes indicate mean number of items correct for each group
from 1000 simulations, with horizontal error bars showing 1σ .

signers at Code.org as well as individual follow-up interviews
with three who expressed interest. In this section, we describe
the workshop, follow-up surveys, and conversations; provide
background on them (demographics, perspectives on assess-
ments and equity); and elaborate on themes they identified
when interpreting DIF data. All this was in an effort to un-
derstand a new use for DIF: improving equity in learning by
informing domain experts of potential issues.

Workshop with curriculum designers to interpret DIF
We conducted a remote workshop with curriculum designers to
understand how they interpreted and considered using results
from our DIF analyses. Seven curriculum designers partici-
pated in a remote, recorded workshop in place of a regularly
scheduled team meeting. The workshop was organized with a
stated goal of thinking about how assessment design relates
to Code.org curricula more broadly. It began with anonymous

visible responses (via Poll Everywhere) to the following ques-
tions: How can instructors and/or students benefit from using
assessments in Code.org? and For Code.org,what are chal-
lenges to designs an equitable learning experience? The goal
of having participants respond to these questions and discuss
them was to prompt them to think more about assessment
and equity. After that, we gave a 5-10 minute presentation
introducing the study, item response theory, and DIF.

To understand curriculum designers’ interpretations of DIF, we
randomly split them into two separate groups (3-4 people per
group) where each group was given a collaborative document
with information about items that exhibited DIF (gender-based
DIF for one group, race-based DIF for the other), as well as
links to the curriculum and assessment items with solutions.
To describe each item that exhibited DIF, we included item
trace plots (like Fig. 1 and 2) as well as brief description fol-
lowing the following format: For this question, {X}% of boy
students (dotted green line) would get it correct and {Y }% of
girl students (solid yellow line). This is an {intermediate/large}
effect size. We intended for this information to be consistent
with something that could be automatically generated by an
analysis package. Groups were then given 20 minutes to dis-
cuss and take notes on the following questions: 1) How do
you interpret this data? 2) What actions might you consider
taking? 3) What additional information are you missing? How
could that new information help you? After this, everybody
reconvened and members from each group took turns sharing
their findings. After the workshop, we sent each participating
curriculum designer a post-survey asking them about the ben-
efits of reviewing DIF, difficulties or challenges of reviewing
DIF, potential uses of data that identifies unfairness, as well
as demographic information. Four participants filled out that
survey. Three others also initiated follow-up discussions.
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Table 4. Likelihood Ratio Test (LRT) to detect DIF with AHNP students (African/Black, Hispanic/Latinx, Native American/Alaskan Native, and Pacific
Islander) as the focal group and WA students (white, Asian) as the reference group. Significant difference in difficulty parameter denoted with ∗ for
p < 0.05, ∗∗ for p < 0.01, ∗∗∗ for p < 0.001. Effect sizes for uniform DIF denoted with • for medium (signed in-sample differences/SIDS ≥ 0.05), •• for
large (SIDS ≥ 0.10). ε denotes p-value that is < 0.001. P-values adjusted with Benjamini-Hochberg procedure.

uniform DIF non-uniform DIF effect sizesdifficulty sig. test discrimination sig. test
AHNP WA χ2 p AHNP WA χ2 p SIDS UIDS

U1, Q1∗∗∗• −1.071 −1.718 134.215 ε 0.696 0.684 0.045 0.869 0.084 0.084
U1, Q2∗∗∗• 1.021 0.580 52.298 ε 0.819 0.980 6.931 0.024 0.059 0.059
U1, Q3∗∗∗ •• 0.276 −0.457 583.094 ε 1.077 1.307 8.746 0.013 0.186 0.186
U1, Q4∗∗∗ •• 1.087 0.176 222.595 ε 0.574 0.770 13.729 0.001 0.114 0.114
U2, Q1∗∗∗ 0.473 0.291 21.186 ε 0.797 0.685 4.100 0.091 0.039 0.040
U2, Q2∗∗∗ 0.414 0.227 17.339 ε 0.745 0.656 2.677 0.192 0.036 0.036
U2, Q3 1.122 0.902 2.763 0.096 1.124 1.295 5.061 0.059 0.023 0.025
U2, Q4∗∗∗ 0.988 1.052 15.989 ε 1.123 0.871 14.471 0.001 0.026 0.034
U2, Q5∗∗∗• 1.054 0.761 37.284 ε 1.274 1.316 0.280 0.725 0.059 0.059
U2, Q6∗∗∗ •• −0.080 −0.589 289.125 ε 1.212 1.550 14.881 0.001 0.151 0.151
U2, Q7∗∗∗ •• −0.021 −0.603 259.283 ε 1.163 1.234 0.847 0.480 0.147 0.147
U3, Q1∗∗∗ •• −0.435 −0.976 61.144 ε 0.952 1.064 0.813 0.480 0.122 0.122
U3, Q2∗∗∗ •• 0.348 −0.303 93.439 ε 1.137 1.195 0.196 0.746 0.161 0.161
U3, Q3∗∗∗ •• 1.254 0.411 39.539 ε 0.761 1.079 7.471 0.021 0.113 0.113
U3, Q4∗∗∗ •• −0.788 −1.269 64.150 ε 1.152 1.357 1.791 0.279 0.123 0.123
U3, Q5∗∗∗• 2.332 1.328 17.693 ε 0.601 0.776 2.503 0.193 0.070 0.070
U3, Q6∗∗∗ •• 1.011 0.445 55.141 ε 1.300 1.325 0.027 0.869 0.130 0.130

The data we analyzed include video and audio recordings
of the workshop, responses to questions (Poll Everywhere,
post-survey), the collaborative documents that each group
shared when reviewing DIF data, and message transcripts
from follow-up discussions. All quotes in this section came
from Code.org curriculum designers who participated in the
study. To preserve anonymity (especially amongst curriculum
designers), we do not provide further attribution to any quotes.

Curriculum designers: tests are formative, equity is hard
The curriculum designers we worked with had domain exper-
tise in developing and managing computer science curriculum,
though only some worked on CSD specifically. The follow-up
survey found that the designers reported genders including
men, women, and non-binary, and ethnicities including Asian,
Black/African, Pacific Islander, and white. Multiple had Mas-
ter’s degrees in education, with one having previous experi-
ence in psychometrics. So we can say that this diverse group
had domain expertise relating to curriculum design for com-
puter science courses for elementary, middle, and high school
students. All seven designers saw assessments for formative
purposes (to “pin point areas where students need extra help,”
“inform later instruction for a class or individuals.”).

When asked about challenges to designing an equitable learn-
ing experience, curriculum designers noted challenges relating
to scaling online curricula to a diverse global audience. Three
designers noted the challenges of using an online platform to
provide curriculum such as “embedded limitations” and “vary-
ing fidelity of implementation.” Three also noted the challenges
related to “designing activities that can benefit students even
with such a wide range of school implementations or teacher
mindsets.” Two noted the need to design curriculum that sup-
ported teachers: “designing curriculum that works well with
our [professional learning] program but also serves those who

are using it without [professional learning].” One curriculum
designer noted the role of teachers “to create equitable spaces
for their students based on the community they serve.” And
finally, one also called for “more diversity in people behind the
curriculum and [professional development/professional learn-
ing].” Curriculum designers tended to frame designing equi-
table learning experiences as a holistic endeavor that involved
multiple stakeholders (e.g. teachers, students) and multiple
efforts (e.g. curriculum design, professional learning).

Curriculum designers’ interpretations of DIF
At Code.org, seven people made up the curriculum team that
designed and maintained online instructional materials for the
largest in-person implementations of CS curricula in the world.
They often worked with professional development specialists,
product managers, software developers, and others to develop
and improve three curricula targeting different age groups. But
how equitably a curriculum serves members of a diverse com-
munity of teachers and students is a constant uncertainty for
organizations like Code.org that produce online instructional
materials used by over a million students annually whom they
will never meet. To understand how curriculum designers in-
terpreted DIF results for gender and race, we reported themes
that curriculum designers identified after reviewing data on
items that exhibited DIF, as well as statements they wrote or
said during the workshop or in a follow-up conversation.

Considering DIF relative to item features
When looking at gender-based DIF, curriculum designers con-
sidered item design and knowledge the items assessed. For U1,
Q3 and U3, Q6, designers noted how “Female students are
performing lower on matching [type] questions that are both
computer science concepts and code tracing.” But they also
noted a difference in the magnitude of DIF: “Comparing both
of these graphs, female students are performing lower on code
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tracing than vocab matching.” So curriculum designers noted
similarities in item type and differences in the knowledge that
items assessed as well as magnitude of DIF.

From there, curriculum designers considered how performance
on other items could help them. Curriculum designers only
saw DIF items, but wanted to see data from all items. They
considered questions related to other items of the same type
(matching): “How did other matching questions throughout
the course do?” They also sought to compare DIF results to
items of another type: “What about in comparison to single-
answer multiple choice questions. Are students doing better or
worse on those? By gender?” So curriculum designers sought
to compare DIF results of items of similar and different forms.

Alignment between assessment and curriculum
Designers considered how the CSD curriculum prepared stu-
dents for knowledge that items assessed. For example, when
reviewing gender DIF, they noted how the item assessed com-
menting code but CSD did not emphasize this: “comments are
not very well emphasized in CS Discoveries at all. So this may
be the very first that students are seeing this idea of putting
a comment to a block of code.” This item raised the broader
question of “how are these assessment questions showing up
in the curriculum leading up to this point?”

Given this insight, they discussed conducting an audit to check
alignment between item format, curriculum, and learning ob-
jectives. One curriculum designer stated that “an action you
might consider is auditing how frequently these types of as-
sessment prompts appear earlier in the course. Are [students]
actually prepared for this?” So it is not just preparing a student
for with the knowledge necessary to answer an item (e.g. how
to read code to identify higher level goals), but also ensuring
students are familiar with the format of the item itself (e.g.
placing comments in code). Another curriculum designer did
note that “it might be kind of hard to map some of the ques-
tions we were looking at to lessons or objectives covered in the
curriculum.” Nevertheless, curriculum designers considered
“yearly audits of assessment questions as part of our summer
updates." This ultimately led curriculum designers to frame
DIF results as informative to an equity-focused curriculum
improvement process: “I could see us using [DIF] as one of
the data points we use to evaluate our curriculum as a whole
in terms of how we are serving the populations of students
traditionally underrepresented in computer science... using
this data as a starting place for a conversation around where
to focus our efforts first and foremost, on improvements to the
lessons in the curriculum or to the assessments themselves.”

Finally, a designer considered how social context influenced
student responses and how there may have been a lack of
alignment between items and curricula: “Some of the questions
I could imagine if they’re given independently of the unit, that
some students could answer based on experiences they’ve had
before coming into the classroom. Because of the fact that
they’re not that tightly aligned with things in the curriculum,
probably, there would be cases where favoring would be just
as present after teaching this course as before.”

Differing goals for assessments
While designers generally saw assessments as useful for for-
mative evaluation, they also considered how different goals
impacted interpretations of DIF data. Assessments were op-
tional and their uses were left ambiguous in the curriculum
guide, leaving one designer to question the use of the data:
“CSD assessments are optional.. so I wonder about the quality
of the data being collected in the first place?”

Curriculum designers also questioned the authenticity of an
item because they felt its challenge was not consistent with a
“authentic real world type questions.” U3, Q3 asked students
to trace variable values as they updated. While this knowledge
of changing program state aligned with learning objectives,
curriculum designers thought the code snippet “was puzzly
and tricky, but nothing you would actually write as a pro-
gram... if you’re more of like ’I’m taking this course because
I want to make meaningful things’, then this [question] does
not fall into that category.” Curriculum designers identified a
tension between designing an item with a goal of measuring
specific knowledge precisely compared to reflecting more au-
thentic tasks: “the ability to answer these questions [doesn’t]
tell us a lot about how well students could accomplish these
tasks/demonstrate these skills on a real project.”

Challenges to reviewing DIF data
Curriculum designers identified challenges to using DIF re-
lated to interpreting data on uncertainty, as well as limitations
to understanding causes of bias with DIF.

Item trace plots deviated from one designer’s expectations, so
they relied on their colleagues to understand the data: “ I’m
used to seeing % look something like 16% of male students
are proficient rather than ‘only 16% of students who reported
as male would have a >50% chance of getting that question
right’... I leaned on my colleagues to help fill in some blanks.”

Curriculum designers also noted how evidence of DIF did
not provide them information on the causes of bias. One
curriculum designer felt that investigating DIF did not provide
the most relevant information for addressing bias: “I’d like to
see more info on how the curriculum is actually being used in
a holistic sense. Who is teaching, where do they teach, what
environment do the kids go home to, etc.” They went on to
suggest that analyzing DIF may be detracting from a more
challenging conversation on disparities in STEM education
by race and gender: “I didn’t feel we really discussed *why*
there was a disparity between bipoc and white/asian students...
There is already a ton of literature on STEM assessments, race,
and gender, so I’d start by reviewing that stuff before making
any assumptions [about biases from item design].”

DISCUSSION: HOW DIF INFORMS DOMAIN EXPERTS
In this study, we analyzed gender and race bias in one of the
largest online curricula for CS education, and then conducted
a feasibility study to explore how domain experts could use
DIF results. Our analysis found that five items disadvantaged
students who reported as female compared to male and non-
binary students with non-negligible effect sizes, and 13 items
disadvantaged AHNP students compared to WA students with
non-negligible effect sizes. These items (denoted with • in
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Tables 3 and 4) should be reviewed for revision or potential
removal. Our workshop with curriculum designers found that
they interpreted DIF relative to student identities, curriculum,
and assessment goals, identifying critical nuances for making
valid interpretations and uses of assessment scores.

There are multiple ways to interpret our findings on how cur-
riculum designers interpreted DIF results. One interpretation
is that designers lacked the psychometric expertise to interpret
DIF results. Indeed, designers noted some trouble interpret-
ing DIF results (e.g. trace plots) and having a psychometric
expert available could have been beneficial. But practically,
organizations creating curricula for online or in-person use
often do not have access to psychometric expertise. And even
without a psychometric expert, curriculum designers were able
to consider DIF results relative to item design, student identity,
curriculum, and assessment goals. And these interpretations
are consistent with those of an external psychometric expert.

And furthermore, curriculum designers are ideal interpreters of
DIF results because they can consider them with respect to the
intended uses of the test scores, a crucial consideration to test
validity. In contrast to the high-stakes summative assessments
that psychometric experts typically analyze, designers framed
these assessment items as formative and low-stakes, intended
to provide feedback to support students’ learning. So they
considered the role of formative assessment in equitable learn-
ing experiences when assessment items exhibit potential bias.
And while some items perpetuate bias that exists in cultural
contexts, some items may introduce or further exacerbate bias,
causing potential harm to test-takers of minoritized groups.
Future work can explore how biased formative assessment
items affect test-takers from different genders, ethnicities, and
other identities, perhaps considering stereotype threat [59, 64,
55] and test-taker self-efficacy [58, 31, 32].

Another interpretation is that domain experts needed quanti-
tative analysis with more contextual variables to understand
what causes biases and inequities. DIF indicates the potential
existence of bias, but it does not provide insight into the cause
of the bias (e.g. test design, pedagogical practice). The latest
research on DIF emphasizes the role of the testing situation as
well as characteristics of an item [75]. And while providing
more features to a model may enable more nuanced insights,
this also comes with a greater demand for data which may
further minoritize minority groups. We had to group AHNP
students and WA students together to ensure IRT model con-
vergence, while also recognizing that these groupings were re-
ductionist (students of different ethnicities often have different
lived experiences) and potentially harmful [29]. Quantitative
complexity comes at the cost of reduction/ aggregation.

Furthermore, reductionist quantitative labels do not reflect the
experiences of groups, so designer’s domain expertise may
help prevent misrepresentation. Our analysis identified that
five items favored students who reported as non-binary. But
coming out as non-binary in school is a constant and chal-
lenging process [46], and a majority of non-binary students
may have been assigned female at birth [9]. So while quantita-
tive analysis suggests that items biased in favor of non-binary
students, more contextual understanding nuances this interpre-

tation. That nuance also highlights that quantitative analysis
can be a starting point which domain experts can use to aug-
ment their existing expertise. Future work can explore how
to present quantitative data on bias to situate domain experts’
interpretations relative to their existing beliefs and expertise.

Yet another interpretation is that DIF analysis is not beneficial
to domain experts’ understanding of equity because it does not
get at the causes of inequities. Curriculum designers viewed
DIF as a confounded indicator of potential bias because it
is unclear if the bias came from the item, the curriculum,
the classroom context, or broader sociocultural context. But
the results of our feasibility study showed that that providing
domain experts even limited information can help them focus
their investigation. For example, curriculum designers in our
study focused on the items that did not exhibit significant
race-based DIF, wondering if perhaps these items on web
development suggested a more equitable entryway into the
curriculum for AHNP students. So DIF can provide precise
and measurable metrics reflecting potential bias that can help
domain experts develop their existing knowledge or bring
about new ideas related to equitable curriculum design.

A final interpretation is that domain experts must contextualize
DIF findings to ensure results do not invite harmful misinter-
pretations. While data on test validity and fairness is often
used by psychometrics experts for the purpose on improving
test design, it may also benefit domain experts like curriculum
designers as they review and revise their curriculum materials.
In our study, we identified ways that curriculum designers con-
sidered DIF results relative to the domain expertise they had
on curriculum design as well as stakeholder (e.g. teacher, stu-
dent) needs and goals, findings that data alone could not show.
This suggested that domain expertise can enable more nuanced
understanding than DIF alone, which typically relies on reduc-
tionist labels and dichotomies to compare a dominant group to
a minoritized group. And quantitative measures of bias such
as DIF can augment domain experts’ understanding of how to
improve equity in learning experiences by identifying who is
affected and where to focus improvement efforts.

Iterating towards more equitable learning experiences requires
measuring factors we cannot easily intuit, and using domain
expertise to contextualize these findings with understanding
we cannot easily measure. So interactions with quantitative
data such as DIF can enable domain experts to recognize what
is happening to better inform them as they use contextual
knowledge to identify how they can address inequities.
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