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Abstract— Use of modern GPUs has been extended from
traditional 3D graphic processing to computing acceleration
of many scientific, engineering, and enterprise applications. In
modern GPUs, on-chip memory capacity keeps increasing to
support thousands of chip-resident threads. For example, a large
register file is needed in order to efficiently process highly-
parallel threads in single instruction multiple thread (SIMT)
fashion, and a large shared memory is often implemented to
allow data sharing among the threads on the chip. On-chip
memory capacity of GPUs, however, is highly constrained by
large memory cell area and high static power consumption of
conventional SRAM implementation. In this work, we propose
to utilize the emerging multi-level cell (MLC) spin-transfer torque
RAM (STT-RAM) technology to implement register file and
shared memory in GPUs. Compared to SRAM, MLC STT-
RAM (or MLC-STT) has a much smaller cell area as well as
ultra-low standby power, thanks to the non-volatility of MLC-
STT technology. Hence, the footprint and leakage power of
the implemented memory components are substantially reduced.
Moreover, in light of asymmetric performance of soft and hard
bits of a MLC-STT cell, we propose a dynamic data remapping
strategy in register file and shared memory implementations that
allows a flexible tradeoff between the memory access time and
the available capacity: frequently-accessed data is always mapped
to the fast rows built with the soft bits of the MLC-STT cells
while the slow rows composed of the hard bits are used only
when a larger capacity is critically needed. We also develop a
novel rescheduling scheme to minimize the waiting time of the
issued warps to access register banks in the register file, which is
induced by the long writeback operations through the reordering
of the issued warps. Finally, an early termination technology is
also applied to save the write energy of the shared memory
if the bits of the memory do not flip. Experimental results
on benchmarks of ISPASS2009, Rodinia, Parboil, and CUDA
show that on average, MLC-STT register file can achieve 3.28%
system performance improvement, 9.48% energy reduction, and
38.9% energy efficiency improvement compared to conventional
SRAM-based design. Meanwhile, MLC-STT shared memory
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leads to 3.45% system performance improvement, 49.3% energy
reduction, and 116% energy efficiency improvement.

Index Terms— STT-RAM, multi-level cell, GPGPU, register
file, shared memory.

I. INTRODUCTION

Graphic processing units (GPUs) have been widely adopted
in both graphic processing and general parallel com-

puting. Besides stand-alone GPU products (such as AMD’s
Radeon [1] and Nvidia’s Tegra [2]), GPU cores are often
integrated with CPU cores on the same die in heterogeneous
systems to accelerate the processing of streaming data [3].
Thousands of parallel threads are simultaneously processed to
achieve high throughput and computation efficiency. On the
one hand, the extremely high execution parallelism requires a
big register file in every GPU core to retain a large volume
of active threads. Once a thread is suspended by memory
accesses, the GPU can immediately switch to another context
with virtually zero latency as long as the required information
is held in the register file. On the other hand, GPU employs a
on-chip scratchpad memory, called shared memory (Nvidia’s
terminology) to reduce the costly round trip access to global
memory. This design offers short latency and high bandwidth
of the data sharing between the threads in a thread block.
In Nvidia’s Fermi GPU architecture, for example, a highly
banked shared memory is implemented with the same access
latency as that of the register file if there is no bank conflict [4].
Fig. 1 summarizes the deployment of on-chip memories in

four recent Nvidia GPU products [5]–[7]. All on-chip memory
sizes increase rapidly. Especially register file capacity almost
doubles per generation, significantly exceeding the growing
speed of any other memory types. Since Nvidia’s Fermi
architecture, a maximum 48KB shared memory has been
implement to support a large number of active threads that
are processed in parallel. Moreover, as the number of active
blocks depends on the number of registers totally requested
and the amount of shared memory per thread block required
for a given kernel [6], it is desirable to increase the number
of active blocks on an streaming multiprocessor (SM) as it
would increase the system performance by masking latency.
As such, the conventional on-chip memory implemented with
large and leaky SRAM cells results in significant area and
power consumption: previous research showed that register file
and shared memory in a GPU occupy 13.4% and 4.9% of chip
area [8], [9] and accounts for 18% and 6.7% of system power
consumption [10], [11], respectively. The capacity of register
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Fig. 1. Deployment trend of register file and other on-chip memories in
GPUs.

TABLE I

CHARACTERISTICS AND REGISTER FILE USAGE STATISTICS OF THE
SELECTED GPU BENCHMARKS (SHM:SHARED MEMORY)

file and shared memory is anticipated to continue increasing
given by the rapidly growing active thread number in each
streaming multiprocessor (SM) [12].
Although the needed capacity of register file and shared

memory in GPU generally increases, the actual usage varies
significantly in different applications. We selected and simu-
lated ten popular GPU workloads from [10], [13], in which the
average register file usage ratio ranges from 27.2% to 92.9%,
and the shared memory usage ratio ranges from 0% to 99%,
as shown in Table I. A low usage ratio potentially leads to a
big waste of the capacity and leakage power.

Spin-transfer torque random access memory (STT-RAM) is
a promising technology to replace SRAM in on-chip memory
implementation. Its simple cell structure and non-volatility
enable much smaller cell area than SRAM and almost zero
standby power [14], [15]. Moreover, the recent invention of
multi-level cell (MLC) design [16] doubles the storage density
of STT-RAM. The use of MLC STT-RAM (MLC-STT) in last
level cache of CPUs has been widely investigated for energy
efficiency enhancement [17]–[19].
This work extends the application of MLC-STT to register

file and shared memory in GPUs. Thanks to the simple and
dense cell structure of STT-RAM, the memory area can be
cut down to 27.7% of SRAM implementation. Moreover, the
doubled storage capacity can effectively relax the limitation on
the number of active thread blocks due to insufficient register
file and shared memory size in memory-hungry applications

and hence improve system performance, as we shall show in
Section V. However, the hard and the soft bits in a MLC-STT
cell demonstrate very different access time requirements. Thus,
we propose a remapping strategy to relocate data based on
its access frequency and the memory usage requirement of
the application. Particularly, the frequently-accessed data is
always mapped to the fast rows built with the soft bits of
the MLC-STT cells while the slow rows composed of the
hard bits are used only when a larger capacity of the register
file or shared memory is needed. Moreover, for MLC-based
register file, a run-time warp rescheduling scheme is developed
to reorder the issuing of the ready warps to minimize the
access stall induced by the long write operations of MLC-STT.
Finally, a write termination scheme is designed to reduce
the useless write operation with high energy in the MLC-
based shared memory. Compared with the existing research on
the application of STT-RAM in micro-architecture, our major
contributions include:
1) We propose using MLC-STT to implement register files
and shared memory in GPUs – a highly scalable design
in terms of storage capacity (density) and area/power
cost;

2) A remapping strategy is designed to perform a flexible
tradeoff between the access time and the capacity of
the register file and shared memory based on the access
time difference between the soft and the hard bits of
a MLC-STT cell and the run-time register file access
patterns;

3) A novel warp rescheduling scheme is also developed to
minimize the access stall introduced by the slow write
access to the MLC-STT register banks.

4) An early write termination scheme is introduced to
reduce the redundant write to MLC-STT based shared
memory to save power and latency.

Our simulation results show that compared to conventional
SRAM-based register file and shared memory, our MLC-STT
designs respectively achieve on average 3.28% and 3.45%
system performance improvements on system performance
across selected benchmarks. The average energy efficiencies
of register file and shared memory are greatly enhanced about
38.9% and 116%, respectively.
The rest of our paper is organized as follows: Section II

introduces the basics of STT-RAM technology and major
design challenges of GPU register file and shared memory;
Section III presents the design details on the MLC-STT
on-chip memories with different configurations as well as the
remapping strategy, warp rescheduling scheme, and early write
termination; Section IV describes the experimental methodol-
ogy and system setup of our evaluations; Section V gives our
simulation results and discussions; Section VI summarizes the
related works; Section VII concludes our work.

II. PRELIMINARY

A. STT-RAM and MLC STT-RAM

In a single-level cell (SLC) STT-RAM cell, binary data
is represented by two resistive states of a magnetic tunning
junction (MTJ) device. As shown in Fig. 2(a-b), a MTJ
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Fig. 2. STT-RAM cell structure and operation diagram. (a,b) single level cell (SLC) represents “0” and “1”. (c) multi-level cell (MLC) using serial stacking
structure. (d) 2-step write transition diagram. (e) 2-step read operation.

consists of two ferromagnetic layers and one metal oxide
barrier (e.g., MgO) in between. One ferromagnetic layer has
a fixed magnetization direction and hence is referred to as
reference layer [20]. The magnetization direction of the other
ferromagnetic layer (named as free layer) can be flipped by a
spin-polarized current. When the magnetization directions of
the two ferromagnetic layers are parallel, the MTJ is at low
resistance state, representing logic “0”; when the magnetiza-
tion directions of the two layers are anti-parallel, the MTJ is
at high resistance state, corresponding to logic “1”. The data
stored in a STT-RAM cell can be read out by injecting a small
read current and comparing the generated sensing voltage on
the bit-line (BL) with a reference.
To further enhance the data storage density of STT-RAM,

MLC-STT technology was proposed by integrating two MTJs
in a cell [21], [22]. Fig. 2(c) illustrates a popular serial
MLC-STT cell structure which is composed of a small MTJ
and a larger MTJ. The combination of the resistance states
of the two MTJs constructs four different resistance levels,
representing a 2-bit data. The bits determined by the resistance
states of the large and small MTJs are normally denoted as
“hard bit” and “soft bit”, respectively.
As the two MTJs are connected in serial and driven by

the same NMOS access transistor, the same current passes
through both MTJs during read and write operations. When
applying a large switching current to program the large MTJ,
the small MTJ encounters an even larger switching current
density and hence will turn to the same resistance state as the
large MTJ. In other words, programming the hard bit enforces
both the hard and soft bits to be aligned and eventually switch
to the destination value of the hard bit, no matter what is the
original value of the soft bit. If the target value of the soft-bit is
different from the one of the hard-bit during a write operation,
an additional programming step with a small write current
is required to program only the soft-bit to the target value.
During the programming of soft-bit, however, a small current
shall be applied in order to flip only the resistance state of the
small MTJ. Such a 2-step write operation of MLC-STT cells
is depicted in Fig. 2(d). Similarly, a 2-step read operation is
required to detect the soft and hard bits in sequence, as shown
in Fig. 2(e). Notably, programming or detecting only the soft
bit can be completed in one step.

When implementing memory with MLC-STT cells, the hard
and soft bits can be separated into different data sets [19]. For
instance, a row of MLC-STT cells in a physical array can be
regarded as two logic rows that respectively consist of the hard
bits and soft bits of these MLC-STT cells. As such, reading
or writing the soft-bit row requires only one step. Accessing a
hard-bit row, in contrast, need to take two-step operations,
resulting in much longer access latency and higher energy
consumption. Such performance difference between hard-bit
and soft-bit rows motivates our remapping strategy in the
designs of MLC-STT GPU register file and shared memory.

B. Modern GPU Architecture

Threads are executed in single instruction multiple thread
(SIMT) fashion in GPUs to achieve high computing paral-
lelism and throughput. Without loss of generality, in this work,
we adopt the terminologies of Nvidia and use GTX480 [23]
in Fermi family as our baseline model.
A GPU is composed of 16 streaming multiprocessors (SMs),

each of which includes one GPU processing pipeline. GPU
kernel is instantiated with a grid of parallel thread blocks.
Each SM in Fermi architecture can support up to 8 parallel
thread blocks. The maximum number of the threads that can
be concurrently executed in one thread block is 1024 with
maximum 63 32-bit registers assigned to each thread. 32
threads in one block are grouped as a warp to issue. As
illustrated in Fig. 3(a), a GPU processing pipeline includes
Instruction Unit, Register Address Unit, Register File Unit, and
Execution Unit [24]. Instruction Unit decodes instructions, and
schedules the execution of the instructions based on additional
information like priority and date dependency. The instructions
selected in a round-robin fashion are sent to Register Address
Unit at the end of each clock cycle. Accordingly, Register
Address Unit accesses the registers in Register File Unit.
Register File Unit in a SM contains 32,768 32-bit regis-

ters to hold instruction operands. Highly banked architecture
is usually utilized to realize multi-port access in Register
File Unit implementation. In Fermi architecture, one SM
integrates 16 banks, each of which contains 64 entries of
1,024 single-port SRAM cells (i.e., 32 registers). As shown
in Fig. 3(b), an operand collector in Register File Unit is used
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Fig. 3. GPU architecture and register file design in GPUs.

to collect and dispatch the active warps to available banks.
When all the operands have been acquired, instructions and
operands are sent to Execution Unit.
As shown in Fig. 3(a), shared memory is implemented with

L1 Cache together and shares 64KB memory capacity based
on configuration. Shared memory is composed of 16 banks,
and each bank is designed to support 4 byte read/write per
cycle. The data shared by threads in the same block can be
stored in share memory for quick access, and programmers are
in charge of the use of shared memory and also the avoidance
of bank conflict. Before launching a thread block, the CUDA
compiler checks the number of available registers and also
the usage of shared memory: if the the total usable memory
resource is smaller than memory request, the launching will
suspend.

III. MLC STT-RAM BASED REGISTER FILE AND
SHARED MEMORY

In this section, we will describe the proposed MLC-STT
register file and shared memory designs in GPU architecture.
Besides replacing SRAM cell with MLC-STT cell, we also
propose address remapping strategy for register file and shared
memory, and warp rescheduling scheme for register file and
MLC early write termination for shared memory separately
to mitigate the impacts of the slow read and write accesses
of MLC-STT and hence improve the performance and energy
efficiency.

A. Overview of MLC STT-RAM Based Memory Bank

The memory banks of register file and shared memory in
Fermi GPUs share a similar design [4], [25]. As the main
difference is only the size of the memory bank, we use MLC
STT-RAM based register file as an example to introduce our
design.
Fig. 4 illustrates a memory bank of the proposed MLC-

STT based register file (MLC-RF) in Fermi architecture. Each
register file array has 64 physical entries which are supported
by a programmable row decoder with 6-bit address. 1,024
MLC-STT cells are contained in each row, corresponding to
2,048 data bits. The capacity of each row is doubled from that
of the SRAM or SLC-STT design, allowing more registers to
be accessed at a time. Considering the fact that having inactive

Fig. 4. MLC STT-RAM-based register file.

TABLE II

COMPARISON OF SRAM AND STT-RAM BASED REGISTER BANKS

threads in one warp is considerably high [26], a wider row may
lower the efficiency of register bank accesses. In this work,
we tend to keep the same capacity per row to maintain the
same effectiveness of bank access as the SRAM register file
design. Hence, we divide a row of 1,024 MLC-STT cells into
a fast row with 1,024 soft-bits and a slow row with 1,204 hard-
bits. Such a design leads to a register bank with total 128 logic
rows, which requires 7-bit address control. Here, address bits
[5 : 0] are used for address decoding while address bit [6]
decides the access to the soft or the hard bits of the physical
entry.
Table II summarizes the design parameters of register

banks built with SRAM, SLC-STT, and MLC-STT at 32nm
technology node. The results are simulated by CACTI [27]
and HSpice with PTM [28] under 32nm technology. In the
MLC-STT design, we assume the area of the big MTJ (hard
bit) is twice as that of the small MTJ (soft bit), which achieves
the best robustness in read and write operations [16]. The
timing information of sense amplifier is derived from SPICE
simulations. The adopted register file configuration and area
information are obtained through a modified NVsim [29]. The
areas of the SLC-STT and MLC-STT designs are only about
27% of that of SRAM design while the bit capacity of the
MLC-STT design is 2× that of the SLC-STT and SRAM
designs. The read and write access times of the SLC-STT
and MLC-STT designs are longer than that of the SRAM
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Fig. 5. (a) The register bank address remapping algorithm. (b) The hardware implementation diagram of remapping. (c) Warp rescheduling.

design. Due to the 2-step operation, the hard-bit rows require
much longer time to complete a read or write access than the
SLC-STT design. In contrast, accessing the soft-bit rows is
very similar to the SLC-STT design and their read and write
performances are also very close.
Write Buffers are adopted in Arbiters to alleviate the impact

of slow access time of the MLC-STT design. Each register
bank requires one Write Buffer. The Write Buffer temporally
holds the writeback data until the former write is completed
and releases write port. The needed number of entries in
a write buffer is determined by the MLC-STT write access
cycles and the access frequency. In this work, we set the
operating frequency of the GPU core to 700MHz. As a
result, the write accesses to the soft- and hard-bit rows of
the MLC-STT register files take 6 and 12 cycles, respectively.
To find the minimum required write buffer size, we carefully
increase the number of write buffer entries and rerun the
selected benchmarks until overflow disappears. Based on the
evaluation, a 4-entry Write Buffer is sufficient to remove
the overflow since writebacks occur infrequently and the
register file is highly banked.
In the original arbiter design of Fermi architecture, a read

queue is assigned to each register bank to arrange all the read
requests from different Operand Collectors in a row. The Read
Queue structure remains unchanged in our proposed MLC-
RF, holding read requests when awaiting the slow MLC write
operations to finish. The introduction of Write Buffer incurs
15% increase in MLC-RF bank area. Nonetheless, the overall
area of a MLC-RF bank is still less than 30% of the one of
SRAM implementation, mainly benefiting from the high data
storage density of MLC-STT.

B. MLC-Aware Remapping Strategy

Write Buffers shorten the response time of register files but
can not help on reducing the long read and write latency’s
of MLC-STT banks. As aforementioned in Section II-A,
MLC-STT contains soft- and hard-bit rows which have very
distinctive read and write performance. It can be beneficial
if the GPU maximizes the usage of soft-bit rows for sake of
system performance and energy consumption. In other words,
the data (especially the one being accessed frequently) shall
be mapped to the soft-bit rows before considering the hard-bit

rows. In the implementation, run-time information such as
how many registers to be accessed and how many times they
will be accessed can be obtained from the compiler. During
compilation, we first perform profiling on the access frequency
of all the registers involved during the execution of a kernel.
A bitmap vector is then generated to record whether a register
will be placed in a soft-bit row or a hard-bit row. Once the
kernel is offloaded to SMs, such a bitmap vector is copied to
a special register and guide the register mapping.
Fig. 5(a) depicts the corresponding register file remapping

algorithm, which requires the support of two mapping tables
and one register address unit (RAU), as shown in Fig. 5(b).
Remapping is activated only when the register demand exceeds
the half capacity of the MLC-STT register bank. Otherwise,
hard-bit rows will not be utilized so that the register bank
works virtually with the same capacity as the SRAM/SLC-STT
design, offering an uniformed fast access time of soft-bit rows.
When more than half capacity (i.e., 2,048 registers) of the
MLC-STT register bank is requested, the first 2,048 registers
with frequency accesses will be mapped to the soft-bit rows
while the rest will go to the hard-bit rows. The relationship
between the original address and the mapped physical address
is retained in a remapping table. Each remapping table entry
corresponds to one row in the register bank, including 1 valid
bit and 7-bit mapped address. Hence, the size of the remapping
table is small and the incurred area overhead is negligible.

C. Warp Rescheduling for MLC STT-RAM Based Register
File

The long write latency of STT cells (even in the soft-
bit rows of MLC-STT) may severely degrade the system
performance by blocking other accesses to the same register
bank. Fig. 5(c) describes such an example, where two warps
– W0 and W1, are waiting in the instruction buffer in a serial
Round Robin manner. Their register requests are mapped to
different banks and they do not have data dependency with the
current warps being executed. When the access to the register
bank that W0 requests is held by a writeback from the previous
warp, the operand fetching of W0 has to wait. Since all the
available entries in Scoreboard, Operand Collector, and Read
Queue have been held by W0, the processing of W1 is stalled
at the issue stage even the register bank to be accessed by W1
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is free. In such a case, we may swap the issue sequence of
W0 and W1 to avoid the stalling of W1.
Based on the above observation, we propose a warp

rescheduling scheme to minimize the waiting time of the
issued warps for register bank access. The warp rescheduling
tends to rearrange the issue order of the ready warps by priori-
tizing the accesses to the free register banks. The effectiveness
of rescheduling is mainly determined by the availability’s of
the free register banks and the warps ready to be issued, which
are generally large in GPU execution. A parameter named
timescore for each warp is defined to guide warp rescheduling
as:
timescore = Max[busy_cycle[bank_idi ]&valid[bank_idi ]

(i = 0, .., 15)]. (1)

Here busy_cycle indicates the remaining cycles to complete
the current write operation of the register bank, and valid
denotes whether the warp has a register request from this bank.
bank_idi labels the register bank and is determined by the
identifier of the register (reg_id) by:

bank_id = reg_id % bank_number. (2)

Here bank_number is the total number of register banks in
one SM. In Fermi architecture, a SM includes 16 register
banks. As shown in Fig. 5(c), a bank status table is added
in Instruction Unit to assist acquiring the busy_cycle of each
register bank. busy_cycle is updated by Register File Unit
whenever new write requests arrive and automatically counts
down every cycle.
During scheduling, timescore will be checked whenever

warps are going to scoreboard for data dependency check. As
shown in Eq. (1), the maximum busy_cycle will be chosen
as the timescore of a warp. The warp will be managed to
issue only when its timescore is smaller than a threshold. If
a warp failed to pass the timescore checking, it will remain
in Instruction Buffer and wait for the next round check. The
scheduler will continue to check the next available warp until
one is issued successfully. Note that data dependency checking
and timescore checking can be performed simultaneously.
Hence, no timing overhead on scheduling step is introduced.
We run extensive experiments and found that 5 is the optimal
value of the timescore threshold which maximizes the system
performance and energy efficiency of our design.

D. MLC STT-RAM Based Shared Memory

1) Overview: Shared memory per SM in Fermi architecture
is composed of 32 banks of memories with 4 bytes bit-width
in each bank. The capacity of shared memory is configurable
as 16KB or 48KB in total in SRAM implementation. We keep
the same memory bank width and peripheral circuit design as
MLC-RF shown in Fig. 4. Similar to MLC-RF, a Write Buffer
is implemented in each memory bank to hold the write data
while waiting for the former write completes. Unlike register
file, which already has a read queue corresponding to each
register bank, a Read Buffer is also applied for read requests
while waiting slow write process to complete.

Fig. 6. Actual write bit flip in MLC-STT based shared memory and write
access ratio.

2) MLC Remapping Strategy: Like in MLC-RF, we also
implement the MLC remapping strategy with the same hard-
ware implementation as shown in Fig. 5(b) in MLC-based
shared memory to maximize the utilization of soft-bit row
to obtain better performance and efficiency. As most of the
read/write to shared memory is tile-based [25], the read/write
access to each row is more balanced than register file which
has warp-based request. So we only use the required memory
capacity of shared memory to determine whether the remap-
ping is activated. If more than half of the MLC shared memory
is required, the hard-bit row will be accessed. Otherwise, only
soft-bit row will be used.

3) MLC Early Write Termination: The performance of
MLC-STT based shared memory is benefiting from its high
density, but the high write energy still serves as a major
challenge for STT-RAM, especially in MLC-STT which
requests 2-step write in its regular write operation. The
2-step write operation consumes about 4× more energy
than the read operation in MLC-STT in our evaluation (see
Table II). Ping el at. [30] designed an early write termination
for SLC-STT to shut down the redundant write operation if
a same value is going to be written in the STT-RAM cell.
Inspired by this work, we propose an early write termination
to reduce the costly and unnecessary writes for MLC-STT
shared memory(MLC-EWT). After the remapping of soft bit
rows and hard bit rows is applied, either only soft bit rows
or both soft bit and hard bit rows are used. If only the soft
bit of a MLC cell is used, the operation of MLC-EWT is
similar to [30]: the programming current of soft bit is cut
when the stored data is detected as the same as the data being
written. But if both soft bit and hard bit of the MLC cell
are used, it becomes much more complex as the 2 bits new
data could be 2 bits different, only 1 bit different or 2 bits
the same compared to the stored data. We note that soft bit is
detected first but hard bit is programmed first during the 2-step
read and write access of MLC. Hence, to shorten the latency
of decision making and simplify the control logic, we limit
read operation to only soft bit to the greatest extent possible,
then choose the proper operation from continuing 2-step write,
only hard bit write, or no write at all. The details of MLC-
EWT cases are summarized in Table III, and the design of
MLC-EWT circuit is shown in Fig. 7. The MLC-EWT circuit
generates 2 cut signals for turning off programming current
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TABLE III

WRITE OPERATIONS OF MLC SHARED MEMORY WHEN BOTH SOFT
BIT AND HARD BIT ARE USED. HW–ONLY WRITE HARD BIT,

AND 2W – 2-STEP WRITE

Fig. 7. MLC-EWT circuit.

of hard bit (HW_CUT) and soft bit (SW_CUT) separately
during programming of hard bit. The MLC-EWT circuit first
detects if the 2 bits of the new data are the same, then uses
the result as SW_CUT to turn off soft bit write. Hard bit
write is only cut when the stored 2-bit data is the same as the
new value. We estimated the area and energy overheads of the
MLC-EWT circuit using PTM 32nm HP models in HSPICE.
As this circuit is added on each column (e.g., 256 memory
cells per column), the average energy overhead of generating
the write cut signals is about 2.12 f J per column and the
area overhead per column is only 16.32um2, which are both
marginal compared to the write energy of MLC-STT and the
total area of memory (Table II).
When writing a line of shared memory, however, it is less

likely that the overall processing time of the write can be
terminated early because most likely at least one cell requires
both steps. Nonetheless, the early terminated write process
still substantially reduces the total energy consumption of
MLC write operations. Our execution analysis shows that the
flipping bits are not the majority of all the bits during write
operations, as shown in Fig. 6. On average, only 6% MLC-
STT cells actually need 2-step write. Benefit from remapping
scheme, some applications only need soft bit write which use
less than half of shared memory size, like HOT, PF, DCT, and
BP. Thus, we designed an early write termination circuit in
the MLC shared memory to avoid useless writes.

IV. EVALUATION SETUP

We implement all the designs on GPGPU-sim [10], a cycle-
accurate GPU performance simulator, for system functionality
verification and performance evaluation. The baseline GPU
is configured as Nvidia GTX480 [23]. Table IV summarizes
the parameters of our system configuration. Loose round-

TABLE IV

GPGPU-SIM CONFIGURATION

robin (LRR) scheduler, which is widely adopted in GPU
warp scheduling, is selected as the basic scheduler in the
simulated system. The SM operating frequency is set to
700MHz. We assume a fixed capacity of 64Kb for both
SRAM and SLC-STT register banks. When MLC-STT is
applied for same-area policy, the bank capacity is raised to
128Kb. The parameters of MLC memory bank are generated
from a modified NVsim [29] at 32nm technology node. The
STT device parameters from [14] are adopted for cell area
estimation. The detailed configurations of register banks can
be found in Table II.
Ten GPU workloads from [7], [10], [13] [31] are selected in

our performance evaluation. Table I shows that the register file
usage of the selected workloads varies from 27.2% to 92.9%
and the shared memory usage varies from 0% to 99%, offering
a good coverage on all representative cases.

V. EVALUATION RESULTS AND DISCUSSION

In this section, we evaluate the effectiveness of MLC-STT
register file and shared memory implementations in improv-
ing GPU runtime performance and energy consumption, and
compare it with SRAM and SLC-STT options.

A. MLC-STT Based Register File

1) System Performance: Fig. 8 summarizes the GPU per-
formance with different register file configurations over the
selected benchmarks. All the results are normalized to that
of the baseline with SRAM register file (“SRAM”). It shows
that simply replacing SRAM with SLC-STT or MLC-STT
without any optimizations (“SLC” and “MLC”, respectively)
results in on average 7.23% and 6.89% performance degrada-
tion, respectively. In particular, significant system performance
degradation (>14%) was observed in the applications that have
intensive register file accesses, e.g., MRI-Q, STO and BLK,
due to the long read and write access latencies of SLC-STT
and MLC-STT. However, some benchmarks with high reg-
ister file usage (i.e., HOT, LBM, and BP) outperform the
SRAM baseline, thanks to the doubled register file capacity.
Interestingly, NN also shows performance improvement even
its register file usage is only 27.2% across all kernels. Our
detailed analysis found that the register file usage of NN is
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Fig. 8. System performance comparison under different register file configurations. All the results are normalized to that of SRAM baseline design.

Fig. 9. Register usage of the first 4 kernels in each benchmark.

concentrated on only one kernel, as shown in Fig. 9. Hence,
the increased register file capacity greatly raises the number
of the threads that can be issued on that kernel, resulting in
considerable performance improvement.
When remapping strategy is applied (“MLC+RM”), the

two-step read and write operations of MLC-STT register file
are minimized, introducing on average 4.17% enhancement
in system performance compared to “MLC”. Remapping is
particularly effective in the benchmarks that are sensitive to
register file access latency: In SC and HOT, for example, the
performance improvements w.r.t. “MLC” are as high as 7.5%
and 7.01%, respectively.
Note that rescheduling scheme can be applied to both

SLC-STT and MLC-STT register file designs to alleviate the
impact of the long access latency on GPU performance. Hence,
we simulated the performances of the GPUs that have 1) the
SLC-STT register file with rescheduling scheme (“SLC+RS”)
and 2) the MLC-STT register file with both remapping strat-
egy and rescheduling scheme (“MLC+RM+RS”), respec-
tively. Simulation results show that the GPU performance
of “SLC+RS” or “MLC+RM+RS” substantially improves
by 4.47% or 5.89% compared to “SLC” or “MLC+RM”,
respectively. Compared to SLC-STT, the benefit of reschedul-
ing scheme is more prominent in MLC-STT because of
the longer access latency of MLC-STT cells. Among five
register-hungry benchmarks (MRI-Q, HOT, NN, LBM, and BP),
MLC+RM+RS even outperforms SRAM baseline signifi-
cantly, say, on average 10.4% speedup. Across all benchmarks,
MLC+RM+RS still outperforms SRAM baseline by 2.51%.

2) Effectiveness of Remapping and Rescheduling: To further
evaluate the effectiveness of the proposed remapping strategy,
we compare the ratio of the accesses to the hard-bit and soft-
bit rows and the usage of these two types of rows in different

Fig. 10. The statistics of soft-/hard-bit row accesses with/without remapping.

Fig. 11. Rescheduling influence on timescore of issued warps (x-axis: the
number of timescore, y-axis:percentage of issued warps).

benchmarks before and after the remapping strategy is applied.
Fig. 10 shows the statistical results. Without remapping,
on average 53% of accesses fall on soft-bit rows, accounting
for 50.2% of register bank entries in use. The observation
indicates the register file accesses are evenly distributed to the
soft-bit and hard-bit rows. The situation changes dramatically
after applying the remapping strategy: the accesses to soft-bit
rows are greatly promoted to 97.3%. Accordingly, averagely
95.1% of overall soft-bit rows are occupied.
Moreover, for the five benchmarks with less register usage

(BLK, BFS, PF, SC, DCT, STO, and NQU), the soft-bit rows
are sufficient to supply all the register demand, leading to
100% of access and usage ratios. The other five register-
hungry benchmarks, however, need to activate more thread
blocks. We attempt to maximize the use of the soft-bit rows
and allocate the rest to the hard-bit rows. On average, only
7.5% of hard-bit rows are taken by 11.8% of total register
accesses among the five register-hungry benchmarks.
The effectiveness of the proposed rescheduling scheme can

be represented by timescore of each warp after it is issued. The
statistical results before and after applying the rescheduling
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Fig. 12. Register Energy consumption under different register file configurations. All the results are normalized to that of SRAM baseline design.

Fig. 13. Normalized energy efficiency.

scheme are compared in Fig. 11. Before scheduling is applied,
majority (>80%) of issued warps need to wait for more
than one cycle before successfully retrieving the operands
from register file. After applying the scheduling, more than
50% warps can immediately access the register file while
the maximum timescore of all the warps reduces from more
than 12 cycles down to 5 cycles.

3) Energy Consumption and Energy Efficiency: Fig. 12
shows the energy consumption of register files with different
configurations, including both dynamic and leakage energies.
Again, all the results are normalized to the SRAM baseline.
Thanks to the non-volatility of STT-RAM, the leakage energy
consumption of register files dramatically reduces when SLC-
STT and MLC-STT are applied. However, directly applying
SLC-STT and MLC-STT without any optimizations incurs
considerable increase in dynamic energy consumption. The
higher dynamic power consumption in MLC is due to the
complex 2-step write and read operations: On average, SLC
achieves approximately 17.6% of energy reduction compared
to SRAM baseline while MLC achieves 5.3% total energy
saving. In general, the dynamic energy of both SLC-STT and
MLC-STT register files dramatically reduces when remapping
strategy is applied: On average, MLC+RM consumes 15.0%
less energy than SRAM, which is very close to that of SLC. In
the benchmarks which have less execution time and require a
small amount of register file (e.g., NQU and STO), less energy
saving is achieved in both SLC and MLC RF implementations.
Note that rescheduling scheme does not reduce the number of
write operations. Hence, it does not affect energy dissipation
visibly. All the simulations above have taken into account the
energy consumed on the additional control circuits.
In this work, we use the ratio of the normalized performance

over energy from [32] to measure the energy efficiency of our
proposed MLC-STT register file design. Fig. 13 shows the

normalized energy efficiency of various register file configura-
tions with and without optimizations. Our design, i.e., MLC-
STT register file with remapping strategy and rescheduling
scheme (“MLC+RM+RS”), achieves the best energy effi-
ciency in 7 out of 10 benchmarks. On average, it is 40.0%
more efficient than SRAM baseline and 14.9% better than the
design of SLC+RS.

B. Evaluation of MLC-STT Shared Memory

Our evaluation also shows that SLC-based shared memory
design introduces on average 15.4% performance degradation
due to the its long write latency, as shown in Fig. 14. The
memory write dominant workloads suffer from significant
performance loss: NQU and STO show more than 30% per-
formance degradation in the SLC implementation. The naïve
MLC implementation even show larger performance degrada-
tion in the workloads that do not need a large shared memory,
such as PF, BP, HOT, and DCT. However, in STO and NQU
which request large shared memory space to enable frequent
on-chip data accesses, the system performance benefits from
the increased shared memory capacity introduced by MLC.
The introduced average performance improvement is 19.4%
compared to SLC. Similar to MLC-RF, remapping strategy
(MLC+RM) helps to minimize the costly two-step MLC
read and write operations. The performance of 6 benchmarks
averagely increases by 14.3%, and is close to that of SRAM
baseline. When write termination is applied, the performance
will be further improved by 3.45%.
Fig. 14(b) compares the energy consumption of various

configurations. Over all 6 GPGPU workloads, SLC-STT based
shared memory design averagely saves 49.3% total energy
compared to SRAM baseline. MLC-STT based shared memory
averagely saves only 24.4% total energy compared to SRAM
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Fig. 14. (a) Performance, (b) Energy consumption, and (c) Normalized
energy efficiency of MLC-based shared memory(_D means dynamic energy
consumption, _L meas leakage energy consumption).

baseline due to the costly 2-step read/write accesses. Non-
optimized MLC implementation introduces significant energy
overhead in the workloads that are write intensive: In STO,
MLC-based shared memory does not save any energy and
indeed consumes 19.5% more energy than the SRAM baseline.
When applying remapping algorithm, the power consumption
is reduced a lot for HOT, PF, DCT, and BP as they require
less than half of the available shared memory capacity and all
their requests are mapped into soft-bit rows. The application
of write termination further reduces the power consumption
of all the benchmarks. NQU, which has the highest ratio of
the unchanged-data write accesses, achieves the largest energy
reduction (43.7%) among all 6 benchmarks.
As shown in Fig. 14(c), MLC-STT shared memory with

remapping strategy and write termination (“MLC+RM+WT”)
achieves the best energy efficiency in all 6 benchmarks. It is
116% more energy-efficient than SRAM baseline and 48%
than the SLC design.

C. Overall Energy and Performance Impacts

We also evaluate the overall performance and power saving
of a streaming multiprocessor having both MLC-RF and
MLC-SM in the 6 benchmarks. As shown in Fig. 15, on aver-
age, the MLC-based streaming multiprocessor design achieves
5.47% performance improvement and 3.2% energy saving
across all 6 benchmarks. Positive energy saving is achieved in
all the benchmarks compared to SRAM baseline because of the
near-zero leakage current of STT-RAM. NQU, STO, and HOT
achieve large performance improvement (i.e., 12.1%, 14.7%
and 19.5%, respectively) by using MLC implementation. Such

Fig. 15. Overall performance and energy consumption of MLC-based GPU
streaming multiprocessor.

improvement comes from the increased parallel thread blocks
introduced by the large capacity of MLC-STT. On the contrary,
the workloads that do not need large register file or shared
memory show even slight performance degradation (i.e., 4.2%,
6.83%, and 2.2%, respectively) due to the long write latency
of MLC-STT.

VI. RELATED WORKS

MLC-STT was invented to replace SRAM in the implemen-
tation of last level cache in general-purpose microprocessors
for capacity and energy improvement [17], [21], [33], [34]. To
alleviate the impact of the long read/write latency of MLC-
STT, line pairing and line swapping schemes were proposed by
Jiang et al. to optimize the usage of the read-fast-write-slow
and read-slow-write-fast regions in parallel MLC-STT [18].
In [19], Bi et al. improved the access performance of the
cache implemented with serial MLC-STT that is composed
of the reversely connected MTJs by grouping the bits of the
cache cells into fast and slow entries.
In modern GPU designs, on-chip memory size rapidly

grows. Register file quickly takes the place of cache and
becomes the largest on-chip memory component to support
large volume of parallel threads and fast context switching; the
capacity of shared memory has been increased generation by
generation to provide enough memory space for data sharing
among the threads in one thread block [4], [6], [35], [36].
Many studies have been conducted to enhance the efficacy of
register file and shared memory, such as unifying the memory
space of register file, shared memory and L1 cache to provide
dynamic re-configurable memory size based on application
requirement [25], adding an extra cache to reduce the access
number of register file [37], and turning off unallocated
register file entries by a tri-modal access control unit for
leakage power reduction [26].
As the on-chip memory capacity is severely constrained by

the large cell area of SRAM, embedded DRAM (eDRAM) [32]
and SRAM-DRAM hybrid structure [38] were introduced into
the register file design in GPGPUs. Recently, Goswami et al.
proposed using SLC-STT to implement register file and
shared memory in GPUs for power and performance improve-
ments [9]. To mitigate the read disturbance of STT-RAM,
Hang et al. applied a software-hardware co-designed solution
to reduce the performance loss and energy overhead caused
by restore operations while maintaining the reliability of
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read [39]. Some studies have been focused on addressing the
costly write of STT-RAM for GPU register file, such as [40]
and [41]. As GPU becomes the primary compute processor for
AI and tensor core is added in SM for matrix multiplication
running with other math units together in parallel [42], more
register file and shared memory capacity are desired. Our
MLC-STT-based design further explores the improvement
space of performance and power through higher integration
density and more flexible tradeoff between access performance
and effective storage capacity. We note that MLC-STT is also
facing the endurance and read disturbance as SLC, some even
more serious. As we focus on mitigating the impact of long
latency and high energy of hard bit write in this work, we plan
to address the bit-level disturbance and endurance issues at
architecture level next, as well as consider other types of
MTJ devices have less program current, like perpendicular
MTJ [43].

VII. CONCLUSION

In this work, we propose a MLC-STT register file design
to overcome the limited scalability of SRAM-based register
file and shared memory in GPU architecture. By leveraging
high integration density and non-volatility of MLC-STT, our
design dramatically reduces the area and leakage power of
GPU register file and shared memory. To overcome the per-
formance degradation due to the slow access to the hard bits
of MLC-STT cells, we propose a remapping strategy that
allocates frequently-accessed registers into soft-bit rows with
faster access speed and less energy consumption whenever
it is possible. A bank-status-aware-scheduling scheme is also
invented to reorder the warp issuing to minimize the access
stalls induced by the long write accesses. Experimental results
show that the MLC-STT designs deliver better system perfor-
mance than that of conventional SRAM baseline while achiev-
ing significant area reduction and system energy efficiency
improvement.
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