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The invention of Transformer model structure boosts the performance of Neural Machine Translation (NMT)

tasks to an unprecedented level. Many previous works have been done to make the Transformer model more

execution-friendly on resource-constrained platforms. These researches can be categorized into three key

fields: Model Pruning, Transfer Learning, and Efficient Transformer Variants. The family of model pruning

methods are popular for their simplicity in practice and promising compression rate and have achieved great

success in the field of convolution neural networks (CNNs) for many vision tasks. Nonetheless, previous

Transformer pruning works did not perform a thorough model analysis and evaluation on each Transformer

component on off-the-shelf mobile devices. In this work, we analyze and prune transformer models at the

line-wise granularity and also implement our pruning method on real mobile platforms. We explore the

properties of all Transformer components as well as their sparsity features, which are leveraged to guide

Transformer model pruning. We name our whole Transformer analysis and pruning pipeline as TPrune.

In TPrune, we first propose Block-wise Structured Sparsity Learning (BSSL) to analyze Transformer model

property. Then, based on the characters derived from BSSL, we apply Structured Hoyer Square (SHS) to derive

the final pruned models. Comparing with the state-of-the-art Transformer pruning methods, TPrune is able to

achieve a higher model compression rate with less performance degradation. Experimental results show that

our pruned models achieve 1.16× - 1.92× speedup on mobile devices with 0% - 8% BLEU score degradation

compared with the original Transformer model.
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1 INTRODUCTION

1.1 Motivation

In modern cyber-physical systems (CPS), the human-computer interaction plays an important
role many Human-centered applications. As a result of that, Neural Machine Translation (NMT)
acts as an input media for better human machine interface understanding in CPS. Transformer
has emerged in the NMT tasks as a promising paradigm for sequence modeling [1]. Empowered
by the stacking of attention and large feed forward layers, Transformer successfully achieves
state-of-the-art performance in many NMT benchmarks. In recent years, the performance of many
pre-trained attention-based models has been further enhanced by larger datasets as well as larger
model sizes [2–4].

However, the ever-growing model size of the transformer models introduces tremendous memory
consumption and computational cost, making the models hard to be deployed onto real-time
CPS [5, 6]. Running the transformer models on remote servers may potentially cause latency,
privacy, and security problems [7, 8]. Hence, efficiently executing transformer models on resource-
constrained platforms becomes critical [9–12]. Among all the solutions, compressing the model size
has been proven as an effective way to reduce the resource needs of transformer model execution.
Current model compression techniques for Transformer models mainly fall into three categories –
Model Pruning, Transfer Learning, and Efficient Transformer Variants.
Model Pruning method fine-tunes the original pre-trained model to force the weights [13–15]

or activations [16–18] to be zeros as many as possible. A transformer model may be pruned at
four different pruning granularity levels, say, layer-wise pruning [19], head-wise pruning [20, 21],
line-wise pruning [22] and element-wise pruning [23].

Transfer Learning method aims at using the knowledge from a pre-trained large model to guide
the training of a smaller model structure. In [24], Sanh et al. initially remove 1 out of every 2 layers
of the teacher model to form the student model. Then, the student model is trained based on the
KL-divergence of the logits from the student and teacher model. In [25], Sun et al. transfer the
knowledge of the Transformer model using both the MSE of feature maps and the KL divergence
of per-head self-attention distribution between the student and teacher models as the loss.

Efficient Transformer Variants method tries to substitute the original costly Transformer modules
with more efficient operators. For example, in [26], Zhang et al. introduce average layer and gating
layer to summarize history attention via a cumulative average operation over previous positions to
replace the original self-attention scheme. In [27], Wu et al. introduce Long-Short Range Attention,
which designates different heads for local heads modeling and long-distance relationship to broaden
the functionalities of attention structure in Transformer.

Among all three model compression methods, model pruning is the most straightforward tech-
nique. Compared with transfer learning and efficient Transformer variants, model pruning neither
requires extra human effort in model structure design nor needs to train the model from scratch.

1.2 Proposed Method

Our work falls into the category of model pruning for real-time cyber-physical system on mobile
devices at line-wise pruning granularity, similar to [22]. Note that model pruning is orthogonal to
other model compression methods. All the models, including original Transformer and Transformer
variants, can be pruned with possibly accuracy tradeoff. Therefore, in this work, we compare our
method with all the model pruning works on Transformer models. Different from these works where
pruning is often performed heuristically, we thoroughly analyze all the Transformer components to
find the best pruning scheme that can achieve a satisfactory sparsity-accuracy tradeoff. Moreover,
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we quantitatively test the real inference speedup of our pruned Transformer models on resource-
constrained mobile devices and report these first-hand results.

1.3 Contributions

In the CPS enabled by NMT, the security of the users and translation latency are two key challenges.
In this work, we propose TPrune, a Transformer-based analyzing and pruning method for efficient
deployment of Neural Machine Translation (NMT) applications on mobile devices. With TPrune,
we are able to derive more efficient Transformer models for the local execution on embedding
devices so as to enable better user-privacy and lower response latency in CPS. Specifically, the
contributions of this work can be summarized as follows:

• We use Block-wise Structure Sparsity Learning (BSSL) to exploit the redundancy of the
Transformer model through group lasso regularizer.

• We visualize the Transformer model pruned using BSSL and analyze the sparsity pattern of
the pruned model. We then derive the pruning rules of each Transformer component.

• We extend Structured Hoyer Square (SHS) regularizer from Convolutional Neural Networks
(CNNs) to Transformer models guided by the derived pruning rules.

• We evaluate the model performance, sparsity, and computational cost of the model pruned
by TPrune on real mobile devices. We also compare the effectiveness of TPrune with other
state-of-the-art works in the field of Transformer pruning [21] and pruning regularizer [14].

The remainder of our paper is organized as follows: In Section 2, we first give a brief introduction
to Transformer architecture. Second, we profile the characteristics and computational costs of
different neural network layers on mobile devices and present the challenge of Transformer
deployments. Then, we summarize the related Transformer model pruning works and how these
works related to our work. Finally, we illustrate the regularizers that are widely used for model
pruning. In Section 3, we first present the objects of our analysis. Then, we introduce Block-wise
Structure Sparsity Learning (BSSL) and use it to derive the pruning properties of Transformer
models. In Section 4, we first adopt Structured Hoyer Square regularizer for Transformer line-wise
pruning. Then, we discuss our pruning strategy of the Transformer model based on the guidance
of BSSL-based analysis in Section 3. In Section 5, we give the experimental setup and results of
our pruned Transformer models including the model sparsity, execution speedup, and overall
performance of TPrune. Section 6 concludes the paper.

2 PRELIMINARY

2.1 Transformer Architecture

Fig. 1 depicts the architecture of Transformer model in [1]. Transformer is a sequence-to-sequence
model which is composed of decoder (left) and encoder (right). Both decoder and encoder are made
up of several identical Transformer blocks. The input and output of each block in Transformer
have identical dimensions (𝑑𝑚𝑜𝑑𝑒𝑙 ), which are the same as the embedding dimension (𝑑𝑒𝑚𝑏𝑒𝑑 ) of
the input/output words. Following [1], in this work, we set 𝑑𝑚𝑜𝑑𝑒𝑙 to 512. In each Transformer
block, there exist two main components, which are Multi-Head Attention (MHA) and Feed Forward
Network (FFN). The detail of these two components will be illustrated in Section 3. In [1], translation
tasks are adopted in the experiment. Similarly, in this work, we also conducted our experiments on
NMT English to German translation task.

2.2 Model Profiling on Mobile Devices

Although Transformer could be categorized as a deep neural network which is full of linear
weight matrix that seems amiable to deep compression [13], the normalized weight magnitude
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Fig. 1. Transformer Architecture in [1]

(a) ResNet on Cifar10 (b) Transformer on WMT
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Fig. 2. Weight distribution of (a) ResNet and (b) Transformer

of Transformer models is much larger than that of CNNs due to the nature of the target tasks.
Fig. 2 compares the weight distribution of Transformer on WMT dataset [28] and ResNet [29] on
CIFAR-10 dataset [30]. Note that Transformer and ResNet are targeting at language processing
and computer vision, respectively. For the ease of comparison, we visualize the weights from −1
to 1 for both models. Comparing with the ResNet in Fig. 2(b), the range of the distribution of the
Transformer’s weights is much wider, meaning that the weight magnitude of Transformer models
is much larger than that of CNNs. Therefore, the pruning of Transformer faces many challenges
compared to the pruning of CNNs, which has been proven in many previous works [20–23].
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Fig. 3. Comparison between Fully-connected layers and Convolutional layers.

In order to understand the properties of different types of layers in deep neural networks, we
deploy three representative models on Nexus5 [6, 31], which are Lenet [32], Inception-BN [29],
and VGG-16 [33]. For each model, we obtained the breakdown of time consumption and memory
cost of convolutional layers, fully-connected layers, and other layers. As shown in Fig. 3, fully-
connected layers and convolutional layers consume most resources during the execution. More
specifically, fully-connected layers are the most memory-intensive while convolutional layers
are the most computation-intensive. For Transformer, both MHA and FFN are composed of fully-
connected layers. Therefore, reducing the number of model parameters is critical to the deployment
of Transformer on resource-constrained mobile devices.

2.3 Transformer Model Pruning

As mentioned in Section 1.1, many previous works have been done in the field of Transformer
model compression. In the field of NMT tasks, besides efficient Transformer variance [26, 27, 34],
Transformer pruning is the most popular topic for Transformer compression due to its simplicity
and practicality [19–23]. These Transformer pruning works could be classified into the following
types in terms of different pruning granularities.
Layer-wise pruning uses Transformer layers as the smallest pruning granularity. For example,

in [19], Fan et al. propose LayerDrop, which selects sub-network of any depth from the origi-
nal Transformer network during inference time. In LayerDrop, a drop rate is learned for each
Transformer layer during training and only the highest-scored layers are adopted during testing.

Head-wise pruning uses attention heads in Transformer as the smallest pruning granularity.
For example, in [20], Voita et al. apply gates on each head of MHA for pruning using stochastic
relaxation. It prunes half of all heads in Transformer with less than 0.25 BLEU degradation. In [21],
Michel et al. also mask the heads in MHA iteratively based on the proposed proxy score to evaluate
the importance of each attention head.
Line-wise pruning uses rows or columns in Transformer layer matrices as the smallest pruning

granularity. For example, in [22], Kenton et al. utilize auto-sizing to prune Transformer model
weights with regularizer and proximal gradient descent. However, auto-sizing severely affects the
performance of the pruned model. For example, the BLEU score drops from 27.9 to 20.9 when 20%
of parameters are removed in Arabic to English translation task.
Element-wise pruning uses random weights as the smallest pruning granularity. For example,

in Transformer.zip [23], Cheong et al. implement iterative magnitude pruning, which masks out
the weights that are less than a certain threshold and iteratively retrain the model. Although
element-wise pruning, in general, leads to a higher sparsity than other pruning methods, it achieves
real speedup only under some specific hardware setting.
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Moreover, BERT is a self-supervised approach to train a pre-trained model for many downstream
language tasks with Transformer structure [2]. Many model compression works have also be
done on BERT utilizing various technologies like transfer learning [24, 25], pruning [35–37], and
quantization [38, 39].

TPrune falls into the category of line-wise pruning. In this work, we mainly focus on the speedup
of the execution of NMT tasks of Transformer models using pruning methods when being deployed
on resource-constrained platforms.

2.4 Model Pruning with Regularizer

When pruning a model, we could use a straightforward training loss: 𝐿0 regularization of model
weights. In such a case, 𝐿0 represents the number of non-zero weights. However, 𝐿0 is non-convex
and indifferentiable. Hence, gradient-based methods are hard to apply to 𝐿0 regularizer. In [40],
Han et al. iteratively prune a fixed percentage of weights with the smallest magnitude. Such a
heuristic method hardly achieves the optimal compression rate. As an alternative, 𝐿1 regularizer
is introduced. In [41], Liu et al. apply 𝐿1 regularizer on weights to achieve element-wise sparsity.
However, the drawback of 𝐿1 is its scale-variance property, meaning that the gradient varies with
respect to the scale of the original weight magnitude.

Structured pruning extends element-wise pruning to group-wise. By removing groups of weights
from the original model weights, the memory usage locality can be preserved and the speedup on
real computing systems can be achieved. In [14], Wen et al. group each column and row of the
weight matrix using 𝐿2 norm and minimize the 𝐿1 of all these grouped weights. Similarly, in [22],
Kenton et al. apply 𝐿1 to the 𝐿∞ of all the grouped weights, where the scale variance problem still
holds. In [20], Gate method is proposed to apply on each head of MHA component in Transformer.
The gate value is drawn independently from a parameterized concrete distribution. However, such
a method incurs extra overheads in the gate approximation, making it less scalable.

2.5 Structured Hoyer Square (SHS)

In TPrune, we adopt Structured Hoyer Square (SHS) for structured Transformer model pruning [42].
Previously, the effectiveness of SHS on CNNs has been demonstrated in [42]. In this work, we
will explore the challenges of applying SHS to Transformer models for sequence-to-sequence
applications.
The key reason why we adopt Hoyer regularizer is because of its scale-invariant property, i.e.,

𝑅(𝛼𝑋 ) = 𝑅(𝑋 ), where Hoyer regularizer 𝑅(𝑋 ) equals:

𝑅(𝑋 ) =
∑
𝑖 |𝑥𝑖 |√∑
𝑖 𝑥

2
𝑖

. (1)

The minima structure of Hoyer regularizer is close to 𝐿0, which meets the intention of weight

pruning. In order to align Equation (1 )of scale (0 −
√
𝑁 ) with 𝐿0 of range (0 − 𝑁 ), Hoyer-Square

(HS) regularizer is proposed for element-wise sparsity [42] as:

𝐻𝑆 (𝑊 ) = (∑𝑖 |𝑤𝑖 |)2∑
𝑖 𝑤

2
𝑖

. (2)

In addition to scale-invariant, the HS regularizer is also differentiable. It has the same range and
minima structure as the 𝐿0 norm. In the scenario of structured pruning, HS regularizer is turned
into Structured Hoyer Square (SHS), which can be expressed as:

𝑆𝐻𝑆 (𝑊 ) =
(∑𝐺

𝑔=1 | |𝑤 (𝑔) | |2)2∑𝐺
𝑔=1 | |𝑤 (𝑔) | |22

, (3)
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where | |𝑤 (𝑔) | |2 denotes the 𝐿2 norm of group of weights𝑤 (𝑔) . Hence, Equation (3) is equivalent to:

𝑆𝐻𝑆 (𝑊 ) =
(∑𝐺

𝑔=1 | |𝑤 (𝑔) | |2)2
| |𝑊 | |22

, (4)

3 ANALYSIS OF TRANSFORMERWITH BLOCK-WISE STRUCTURE SPARSITY

LEARNING

3.1 Analysis of Model Components

As mentioned in Section 2, Transformer is mainly made up of two layer components, of which we
want to decrease the parameter size:

Multi-Head Attention (MHA):Multi-head attention components take three matrices: Query
(Q) of dimension 𝑑𝑞 , Key (K) of dimension 𝑑𝑘 , and Value (V) of dimension 𝑑𝑣 as input and generate
the transformed matrices of dimension 𝑑𝑜 . In [1], 𝑑𝑞=𝑑𝑘=𝑑𝑣=𝑑𝑜=𝑑𝑚𝑜𝑑𝑒𝑙/𝑛, where 𝑛 represents the
number of heads in MHA components, which is set to 8. Hence, 𝑑𝑞=𝑑𝑘=𝑑𝑣=𝑑𝑜=𝑑𝑚𝑜𝑑𝑒𝑙/ℎ=512/8=64.
For multi-head self-attention, Q, k, V are identical. Formally, MHA is calculated as:

𝑀𝐻𝐴(𝑄,𝐾,𝑉 ) = 𝐶𝑜𝑛𝑐𝑎𝑡 (ℎ1, ..., ℎ𝑛)𝑊 𝑜 ,

𝑤ℎ𝑒𝑟𝑒 ℎ𝑖 = 𝐴𝑡𝑡𝑛(𝑄𝑊𝑄
𝑖 , 𝐾𝑊 𝐾

𝑖 ,𝑉𝑊𝑉
𝑖 ). (5)

In Equation (5), the attention function (𝐴𝑡𝑡𝑛) equals:

𝐴𝑡𝑡𝑛(𝑄,𝐾,𝑉 ) = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝑄𝐾𝑇 /
√
𝑑𝑘 )𝑉 . (6)

As expressed in Equation (6), attention operation basically multiplies 𝑄 and 𝐾 (scaled by
√
𝑑𝑘 ),

applies softmax on the results and multiplies it with 𝑉 , where no model parameters are involved.
Therefore, our pruning targets of MHA are𝑊𝑄 ,𝑊 𝐾 ,𝑊𝑉 , and𝑊 𝑜 , where𝑊 𝑜 is called the output

transform matrix. Because 𝑄 , 𝐾 , 𝑉 matrices are of the same shape,𝑊𝑄
𝑖 ,𝑊 𝐾

𝑖 , and𝑊𝑉
𝑖 (𝑖 = [1...8])

could be combined into one weight matrix and computed in parallel. Here𝑊𝑄 ,𝑊 𝐾 ,𝑊𝑉 are of
shape (𝑑𝑚𝑜𝑑𝑒𝑙 , 𝑑𝑚𝑜𝑑𝑒𝑙 ) and𝑊

𝑜 is also of shape (𝑑𝑚𝑜𝑑𝑒𝑙 , 𝑑𝑚𝑜𝑑𝑒𝑙 ).
Fully-connected Feed-forward Network (FFN): Fully-connected Feed-forward Networks

(FFN) take the output of MHA as input and consist of two subsequent fully connected layers with
ReLU activation function in between. FFN is formulated as:

𝐹𝐹𝑁 (𝑥) =𝑚𝑎𝑥 (0, 𝑥𝑊𝑓 𝑓 𝑛1 + 𝑏1)𝑊𝑓 𝑓 𝑛2 + 𝑏2, (7)

where 𝑏1 and 𝑏2 are biases. Therefore,𝑊𝑓 𝑓 𝑛1 and𝑊𝑓 𝑓 𝑛2 are the pruning targets of FFN components,
which are of shape (𝑑𝑚𝑜𝑑𝑒𝑙 , 𝑑𝑓 𝑓 𝑛) and (𝑑𝑓 𝑓 𝑛, 𝑑𝑚𝑜𝑑𝑒𝑙 ), respectively. Following [1], 𝑑𝑓 𝑓 𝑛 equals 2048,
which is 4 times of 𝑑𝑚𝑜𝑑𝑒𝑙 .

3.2 Analysis of Pruning Target

Although our pruning targets are fully-connected layers, there still exist some challenges in learning
the compact structure of Transformer. Transformer is composed of encoder and decoder, which
may have different layer properties due to their different functionalities. Moreover, the input
dimension of𝑊𝑓 𝑓 𝑛1 denotes the dimension of the input word embedding (𝑑𝑒𝑚𝑏𝑒𝑑 ) while the output
dimension represents the linear transformations (𝑑𝑓 𝑓 𝑛). It is hard to prune the model without a
full understanding of the underlined meanings of the network configurations. More specifically, in
order to better prune a Transformer model, we need to answer several questions relevant to the
properties of Transformer components:

◦ For each of our pruning targets (𝑊𝑄 ,𝑊 𝐾 ,𝑊𝑉 ,𝑊 𝑜 ,𝑊𝑓 𝑓 𝑛1 and𝑊𝑓 𝑓 𝑛2), should we prune it
row-wise, or column-wise, or both row-wise and column-wise?

◦ Should we treat encoder and decoder equally during pruning?
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Fig. 4. Block-wise structured sparsity learning.

◦ Is the pruning properties the same for shallow layers and deep layers?
◦ Should𝑊𝑄 ,𝑊 𝐾 ,𝑊𝑉 be pruned with the same sparsity in MHA?

We will answer these questions in the following sections.

3.3 Block-wise Structured Sparsity Learning (BSSL)

In this work, we use Block-wise Structured Sparsity Learning (BSSL) to analyze the pruning
properties of Transformer. In BSSL, we divide the original weight matrix into several sub-blocks
with the same shape. We apply row-wise and column-wise group lasso penalty on each sub-block
with the same weight decay. Row-wise and column-wise BSSL regularizer on a single sub-block of
shape (𝑟, 𝑐) is formulated as:

𝐿𝑟𝑜𝑤 (𝑊 ) =
𝑟∑
𝑖=1

√√√ 𝑐∑
𝑗=1

(𝑊 [𝑖, 𝑗])2 (8)

and

𝐿𝑐𝑜𝑙 (𝑊 ) =
𝑐∑
𝑖=1

√√√ 𝑟∑
𝑗=1

(𝑊 [ 𝑗, 𝑖])2 . (9)

For an original weight matrix𝑊 , which is divided into 𝑥 ×𝑦 sub-blocks, the final training loss for a
model with 𝑙 layers can be defined as:

𝐿 = 𝐿𝐷 + 𝜆
𝑙∑
𝑖=1

𝑥∑
𝑗=1

𝑦∑
𝑘=1

(𝐿𝑟𝑜𝑤 (𝑊[𝑖, 𝑗,𝑘 ] ) + 𝐿𝑐𝑜𝑙 (𝑊[𝑖, 𝑗,𝑘 ] )), (10)

where 𝜆 is the weight decay, which controls the tradeoff between the loss on training data (𝐿𝐷 )
and BSSL regularizer penalty. Here,𝑊[𝑖, 𝑗,𝑘 ] denotes the sub-block with index ( 𝑗 , 𝑘) in the original
weight matrix of layer 𝑖 .

Essentially, BSSL is a generalization of weight pruning with different granularities. For example,
when the sub-block shape equals the original weight matrix shape, BSSL is line-wise pruning.
When sub-block shape is (1, 1), it becomes element-wise pruning. BSSL can be used to analyze the
best pruning granularity of Transformer as follows:

◦ In order to understand which dimension of each weight matrix is more likely to be pruned,
all sub-blocks of each layer have an identical size. As a result, the penalty on each row and
column of the sub-block is the same.
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◦ For𝑊𝑄 ,𝑊 𝐾 , and𝑊𝑉 in MHA layer, the dimension of sub-block is equal to head width. In
this way, we could understand how many heads are needed for each MHA component and
what is the dimension that is required for each head.

◦ For𝑊 𝑜 in MHA layer, we divide them into 2 × 2 sub-blocks. Each sub-block is of shape
(256, 256).

◦ For𝑊𝑓 𝑓 𝑛1 and𝑊𝑓 𝑓 𝑛2 in FFN, we set the sub-block of the same shape as𝑊 𝑜 . Therefore,𝑊𝑓 𝑓 𝑛1

and𝑊𝑓 𝑓 𝑛2 are divided into 2 × 8 sub-blocks and 8 × 2 sub-blocks, respectively.

Fig. 4 depicts the implementation procedure of BSSL analysis. For a target Transformer model,
we first train an original full-size model. Then, we build a new Transformer graph, where each
original layer matrix is replaced with tiled sub-blocks. The input dimension of the original layer
matrix is split and fed into the tiled layer matrix and the output dimension of the tiled layer matrix
is concatenated so as to be fed into the next layer. In this way, each layer in the original Transformer
could be transformed into the block-wise layer matrix independent of the other layers. Because the
combined shape of all the sub-blocks is the same as the original weight matrix, we initialize all the
sub-blocks with the original weight values. After initialization, the block-wise Transformer models
could achieve the same accuracy as the original model. Last, we apply row-wise and column-wise
group lasso on each sub-block and perform the BSSL analysis. During training, rows and columns of
each sub-block are expected to become zeros gradually. Finally, we visualize the sparsity properties
of the model after BSSL analysis for a better understanding of Transformer weights redundancy.

3.4 Observation on BSSL Analysis

We apply BSSL on a Transformer model trained on WMT English-German dataset. The weight
decay of BSSL regularizer 𝜆 = 10−3 and the learning rate equals 10−2, which is one-tenth of the
original learning rate. In order to better understand the property of each layer and component
of Transformer, we visualize the line-wise sparsity of the Transformer model after BSSL analysis.
Following previous works [14, 42], the total number of the zero weights are determined by a
pre-defined threshold, which is set to 10−4 in our case.
In Fig. 5, we present the sparsity of 6 encoder layers of Transformer (left part of Fig. 1) after

BSSL analysis. For each encoder layer, there exist𝑊𝑄 ,𝑊 𝐾 ,𝑊𝑉 ,𝑊 𝑜 for MHA and𝑊𝑓 𝑓 𝑛1,𝑊𝑓 𝑓 𝑛2 for
FFN. The blocks in red are the sub-blocks containing no rows or columns that are full of zeros, i.e.,
the sparsity is 0% after BSSL pruning. All the other green blocks indicate that they are of certain
sparsity, either row-wise, column-wise, or both after BSSL analysis. The areas of green denote the
non-zero weights in the blocks and the white areas represent the weights that are zeros. In other
words, the smaller area colored by green in a block, the larger the sparsity of that block is. For
𝑊𝑓 𝑓 𝑛2, we visualize it by its transpose (𝑊𝑇

𝑓 𝑓 𝑛2
).From the visualization of Transformer encoder in

Fig. 5, we observe that:

◦ All the weight matrices are pruned to certain extent for the encoder.
◦ 𝑊𝑄 ,𝑊 𝐾 ,𝑊𝑉 , and𝑊 𝑓 𝑓 𝑛1 should be pruned column-wise while𝑊 𝑜 and𝑊 𝑓 𝑓 𝑛2 should be
pruned row-wise.

In Fig. 6, we present the sparsity of 6 decoder layers of Transformer (right part of Fig. 1) after
BSSL analysis. For each decoder layer, there exist𝑊𝑄 ,𝑊 𝐾 ,𝑊𝑉 ,𝑊 𝑜 for both self-MHA and encoder-
decoder MHA and𝑊𝑓 𝑓 𝑛1,𝑊𝑓 𝑓 𝑛2 for FFN. From the visualization of Transformer encoder after BSSL
in Fig. 6, we observe that:

◦ For both self-MHA and encoder-decoder MHA,𝑊𝑄 ,𝑊 𝐾 ,𝑊𝑉 are all pruned to some extent.
◦ 𝑊 𝑜 ,𝑊 𝑓 𝑓 𝑛1, and𝑊 𝑓 𝑓 𝑛2 hardly get any sparsity even both line-wise and column-wise group
lasso regularizers are applied.
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Fig. 5. Sparsity visualization of Transformer encoder with BSSL.

3.5 Conclusion of BSSL Analysis

Here, we summarize the properties derived from the BSSL analysis by looking into both the encoder
and decoder of Transformer in Fig. 5 and Fig. 6, respectively.
First, with the help of BSSL analysis, we could find some properties of Transformer models,

which have already been discovered in previous works on Transformer understanding [20, 43].

◦ Some heads in Fig. 5 and Fig. 6 are removed entirely, implying that only a subset of heads is
important for translation.

◦ The column-wise sparsity of self-attention MHA in Fig. 5 is high (53.5% on average) while
the sparsity of decoder-encoder MHA in Fig. 6 is much lower (22% on average), implying that
the model prefers to prune encoder self-attention heads. In other words, decoder-encoder
attention heads are more important.

◦ For the self-attention heads in Fig. 6, the heads in shallower layers (e.g., layer 1, 2) are retained
more compared with deeper layers (e.g., layer 5, 6). For example, the column-wise sparsities
of layers 1 and 2 are 13.3% and 23.3%, respectively while the column-wise sparsities of layers
5 and 6 are 36.7% and 93%, respectively.

◦ For the decoder-encoder attention heads in Fig. 6, more heads are retained in deeper layers
(e.g., layer 5, 6). For example, the column-wise sparsities of layer 1 and 2 are 68% and 63%,
respectively while 10% and 16.7% for layers 5 and 6, respectively.
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Fig. 6. Sparsity visualization of Transformer decoder with BSSL.

Besides the properties which have been discovered before, we indeed obtained more understand-
ing of the sparsity visualization in Fig. 5 and Fig. 6 from the BSSL analysis:

◦ Even if we apply the block-wise penalty on Transformer, the final model trained by BSSL
still achieves only line-wise sparsity in most cases. That is the main reason why we propose
line-wise pruning for Transformer.

◦ 𝑊𝑄 ,𝑊 𝐾 are always pruned to the same column-sparsity level while𝑊𝑉 is pruned to a
different sparsity level. This fact can be derived from Equation (6), where 𝑄 and 𝐾 transpose
is multiplied while 𝑉 is related to the 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 of the multiplication result.
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◦ The dimension of FFN could be further compressed in Transformer encoder but not for
Transformer decoder.

◦ All the weights are pruned either row-wise or column-wise because all the sub-blocks want
to utilize the whole embedded dimension and hence, only the internal dimension could be
pruned. In other words, the pruned dimension is always the internal dimension of each
component (MHA and FFN).

Thanks to BSSL analysis, we are able to answer the question aforementioned in Section 3.2 about
the properties of Transformer pruning. Those understandings of Transformer model help us to
propose the pruning strategy in Section 4.

4 TRANSFORMER PRUNING

4.1 Line-wise Transformer Pruning

Based on our analysis, in TPrune, we prune the model line-wise to realize real speedup-up on mobile
devices. In specific, we apply 𝐿1 on 𝐿2 norm of group weights to generate structured sparsity [14].
However, pruning using SSL has its disadvantage regarding the group scale. For example, consider
adding SSL regularizer on a group of weights:𝑊𝑔 , where the 𝐿2 norm of this group of weights
equals 𝑛𝑔 . The corresponding gradient for single weight 𝑤𝑖 in𝑊𝑔 equals 𝑤𝑖/𝑛𝑔 . The gradients
largely depend on the scale of the original weight value as well as the 𝐿2 norm of the group that
the weight belongs to. As aforementioned in Section 2.5, in response to the scale-variant SSL, we
adopt scale-invariant Structured Hoyer Square (SHS). In TPrune, each group of weights 𝑤 (𝑔) in
Equation (4) of SHS regularizer is defined as a row or a column of Transformer layer matrices.

4.2 Pruning Strategy

Based on the pruning properties of Transformer derived from the BSSL analysis, we use SHS to
perform line-wise pruning on our target Transformer model. The detailed pruning strategies are
the follows:

◦ The visualization of BSSL in Fig. 5 shows that we can achieve high sparsity for all the layer
components of Transformer. For Transformer encoder, we prune𝑊𝑄 ,𝑊 𝐾 ,𝑊𝑉 ,𝑊 𝑓 𝑓 𝑛1 in
column-wise and prune𝑊 𝑜 and𝑊 𝑓 𝑓 𝑛2 in row-wise.

◦ The visualization of the BSSL in Fig. 6 shows that the sparsity for FFN and𝑊𝑉 in MHA is very
limited. Therefore, for Transformer decoder, we only prune𝑊𝑄 and𝑊 𝐾 in column-wise.

Same as previous works [14, 42], the pruning procedure includes two steps: pruning and fine-

tuning. In the pruning step, the model is trained with sparsity regularizer (e.g., SSL and SHS),
aiming at removing the redundant weights as many as possible. In the fine-tuning step, the trained
model from the pruning step is further fine-tuned without sparsity regularizer. The gradients are
masked-out for all the zero weights during the fine-tuning step. In Section 5, we will compare our
pruning strategy with naive pruning strategies.

5 EXPERIMENTS

5.1 Experimental Setup

Framework: We implement TPrune with TensorFlow [44], a widely used deep learning framework
for training and testing on varies hardware platforms. More specifically, for the training and pruning
of Transformer model, we use tensor2tensor (T2T) [45]. T2T is a TensorFlow library designed for
machine learning research. It incorporates many datasets, pre-trained models, and pre-defined
hyperparameters to accelerate model development. For the profiling of real-time execution of
Transformer on mobile devices, we adopt TFLite Model Benchmark Tool, which is a TensorFlow
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benchmark tool for embedded software on both IOS and android devices. It converts the original
model structure to TFLite format targeting at embedding systems for profiling purposes.
Benchmarks and Settings: For the whole experiments, we use WMT English-German dataset

provided by T2T to validate the effectiveness of TPrune. English-German dataset consists of around
32𝑘 tokens with shared source-target vocabulary. During the pruning step, the effective batch
size is set to 6𝑘 tokens and trained for 40𝑘 steps. Following the tip in [46], the effective batch size
and training steps are set larger than those in the pruning step, which is 16𝑘 tokens and 800𝑘
steps, respectively. The same as [1], we report the BLEU score as the metric to evaluate model
performance and the testing dataset is newstest2014.
TransformerModel: In all the following experiments, we adopt the same model structure as the

base Transformer structure in the original work [1]. The base Transformer model include 6 layers
for both encoder and decoder. 𝑑𝑚𝑜𝑑𝑒𝑙 and 𝑑𝑒𝑚𝑏𝑒𝑑 equal 512 and 𝑑𝑓 𝑓 𝑛 equals 2048. Because this work
is about Transformer model pruning, the final model sparsity is derived by only considering the
weights of the main body of Transformer. The embedding matrix is not included. This is reasonable
because the size of the weight matrix largely depends on the vocabulary size of the source and
target languages. For the fairness of comparison, we start the model pruning from the official
pre-trained Transformer model provided by T2T framework. The BLEU score of the original model
on newstest2014 is 29.2.

Environment: In order to speed up the training, the models are trained under Linux system
with 4 NVIDIA TITAN RTX GPUs in parallel. Therefore, the batch size of each GPU is 4𝑘 in order
to reach 16𝑘 effective batch size. For time profiling on mobile devices, we test the Transformer
models on 4 popular Android devices with different hardware configurations, i.e., Nexus 5, Pixel 2,
Pixel 3, and LG G8 ThinQ. All the testing of Transformer are based on mobile CPUs.

5.2 Comparisons of Different Pruning Regularizers

Fig. 7 shows the sparsity and the corresponding BLEU score during the pruning step of the SHS
and SSL regularizers, respectively. In Fig. 7, the weight decay 𝜆 is set as 10−5 and 10−4 for SSL and
SHS regularizer, respectively. Because of the comparatively small 𝜆, the pruned models after 400𝑘
steps still maintain a good performance.

As demonstrated in Fig. 7, under similar BLEU score after 400𝑘 steps training, the model pruned
with SHS achieves a higher sparsity (8.16%) than the model pruned with SSL regularizer (2.2%).
This is due to the reason that, when the pruning penalty 𝜆 is small, most of the weights are still
non-zeros. In this case, SHS is more effective to remove the weights that are close to zeros while SSL
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Fig. 7. Sparsity (a) and BLEU (b) between SSL (𝜆 = 10−5) and SHS (𝜆 = 10−4) with a small 𝜆.
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Fig. 8. Sparsity (a) and BLEU (b) between SSL (𝜆 = 5 × 10−5) and SHS (𝜆 = 10−3) with a large 𝜆.
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Fig. 9. BLEU on WMT development set with different line-wise pruning strategies under different sparsities.

applies almost equal penalties on all the weights, leading to less number of weights to be removed.
Therefore, SHS outperforms SSL regularizer when we prefer a high-performance model with a low
sparsity.
Fig. 8 shows the sparsity and the corresponding BLEU score of the models trained with larger

weight decays, i.e., 5 × 10−5 and 10−3, respectively, for SSL and SHS. Because of the higher 𝜆
setting, the pruned model sparsity reaches around 45% for both regularizers after 400𝑘 steps. The
corresponding BLEU scores are 21.97 and 21.66, respectively, for SSL and SHS regularizer.
Different from the situation in Fig. 7, the performance of the SSL pruned model is similar to

that of the SHS pruned model. Moreover, the larger 𝜆 settings of SSL and SHS regularizers lead to
different performance trends in model pruning: the BLEU score of the SSL pruned model keeps
decreasing when the sparsity of the model increases; the BLEU score of the SHS pruned model,
however, first drops dramatically when the sparsity of the model increases (i.e., at 40𝐾 steps), and
then gradually recovers. Such different trade-offs between the sparsity and the performance of SSL
and SHS offer us unique design flexibility in Transformer pruning.

Table 1 summarizes the sparsity and the BLEU score of both SSL and SHS after 400𝑘 steps with
a batch size of 8𝑘 . We could find that SHS performs better with a low sparsity and SSL performs
slightly better with a high sparsity. Mind that the performance may be further boosted by increasing
the training steps.
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Table 1. Sparsity and BLEU score after 400𝑘 steps pruning using SSL and SHS regularizers

Regularizer 𝜆 BLEU Sparsity(%)

SSL 1 × 10−5 26.05 2.21
2 × 10−5 24.46 26.33
3 × 10−5 23.31 38.23
4 × 10−5 22.53 43.61
5 × 10−5 21.97 46.78

SHS 1 × 10−4 26.03 8.16
2 × 10−4 25.01 20.29
3 × 10−4 24.04 29.52
4 × 10−4 23.58 33.15
5 × 10−4 23.15 35.66
1 × 10−3 21.46 44.07

5.3 Evaluation of Pruning Strategies

In Fig. 9, we compare different pruning strategies of Transformer by presenting the BLEU score
during the SHS training step on the WMT development set. Besides the adopted fine-grained
pruning strategy (marked as “Fine-grained”) that was discussed in Section 4, we add two more
strategies for comparison:

◦ Coarse Strategy: In the fine-grained pruning strategy derived from the BSSL analysis, we
treat the encoder and the decoder differently. In coarse strategy (marked as “Coarse”), we
treat them the same as the pruning strategy for original encoder strategy.

◦ Naive Strategy: In naive strategy (marked as “Naive”), we simply apply both row-wise and
column-wise penalties to all the target weight matrix. This strategy represents the baseline
when we have no understanding of the Transformer structure properties.

As shown in Fig. 9, our proposed fined-grained pruning strategy always performs the best among
all the strategies under any model sparsity. The naive strategy baseline performs the worst. For
example, the BLEU score under 20% sparsity are 34.36, 31.13, and 28.98 for Fine-grained, Coarse,
and Naive, respectively. The performance gap keeps increasing with the growth Transformer
model sparsity, proving that our designed Fine-grained pruning strategy is effective in removing
useless weights while keeping the model performance.

5.4 Evaluation of Layer-wise Sparsity

Fig. 10 and Fig. 11 present the layer-wise sparsities under different model sparsities for Transformer
encoder and decoder, respectively. Due to the computation logic of Transformer, the following
rules always hold:

◦ 𝑊𝑄 and𝑊 𝐾 are always of the same column-wise sparsity.
◦ The column-wise sparsity of𝑊𝑉 and the row-wise sparsity of𝑊 𝑜 are the same.
◦ The𝑊 𝑓 𝑓 𝑛1’s column-wise sparsity is the same as the𝑊 𝑓 𝑓 𝑛2’s row-wise sparsity.

Fig. 10 shows that for Transformer encoder, MHA is effectively pruned first. For example, when
the model sparsity equals 9.76%, the sparsities of “𝑊𝑄 ,𝑊 𝐾 ” and “𝑊𝑉 ,𝑊𝑂” are 14.65% and 24.48%,
respectively, while the sparsity of “𝑊 𝑓 𝑓 𝑛1,𝑊 𝑓 𝑓 𝑛2” is only 2.08%. Following the increase of model
sparsity, the sparsities of all target layer types gradually become similar. For example, when the
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model sparsity equals 45.07%, the sparsities for “𝑊𝑄 ,𝑊 𝐾 ”, “𝑊𝑉 ,𝑊𝑂”, and “𝑊 𝑓 𝑓 𝑛1,𝑊 𝑓 𝑓 𝑛2” are
79.07%, 79.52%, and 77.33%, respectively.

Because no regularizer penalty is applied to𝑊𝑉 ,𝑊𝑂 ,𝑊 𝑓 𝑓 𝑛1, and𝑊 𝑓 𝑓 𝑛2 in Transformer decoder,
Fig. 11 only shows the sparsities of𝑊𝑄 and𝑊 𝐾 in self-attention and encoder-decoder attention,
respectively. The sparsities of the𝑊𝑄 and𝑊 𝐾 in encoder-decoder attention are always lower
than that of the𝑊𝑄 and𝑊 𝐾 in self attention. This means that encoder-decoder attention is more
important than self attention for Transformer encoder and lean to be preserved.
When comparing Fig. 10 with Fig. 11, we could find that under the model sparsities of 9.76%

and 20.29%, the sparsities of𝑊𝑄 and𝑊 𝐾 in Transformer decoder is higher than that of encoder.
For example, when the model sparsity equals 9.76%, the sparsity of “𝑊𝑄 ,𝑊 𝐾 ” in the encoder is
14.65% while the sparsity of “𝑊𝑄 ,𝑊 𝐾 ” in self-attention and encoder-decoder attention of decoder
are 46.06% and 43.42%, respectively. This is because “𝑊 𝑓 𝑓 𝑛1,𝑊 𝑓 𝑓 2” are not pruned for Transformer
decoder. As a result of that, model redundancy of Transformer decoder is transferred to the MHA,
leaving more pruning space for “𝑊𝑄 ,𝑊 𝐾 ” in the decoder.

5.5 Evaluation of Speedup on Mobile Devices

In this section, we evaluate the speedup of our pruned Transformer models on mobile devices. For
all the profiling experiments on mobile devices, we set the warm-up runs as 5 times and the test
runs as 80 times.

5.5.1 Impact of string length. Fig. 12 presents the execution time on Pixel 3 with different model
sparsities and translation string lengths (denoted by “StnLen”). All the execution times in Fig. 12
are tested under 4 threads. As shown in Fig. 12, with the same sparsity, the execution time increases
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Fig. 13. Execution time (a) and Speedups (b) on different mobile devices.

with the string length. For example, for the original transformer model, the execution time increases
from 50𝑚𝑠 to 184𝑚𝑠 when the string length increases from 10 to 80. Note that this result does
not exactly follow the theoretical analysis in [1] where the computational cost of Transformer
quadratically increases with the string length. Except the time complexity of the algorithm, many
factors could affect the execution time of a Transformer model on a mobile device such as memory
bandwidth, on-chip cache size, memory latency, etc. From Fig. 12, the execution time of the pruned
model with a small string length still consumes a certain amount of latency. In this case, memory
latency is the main reason that causes a large execution time even with short string length.

5.5.2 Impact of mobile devices. Fig. 13(a) compares the execution time of the Transformer model
running on different popular mobile devices. All the results are tested under 4 threads with a string
length of 40. As shown in the Figure, the computing performance of different mobile devices varies
significantly. For example, when we execute the original models on Nexus 5, Pixel 2, Pixel 3, and
LG G8 ThinQ, the corresponding execution times are 190𝑚𝑠 , 159𝑚𝑠 , 100𝑚𝑠 , and 70𝑚𝑠 , respectively.
Nonetheless, increasing the sparsity of the model always helps to reduce the execution time: if
we execute the Transformer model with a sparsity of 45%, the execution times of these tested
mobile devices changes to 121𝑚𝑠 , 81𝑚𝑠 , 57𝑚𝑠 , and 40𝑚𝑠 , respectively. Fig. 13(b) demonstrates the
normalized speedups of the Transformer models with different sparsities when compared with the
original Transformer model on different mobile devices. When executed on Nexus 5, 1.07 × −1.57×
speedups are achieved when the model sparsity grows from 10% to 45%. Pixel 2 achieves 1.2×−1.96×
speedups while Pixel 3 and LG G8 ThinQ achieve 1.07 × −1.75× speedups.
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Fig. 14. Execution time with different number of threads on Nexus 5 (a), Pixel 2 (b), Pixel 3 (c) and LG G8

ThinQ (d).

5.5.3 Impact of multi-thread. Fig. 14 presents the impact of multi-threading on the execution time
when executing Transformer models. All the execution time in Fig. 14 are tested with a string
length of 40. The sparsity of the Transformer model is 45%. As presented in Fig. 14, the trends
of the experimental results are similar across all the 4 mobile devices with different hardware
configurations. Take Pixel 3 as an example, the speedups of running sparse Transformer model w.r.t.
the original model are 1.6×, 1.5×, 1.57×, 1.63×, and 1.19×, respectively, for 1, 2, 4, 8, and 16 threads.
Simply increasing the number of parallel threads does not always reduce the execution time: When
the number of threads increases from 8 to 16, the execution time dramatically increases on both
Pixel 2, Pixel 3, and LG G8 ThinQ due to the sharply increased model partitioning overheads.
Moreover, as shown in Fig. 14(a), the execution time increases on Nexus 5 when the number of
threads increases from 4 to 8. This is due to the limited CPU multi-processing capability of Nexus 5
when comparing with the other 3 tested mobile devices. In general, 4 parallel threads offer a good
setup of executing the Transformer models (original and pruned) on all 4 tested mobile devices.

5.5.4 Speedup of pruned models. Fig. 15 shows the execution time when executing two pruned
models with different sparsities. The blue line shows the results of the models pruned by our
proposed SHS regularizer and the yellow line shows the results of head-wise pruning in previous
works [20, 21]. All the results are tested with a string length of 40 and 4 parallel threads on Pixel 3.
When the model sparsity changes from 4% to 28%, head-wise pruning outperforms SHS-based line-
wise pruning because of the larger pruning granularity and simpler pruning strategy of head-wise
pruning. Note that 28% is the highest sparsity that head-wise pruning can achieve as it is obtained
by removing all the heads in Transformer model. As a comparison, SHS-based line-wise pruning
can further prune the model sparsity to around 45%, resulting in 1.92× speedup finally. Note that
the performance degradation of head-wise pruning is much worse than that of SHS-based line-wise
pruning at the same sparsity, which will be discussed in the next section.
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Fig. 15. Execution time when executing pruned models of different sparsity.
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Fig. 16. BLEU score during the fine-tuning procedure.

5.6 Evaluation of Sparsity-accuracy Trade-off

Fig. 16 shows how the BLEU score changes during the fine-tuning procedure of SHS pruning. The
BLEU score of the original model is 26.92, which is marked as the red dash line in the Figure. Here
we train all the models for 800𝑘 steps with 16𝑘 batch size. Fig. 16 shows that the SHS pruned model
converges quickly when the pruned model sparsity is low. For example, the BLEU score of the
model with a sparsity of 9.76% converges at 26.89 after only 200𝑘 fine-tuning steps. When the model
sparsity increases to 45.07%, it takes approximately 400𝑘 steps for the BLEU score to converge at
around 24.38. As shown in Fig. 16, when the model sparsity is below 30%, the fine-tuning step could
always restore the performance back and make it close to the original level.

Table 2 summarizes the metrics of SHS pruned models with different sparsity’s. Here the original
model is used as the baseline. For comparison purposes, we also present the results of another
state-of-the-art work with head-wise pruning [21]. For the fairness of the comparison, we port the
head-wise pruning technology from original frameworks [21] to our T2T framework to ensure
that all the used initial models and dataset are identical to our experiment. Moreover, because no
speedup was tested in [21], all the speedup results here are tested by us on Pixel 3. As shown in
Table 2, our pruned models demonstrate good performance with satisfactory speedup on mobile
devices. Compared with the baseline model, the SHS pruned model achieves around 16% sparsity
without any degradation in BLEU score. The corresponding speedup is 1.21× on Pixel 3. When
the sparsity is increased to 20.29%, the BLEU score slightly degrades to 26.78, or 99.48% of the
original performance. If we further increase the sparsity to 45%, we can obtain 1.92× speedup with a
BLEU score of 24.78. As a comparison, head-wise Transformer pruning [21] incurs no performance
degradation when the sparsity is 4.29%. The corresponding speedup is merely 1.05×. Increasing
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Table 2. Summary of our line-wise pruning results and previous head-wise pruning results [21].

Dataset Model BLEU BLEU Degradation (%) Sparsity(%) Speedup

WMT_EnDe Baseline 26.92 0 0 1
Model1 27.14 0 9.76 1.16
Model2 26.93 0 15.63 1.21
Model3 26.78 0.52 20.29 1.25
Model4 26.14 2.9 30.65 1.44
Model5 25.94 3.58 34.27 1.52
Model6 25.63 4.79 36.93 1.59
Model7 24.78 7.95 45.07 1.92

WMT_EnDe Baseline 26.92 0 0 1
[21] 26.92 0 4.29 1.05
[21] 25.19 6.43 8.58 1.15
[21] 20.74 22.96 17.14 1.33
[21] 10.1 62.82 25.71 1.56

the sparsity of the pruning model will quickly degrade the model performance: when the sparsity
becomes 25.71%, the BLUE score drops down to only 10.1. Even worse, the model could not be
further pruned because of the limited heads in Transformer. In layer-wise pruning [19], 5% BLEU
degradation is incurred with 50% sparsity, which achieves better performance-accuracy trade-off
than TPrune. Fortunately, layer-wise pruning of Transformer is orthogonal to TPrune. Therefore,
better performance is expected when combining these two pruning methods.

6 CONCLUSION

TPrune includes a Transformer model analysis method – Block-wise Structure Sparsity Learning
(BSSL) and a line-wise pruning method using Structured Hoyer Square (SHS). In BSSL, we utilize
structured sparsity learning on sub-blocks of Transformer weight matrix to analyze the model
properties of Transformer. Based on the analysis derived from BSSL, we propose to use SHS
regularizer to prune the Transformer model in either row-wise or column-wise for different
Transformer components. Experimental results show that TPrune achieves a better trade-off between
the accuracy and execution time of Transformer model than the prior-arts on some representative
mobile devices.
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