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Algorithmic Analysis and Statistical Estimation of
SLOPE via Approximate Message Passing

Zhiqi Bu, Jason M. Klusowski™, Cynthia Rush™, Member, IEEE, and Weijie J. Su

Abstract—SLOPE is a relatively new convex optimization
procedure for high-dimensional linear regression via the sorted £
penalty: the larger the rank of the fitted coefficient, the larger the
penalty. This non-separable penalty renders many existing tech-
niques invalid or inconclusive in analyzing the SLOPE solution.
In this paper, we develop an asymptotically exact characterization
of the SLOPE solution under Gaussian random designs through
solving the SLOPE problem using approximate message passing
(AMP). This algorithmic approach allows us to approximate the
SLOPE solution via the much more amenable AMP iterates.
Explicitly, we characterize the asymptotic dynamics of the AMP
iterates relying on a recently developed state evolution analysis
for non-separable penalties, thereby overcoming the difficulty
caused by the sorted ¢; penalty. Moreover, we prove that the
AMP iterates converge to the SLOPE solution in an asymptotic
sense, and numerical simulations show that the convergence is
surprisingly fast. Our proof rests on a novel technique that
specifically leverages the SLOPE problem. In contrast to prior
literature, our work not only yields an asymptotically sharp
analysis but also offers an algorithmic, flexible, and constructive
approach to understanding the SLOPE problem.

Index Terms— Approximate message passing (AMP), sorted £
regression, high-dimensional regression, state evolution.

I. INTRODUCTION
ONSIDER observing linear measurements y € R™ that
are modeled by the equation

y=XB+w, (L.1)

where X € R™*P is a known measurement matrix, 3 € RP
is an unknown signal, and w € R” is the measurement noise.

Manuscript received July 17, 2019; revised May 30, 2020; accepted
September 3, 2020. Date of publication September 23, 2020; date of current
version December 21, 2020. The work of Jason M. Klusowski was sup-
ported in part by the NSF DMS under Grant 1915932 and in part by the
NSF TRIPODS DATA-INSPIRE CCF under Grant 1934924. The work of
Cynthia Rush and Zhiqi Bu was supported in part by the NSF CCF under
Grant 1849883. The work of Weijie J. Su was supported in part by the
CAREER DMS under Grant 1847415, and in part by the Wharton Dean’s
Research Fund. This article was presented in part at the 2019 Confer-
ence on Neural Information Processing Systems. (Corresponding author:
Cynthia Rush.)

Zhiqi Bu is with the Department of Applied Mathematics and Computational
Science, University of Pennsylvania, Philadelphia, PA 19104 USA (e-mail:
zbu@sas.upenn.edu).

Jason M. Klusowski is with the Department of Operations Research
and Financial Engineering, Princeton University, Princeton, NJ 08544 USA
(e-mail: jason.klusowski@princeton.edu).

Cynthia Rush is with the Department of Statistics, Columbia University,
New York, NY 10027 USA (e-mail: cynthia.rush@columbia.edu).

Weijie J. Su is with the Department of Statistics, University of Pennsylvania,
Philadelphia, PA 19104 USA (e-mail: suw@wharton.upenn.edu).

Communicated by R. Balan, Associate Editor for Detection and Estimation.

Color versions of one or more of the figures in this article are available
online at https://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/T1T.2020.3025272

Among numerous methods that seek to recover the signal 3
from the observed data, especially in the setting where 3 is
sparse and p is larger than n, SLOPE has recently emerged
as a useful procedure that allows for estimation and model
selection [9]. This method reconstructs the signal by solving
the minimization problem

~ 1 , w
B:=argmin |y - Xb| +;Ai|b|m, (1.2)

where || - || denotes the o norm, A; > --- > A, > 0 (with
at least one strict inequality) is a sequence of penalties, and
b1y > > |b|(y) are the order statistics of the fitted
coefficients in absolute value. The regularizer ) A;|b](;) is
a sorted {1-norm (denoted as Jx(b) henceforth), which is
non-separable due to the sorting operation involved in its
calculation.

Owing to the flexibility of its penalty sequence, SLOPE is
versatile in its ability to handle the linear model (I.1) from
a variety of perspectives. In the case where \; = --- = A,
SLOPE reduces to LASSO. A nontrivial choice of the
penalty sequence A is to use the critical values given by the
Benjamini—-Hochberg procedure [9]. This penalty sequence
enables two attractive features of SLOPE that are not
simultaneously present in other methods for linear regression.
On the estimation side, SLOPE achieves minimax estimation
properties under certain random designs without requiring any
knowledge of the sparsity degree of 3 [7], [42]. On the testing
side, SLOPE controls the false discovery rate if the predictors
are weakly correlated [9], [11]. Another popular choice for
the SLOPE penalty is to take a linearly decreasing sequence
of the form A\, = A\, + ¢(p — i) for some ¢ > 0, which
encourages SLOPE to group correlated predictors when the
design matrix X is highly correlated [10], [18], [46]. More
recently, [22] considers the problem of finding the penalty
sequence for SLOPE that minimizes the asymptotic mean
squared error and [45] characterizes the finite sample mean
square error and provides analytic comparisons of different
SLOPE estimators with respect to varying noise levels.

In this paper, we are concerned with the algorithmic aspects
of SLOPE through the lens of approximate message passing
(AMP) [4], [15], [25], [35]. AMP is a class of computation-
ally efficient and easy-to-implement algorithms for a broad
range of statistical estimation problems, including compressed
sensing and the LASSO [5]. When applied to SLOPE, AMP
takes the following form: at initial iteration ¢ = 0, assign
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Fig. 1. Optimization errors, %H B" — B]|2, and (symmetric) set difference
of supp(B*) and supp(B).

TABLE I

FIRST ITERATION ¢t FOR WHICH THERE IS ZERO SET DIFFERENCE
OR OPTIMIZATION ERROR ||3" — 3||2/p FALLS BELOW A THRESH-
OLD. FIGURE 1 AND TABLE I DETAILS: DESIGN X Is 500 x
1000 WITH 1.1.D. N/(0,1/500) ENTRIES. TRUE SIGNAL 3 Is
I.I.D. GAUSSIAN-BERNOULLI: NV'(0, 1) WITH PROBABILITY
0.1 AND O OTHERWISE. NOISE VARIANCE 02, = 0.

A CAREFUL CALIBRATION BETWEEN THE THRESH-

OLDS 0; IN SLOPE AMP AND A\ Is SLOPE Is
USED (DETAILS IN SEC. II)

| Optimization errors

Set Diff | 1072 107% 107* 107° 107
ISTA 60 | 4048 7326 8569 9007 9161
FISTA 47 275 374 412 593 604

AMP 30 6 13 22 32 40

B’ =0,2° =y, and for t > 0,

B! = prox Jo, (X Tzt +8Y, (1.3a)

zt
2 =y - X8+ 2 [Wprox,, (X T2+ ﬁt)] (13b)

The non-increasing sequence 6, is proportional to A =
(M, A2,...,A,) and will be given explicitly in Section IL
Here, prox;, is the proximal operator of the sorted /1 norm,
that is,

1
prox ;, (x) := argmin EHw —b|]? + Jo(b), (1.4)
b

and V prox ; denotes the divergence of the proximal operator
(see an equivalent, but more explicit form, of this algorithm
in Section II and further discussion of SLOPE and the
prox operator in Section V-A). Compared to the proximal
gradient descent (ISTA) [13], [14], [33], AMP has an extra
correction term in its residual step that adjusts the iteration in
a non-trivial way and seeks to provide improved convergence
performance [15].

The empirical performance of AMP in solving SLOPE
under i.i.d. Gaussian matrix X is illustrated in Figure 1 and
Table I, which suggest the superiority of SLOPE AMP over
ISTA and FISTA [6]—perhaps the two most popular proximal
gradient descent methods—in terms of speed of convergence
in this setting. However, the vast AMP literature thus far
remains silent on whether AMP provably solves SLOPE and,

if so, whether one can leverage AMP to get insights into the
statistical properties of SLOPE. This vacuum in the literature is
due to the non-separability of the SLOPE regularizer, making
it a major challenge to apply AMP to SLOPE directly. In stark
contrast, AMP theory has been rigorously applied to the
LASSO [5], showing both good empirical performance and
nice theoretical properties of solving the LASSO using AMP.
Moreover, AMP in this setting allows for asymptotically exact
statistical characterization of its output, which converges to the
LASSO solution, thereby providing a powerful tool in fine-
grained analyses of the LASSO [2], [32], [40], [41].

Main Contributions: In this work, we prove that the AMP
algorithm (I.3) solves the SLOPE problem in an asymptoti-
cally exact sense under independent Gaussian random designs.
Our proof uses the recently extended AMP theory for non-
separable denoisers [8] and applies this tool to derive the state
evolution that describes the asymptotically exact behaviors
of the AMP iterates 3° in (I.3). The next step, which is
the core of our proof, is to relate the AMP estimates to the
SLOPE solution. This presents several challenges that cannot
be resolved only within the AMP framework. In particular,
unlike the LASSO, the number of non-zeros in the SLOPE
solution can exceed the number of observations. This fact
imposes substantially more difficulties on showing that the
distance between the SLOPE solution and the AMP iterates
goes to zero than in the LASSO case due to the possible non-
strong convexity of the SLOPE problem, even restricted to the
solution support. To overcome these challenges, we develop
novel techniques that are tailored to the characteristics of the
SLOPE solution. For example, our proof relies on the crucial
property of SLOPE that the unique non-zero components of
its solution never outnumber the observation units.

As a byproduct, our analysis gives rise to an exact
asymptotic characterization of the SLOPE solution under
independent Gaussian random designs through leveraging
the statistical aspect of the AMP theory. In more detail,
the probability distribution of the SLOPE solution is
completely specified by a few parameters that are the solution
to a certain fixed-point equation in an asymptotic sense. This
provides a powerful tool for fine-grained statistical analysis
of SLOPE as it was for the LASSO problem. We note
that a recent paper [22]—which takes an entirely different
path—gives an asymptotic characterization of the SLOPE
solution that matches our asymptotic analysis deduced from
our AMP theory for SLOPE. However, our AMP-based
approach is more algorithmic in nature and offers a more
concrete connection between the finite-sample behaviors of
the SLOPE problem and its asymptotic distribution via the
computationally efficient AMP algorithm.

Paper Outline: In Section II we develop an AMP algorithm
for finding the SLOPE estimator in (I.2). Specifically, it is
through the threshold values 6, in the AMP algorithm in
(I.3) that one can ensure the AMP estimates converge to
the SLOPE estimator with parameter A, so in Section II we
provide details for how one should calibrate the thresholds of
the AMP iterations in (I.3) in order for the algorithm to solve
SLOPE cost in (I.2). Then in Section III, we state theoretical
guarantees showing that the AMP algorithm solves the SLOPE
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optimization asymptotically and we leverage theoretical guar-
antees for the AMP algorithm to exactly characterize the mean
square error (more generally, any pseudo-Lipschitz error) of
the SLOPE estimator in the large system limit. This is done by
applying recent theoretical results for AMP algorithms that use
a non-separable non-linearity [8], like the one in (I.3). Finally,
Sections IV-VII prove rigorously the theoretical results stated
in Section III and we end with a discussion in Section IX.

II. ALGORITHMIC DEVELOPMENT

To begin with, we state assumptions under which our
theoretical results will hold and give some preliminary ideas
about SLOPE that will be useful in the development of the
AMP algorithm.

Assumptions: Concerning the linear model (I.1) and para-
meter vector in (1.2), we assume:

(A1) The measurement matrix X has independent and
identically-distributed (i.i.d.) Gaussian entries that have mean
0 and variance 1/n.

(A2) The signal B has elements that are i.i.d. B, with
E(B? max{0,log B}) < .

(A3) The noise w is elementwise i.i.d. W, with afu =
E(W?) < oo

(A4) The vector A(p) = (A1,...,A,) is elementwise
iid. A, with E(A?) < oo and P(A # 0) > 0.

(A5) The ratio n/p approaches a constant 6 € (0, c0) in the
large system limit, as n,p — oo.

Remark: (A4) can be relaxed as Aq,...,\, having any
empirical distribution that converges weakly to the distri-
bution of the random variable A on R with E(A?) <
o0, | A(p)|I?/p — E(A?) and P(A # 0) > 0. In this sense,

1,---» Ap are order statistics of the entries of any qualifying
A. A similar relaxation can be made for distributional assump-
tions (A2), (A3).

SLOPE Preliminaries: For a vector v € RP, the diver-
gence of the proximal operator, V prox f(v), is given by the
following:

V prox(v) = g[proxf(v)]i

I M@

_ (i R
a 81)1781)2,.”,81);0
where [42, proof of Fact 3.4],
Olprox,, (v))
a’l)j
sign([prox ; (v)]:)-sign([prox ; (v)];)
#H1 <k <p:|lprox,, (v)lk| = [lprox,, (v)];]}’

if [[prox;, (v)];| = [[prox , (v)]il,
0, otherwise.

) - prox 4 (v),

(IL1)

Hence the divergence takes the simplified form

Vprox,;, (v) = || prox,;, (v)]lg; (I1.2)

where ||-||§ counts the unique non-zero magnitudes in a vector,
e.g. [1(0,1,-2,0,2)||§ = 2. This explicit form of divergence
not only waives the need to use an approximation in the
calculation but also speeds up the recursion, since it only

depends on the proximal operator as a whole instead of on
0,_1,X, 2"t 3L Therefore, we have

Lemma II.1: Tn AMP, (1.3b) is equivalent to z'*!
XA+ 28

Other details and background on SLOPE and the prox
operator are found in Section V-A. Now we discuss the details
of an AMP algorithm that can be used for finding the SLOPE
estimator in (1.2).

:y—

A. AMP Background

An attractive feature of AMP is that its statistical properties
can be exactly characterized at each iteration ¢, at least
asymptotically, via a one-dimensional recursion known as state
evolution [4], [8], [23], [40]. Specifically, it can be shown that
the pseudo-data, meaning the input X ' z*+/3" for the estimate
of the unknown signal in (I.3a), is asymptotically equal in dis-
tribution to the true signal plus independent, Gaussian noise,
i.e. B+7Z, where the noise variance 73 is defined by the state
evolution. For this reason, the function used to update the esti-
mate in (L.3a), in our case, the proximal operator, prox ;, ( ),
is usually referred to as a ‘denoiser’ in the AMP literature.

This statistical characterization of the pseudo-data was first
rigorously shown to be true in the case of ‘separable’ denoisers
by Bayati and Montanari [4], and an analysis of the rate of
this convergence was given in [40]. A ‘separable’ denoiser
is one that applies the same (possibly non-linear) function to
each element of its input. It has been empirically validated
in [30] that the state evolution may characterize some non-
separable denoiser. Then the recent work [8] rigorously proves
that the pseudo-data has distribution 3 4 7, Z asymptotically,
even when the ‘denoisers’ used in the AMP algorithm are
non-separable, like the SLOPE prox operator in (I.3a).

As mentioned previously, the dynamics of the AMP iter-
ations are tracked by a recursive sequence referred to as the
state evolution, defined as follows. For B elementwise i.i.d. B
independent of Z ~ N(0,1,), let 72 = o2 + E[B?]/§ and
fort >0,

2 2 g L 2

Ti1 = Oy + hzrjn W Ellprox;, (B +nZ) - B||". (IL3)
Below we make rigorous the way that the recursion in (II.3)
relates to the AMP iteration (1.3).

We note that throughout, we let N (u,0?) denote the
Gaussian density with mean y and variance o and we use
I, to indicate a p x p identity matrix.

B. Analysis of the AMP State Evolution

As the state evolution (II.3) predicts the performance of the
AMP algorithm (I.3) (the pseudo-data, X T2t 48, is asymp-
totically equal in distribution 3 4+ 7:Z), it is of interest to
study the large ¢ asymptotics of (II.3). Moreover, recall that
through the sequence of thresholds 8, one can relate the AMP
algorithm to the SLOPE estimator in (I.2) for a specific A,
and the explicit form of this calibration, given in Section II-C,
is motivated by such asymptotic analysis of the state evolution.

Instead of (II.3), a finite-size approximation, which we
denote 77(p), will be easier to analyze. The definition of
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721 (p) is stated explicitly in (IL4) below. Throughout the
work, we will define thresholds 6; := am(p) for every
iteration ¢ where the vector « is fixed via a calibration made
explicit in Section II-C. We can interpret this to mean that
within the AMP algorithm, ¢ plays the role of the regularizer
parameter, X\. Now we define 77, (p), for large p, as a finite-
sample approximation to (II.3), namely

2

1
Tlp) = 0%+ 5 Ellprox,,, 8+ 7(1)Z) - B,

(I1.4)

where the difference between (II.4) and the state evolution
(I1.3) is via the large system limit in p. When we refer to the
recursion in (I.4), we will always specify the p dependence
explicitly as 74 (p). An analysis of the limiting properties (in ¢)
of (I.4) is given in Theorem 1 below, after which it is then
argued that because interchanging limits and differentiation is
justified, the large t analysis of (II.4) holds for (IL.3) as well.
Before presenting Theorem 1, however, we give the following
result which motivates why the AMP iteration should relate
at all to the SLOPE estimator. This result can be viewed as
a generalization of the scalar case [31,AProposition 5.1].
Lemma I1.2: Any stationary point 3 (with corresponding
z) in the AMP algorithm (I.3a)-(I.3b) with 8; — 6. is a
minimizer of the SLOPE cost function in (I.2) with

L (V prox, B+ XTE)) )

op
1 - T~ *
=0.(1- - HproxJe* B+X"2) 0).
(V prox (B +

)\:0*(1

Proof of Lemma II.2: Denote, w :=
X Tg))/ (0p). Now, by stationarity,

B = prox,, <B+X“>

z y— X,6‘+ (V prox ;. B+ X"z)). (L5)
First, 2 = ¥-XB by (IL5), and X% € 0Jo.(B) by Fact
V.2, where 0.Jp,(B) is the subgradient of Jg_(-) at B (a
precise definition of a subgradient is given in Section V-A).
Then, X "2 = M € Jo, (,8) and therefore X ' (y —

X B) € Jo,(1-w) (,6‘) Wthh is exactly the stationary condition
of SLOPE with regularization parameter A = (1 — w)6,,
as desired. O

Next, we present Theorem 1, which studies the ¢ asymp-
totics of the recursion in (II.4) and its proof is given in
Appendix A. First, some notation must be introduced: let
Ain(9) be the set of solutions to

d = f(a), where
_1 P 1 — [[prox;_(Z)li Zjeli Qj
fle)=y EE{ D 2} @9

Here © represents elementwise multiplication of vectors and
for vector v € RP, D is defined elementwise as [D(v)]; =
#{j : |vj| = |vi]} if v; # 0 and oo otherwise. Let I; =
{j:1<j < pand|[prox,_ (2)],] = [[prox,_(Z)]:]}. The
expectation in (I.6) is taken with respect to Z, a p-length

1.0

Feasible

_-’Infeasible

0.0

T T T T
0.0 0.2 0.4 0.6 0.8 1.0

Olq

Fig. 2. Amin (black curve) when p = 2, § = 0.6.

vector of i.i.d. standard Gaussians. Finally, for u € R™, the
notation (u) := ».", u;/m and we say w is strictly larger
than v € R™ if w; > v; for all elements ¢ € {1,2,...,m}.
For the simple case of p = 2, we illustrate an example of the
set Amin(9) in Figure 2.

Theorem 1: For any o strictly larger than at least one
element in the set Ap,in(0), the recursion in (I1.4) has a unique
fixed point that we denote as 72(p). Then 7;(p) — 7(p)
monotonically for any initial condition. Define a function
F:RxRP — R as

F(r @), ar(p) ==

1
afu + % E||prox (B+71(p)Z)— B||2, (1.7)

aT(p)

where B is elementwise i.i.d. B independent of Z ~

N(0,L,), so that 72,(p) = F(r2(p),ar(p)). Then
|%(72(p),a7'(p))|< 1 at 7(p) = 7«(p). Moreover,
for f(a) defined in (I1.6), we show that f(a) =
51im7(p)*>oo dF/dT2 (p)

Beyond providing ¢ asymptotics of the state evolution
sequence, notice that Theorem 1 gives necessary conditions on
the calibration vector @ under which the recursion in (I1.4),
and equivalently, the calibration detailed in Section II-C below
are well-defined.

Recall that it is actually the state evolution in (II.3) (and
not that in (I.4)) that predicts the performance of the AMP
algorithm, and therefore we would really like a version of
Theorem 1 studying the large system limit in p. We argue that
because interchanging differentiation and the limit, the proof
of Theorem 1 analyzing (II.4), can easily be used to give an
analogous result for (I1.3). In particular analyzing (II.3) via the
strategy given in the proof of Theorem 1 requires that we study
the partial derivative of lim,, E[|prox ; (B+7Z)—B|*/(0p),
with respect to 72. Indeed, to directly make use our proof for
the finite-p case given in Theorem 1, it is enough that

0 1
5.3 lim = E||proxJ (B+171Z) - B

™ (IL.8)
= li;n 523 IE||pr0xJ (B+71Z) - BJ>.

Note that we already have an argument (based on dominated
convergence for fixed p, see (A.1) and Lemma A.1) showing
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that

0
5.2 Ellprox;, (B +72) - B|?

9 2
= E{WﬂproxJM(B—i-TZ) — Bj }

The next lemma gives us a roadmap for how to proceed (c.f.,
[39, Theorem 7.17]) to justify the interchange in (IL.8).

Lemma II.3: Suppose {g,,} is a sequence of functions that
converge pointwise to g on a compact domain D and whose
derivatives {g/,} converge uniformly to a function h on D.
Then h = ¢’ on D.

Therefore, taking {g,} = {F(7?(p), a7(p))}, it suffices to
show that if

55 (). ar() =
5o 35 Elbross, ., (B +7(0)2) ~ B

then the sequence {25 (72, ar)}, converges uniformly as
p — oo. The main tool for proving such a result is given
in the following lemma.

Lemma I1.4: Let {g,,} be a sequence of L-Lipschitz func-
tions (where L is independent of m) that converge pointwise
to a function g on a compact domain D. Then, the convergence
is also uniform on D.

Using this lemma, the essential idea is to show that there
exists a constant L > 0, independent of p, such that for all p
and all 71, 72 in a bounded set D = {7: 0 <r < || < R},

g—;(Tf,aﬁ) - g—;(TQQ,aTQ) < Llm — 7ol
This follows by the mean value theorem and (A.14), with L =
SUp, e p | 52 25 (72, @r)| < +o0.

Remark I1.5: The boundedness of {7;(p)} is guaranteed by
Proposition II.6. In particular, since o satisfies the assumption
of Theorem 1, Proposition 1.6 guarantees A is bounded and,
consequently, so is 7 (see the calibration in (IL.9) below).

C. Threshold Calibration

Motivated by Lemma II.2 and the result of Theorem 1,
we define a calibration from the regularization parameter A,
to the corresponding threshold o used to define the AMP
algorithm. In practice, we will be given finite-length A and
then we want to design the AMP iteration to solve the
corresponding SLOPE cost. We do this by choosing « as the
vector that solves A = A\(a) where

ANa) =
1
ar.(p) [1 ——Ellprox,,_ (B+m@2)ll;|. 19)

where B is elementwise i.i.d. B independent of Z ~ A(0,1,,)
and 7, (p) is the limiting value defined in Theorem 1. We note
the fact that the calibration in (I1.9) sets « as a vector in the
same direction as A, but that is scaled by a constant value
(for each p), where the scaling constant value is 7. (p)(1 —
El|prox,, (B +7.(0)2)[3/n).

In Proposition I1.6 we show that the calibration (II.9) and
its inverse A — «(A) are well-defined and in Algorithm 1

we show that determining the calibration is straightforward in
practice.

Proposition I1.6: The function v — A(ax) defined in (I1.9)
is continuous on {a : f(a) < 0} for f(-) defined in (IL6)
with A(Apmin) = —o0 and limg oo A(a) = 00 (where the
limit is taken elementwise). Therefore the function A — ()
satisfying (I.9) exists. As p — oo, the function ¢
A(a) becomes invertible (given A, a satisfying (I1.9) exists
uniquely). Furthermore, the inverse function is continuous
non-decreasing for any A > 0.

In [5, Proposition 1.4 (first introduced in [16]) and Corol-
lary 1.7] this is proven rigorously for the analogous LASSO
calibration and in Appendix A we show how to adapt this
proof to SLOPE case. This proposition motivates Algorithm 1
which uses a bisection method to find the unique o for each
A. It suffices to find two guesses of « parallel to A that, when
mapped via (I1.9), sandwich the true A.

Algorithm 1 Calibration From A — «

1. Initialize &v; = @min such that ayinl € Anin, wWhere
£ := X\/A1; Initialize ao = 20
while L(az) < 0 where o — sgn(A(af) —A); L: R — R
do

2. Set a; = g, 0 = 200
end while
3. return BISECTION (L(«), aq, o)

Remark: sgn(-) is the sign function and sgn(A(-) —A) € R is
well-defined since A(-) || A implies all entries share the same
sign. The function “BISECTION(L, a, b)” finds the root of L
in [a,b] via the bisection method.

The calibration in (I.9) is exact when p — 00, SO we
study the mapping between o and A in this limit. Recall from
(A4), that the sequence of vectors {A(p)},>0 are iid. A.
It follows that the sequence {a(p)},>o defined for each p
by the finite-sample calibration (I1.9) are i.i.d. A, where A
satisfies E(A?%) < oo, and is defined via

1
op

We note, moreover, that the calibrations presented in this
section are well-defined:

Fact 11.7: The limits in (IL.3) and (II.10) exist.

Fact II.7 is proven in Appendix C. One idea used in the
proof of Fact I1.7 is that the prox operator is asymptotically
separable, a result shown by [22, Proposition 1]. Specifically,
for sequences of input, {v(p)}, and thresholds, {\(p) }, having
empirical distributions that weakly converge to the distribu-
tions of random variables V' and A, respectively, then there
exists a limiting scalar function h(-) := h(v(p); V,A) (deter-
mined by V' and A) of the proximal operator prox , (v(p))-
Further details are in Lemma II1.3 in Section IIL. Using h(:) :=
h(:; B + 7.7, A1), this argument implies that (II.3) can be
represented as

A2 Ar[1—lim — E|[prox,, (B—I—T*Z)HS}, (IL.10)
p P)Tx

1
2 =02 + 3 E(h(B + 1.Z) — B)?,
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and if we denote m as the Lebesgue measure, then the limit
in (I.10) can be represented as

]P(B-I-T*Z e (IL11)

{x ‘ h(z) # 0 and m{z | |h(2)| = |h(z)|} = o})

In other words, the limit in (II.10) is the Lebesgue measure of
the domain of the quantile function of A for which the quantile
of h assumes unique values (i.e., is not flat).

III. ASYMPTOTIC CHARACTERIZATION OF SLOPE
A. AMP Recovers the SLOPE Estimate

Here we show that the AMP algorithm converges in /5 to
the SLOPE estimator, implying that the AMP iterates can be
used as a surrogate for the global optimum of the SLOPE
cost function. The schema of the proof is similar to [5,
Lemma 3.1], however, major differences lie in the fact that
the proximal operator used in the AMP updates (I.3a)-(1.3b)
is non-separable. We sketch the proof here, and a forthcoming
article will be devoted to giving a complete and detailed
argument.

Theorem 2: Under assumptions (A1) - (AS), for the output
of the AMP algorithm in (I.3a) and the SLOPE estimate (1.2),

plim

p—00

1~
~||8 — B'||* = ct, where Jim ¢ = 0. (ITL.1)
p oo

The proof of Theorem 2 can be found in Section IV. At a
high level, the proof requires dealing carefully with the fact
that the SLOPE cost function, C(b) := 1|y — Xb||? + Jx(b),

2
given in (I.2) is not necessarily strongly convex, meaning that

we could encounter the undesirable situation where C (8) is
close to C(3) but 3 is not close to 3, meaning the statistical
recovery of 3 would be poor.

In the LASSO case, one works around this challenge by
showing that the (LASSO) cost function does have nice
properties when considering just the elements of the non-zero
support of 3" at any (large) iteration ¢. In the LASSO case,
the non-zero support of 3 has size no larger than n < p.

In the SLOPE problem, however, it is possible that the
support set has size exceeding n, and therefore the LASSO
analysis is not immediately applicable. Our proof develops
novel techniques that are tailored to the characteristics of the
SLOPE solution. Specifically, when considering the SLOPE
problem, one can show nice properties (similar to those in the
LASSO case) by considering a support-like set, that being
the unigue non-zero magnitudes in the estimate B' at any
(large) iteration t. In other words, if we define an equivalence
relation = ~ y when |z| = |y|, then entries of AMP estimate
at any iteration ¢ are partitioned into equivalence classes. Then
we observe from (I1.9), and the non-negativity of A, that the
number of equivalence classes is no larger than n. We see
an analogy between SLOPE’s equivalence class (or ‘maximal
atom’ as described in Appendix V-A) and LASSO’s support
set. This approach allows us to deal with the lack of a strongly
convex cost.

Theorem 2 ensures that the AMP algorithm solves the
SLOPE problem in an asymptotic sense. To better appreciate

the convergence guarantee, it calls for elaboration on (IIL.1)
and we highlight that the order of limits is important, as AMP
may not converge to the true minimizer in finite dimensions.
First, (II1.1) implies that || 3 — 3"||%/p converges in probability
to a constant, say c;. Next, (IIl.1) says ¢; — 0 as t — oc.

B. Exact Asymptotic Characterization of the
SLOPE Estimate

__As a consequence of Theorem IV.1, the SLOPE estimator
(3 inherits AMP state evolution performance guarantees, in the
sense of Theorem 3 below. Theorem 3 provides as asymptotic
characterization of pseudo-Lipschitz loss between 3 and the
truth 3.

Definition I11.1 (Uniformly Pseudo-Lipschitz Functions [8]):
For k € Ny, a function ¢ : R? — R is pseudo-Lipschitz of
order k if there exists a constant L, such that for a, b € R¢,

[o(a) — o(b)]
k—1 k—1
IGI) (IIbI) la — b
<L[|1+ <— + | —= —_—
( Vi Vi Vi
A sequence (in p) of pseudo-Lipschitz functions {¢p }pen.,
is uniformly pseudo-Lipschitz of order k if, denoting by L,
the pseudo-Lipschitz constant of ¢, L, < oo for each p and
limsup,,_,, Ly < oo.
Theorem 3: Under assumptions (A1) - (AS5), for any uni-

formly pseudo-Lipschitz sequence of functions ¢, : RP x
R? — R and for Z ~ N(0,1,),

plim ¢, (8, B)
p

= lim plim E[¢, (prox ; B+1Z),B),
t p Z o(p)Tt

(I11.2)

where 7y is defined in (II.3) and the expectation is taken with
respect to Z.

Theorem 3 says that, in the large system limit, under
uniformly pseudo-Lipschitz loss, distributionally the SLOPE
optimizer acts as a ‘denoised’ version of the truth corrupted
by additive Gaussian noise where the denoising function is the
proximal operator, i.e. within uniformly pseudo-Lipschitz loss
/3 can be replaced with prox ;_ s (B + 1 Z) for large p, t.

The proof of Theorem 3 is in Section IV. We show that
Theorem 3 follows from Theorem 2 and recent AMP theory
dealing with the state evolution analysis in the case of non-
separable denoisers [8], which can be used to demonstrate that
the state evolution given in (II.3) characterizes the performance
of the SLOPE AMP (1.3) via pseudo-Lipschitz loss functions.

We note that [22, Theorem 1] follows by Theorem 3 and
their separability result [22, Proposition 1]. To see this, we use
the following lemma that is a simple application of the Law
of Large Numbers.

Lemma I11.2: For any function f : RP — R that is
asymptotically separable, in the sense that there exists some
function f : R — R, such that

— 0, as p— oo,

HOEESHCY
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where f(B) is Lebesgue integrable then plim,(f(8) —
Eg[f(B)]) = 0, where B ~ i.i.d. B.

Now to show the result [22, Theorem 1], consider a special
case of Theorem 3 where ¥, (z,y) = %ZTP(%‘,%) for
function ¢ : R x R — R that is pseudo-Lipschitz of order
k = 2. It is easy to show that ¢, (-,-) is uniformly pseudo-
Lipschitz of order & = 2. The result of Theorem 3 then says
that

plinn Zw (B

i—1
= lil{n plzi)m ]—1) ;Ig {1/) ([proxja(p)rt (B+1Z);, ﬁz):| .

Then [22, Theorem 1] follows by [22, Proposition 1], restated
below in Lemma III.3, the Law of Large Numbers, and
Theorem 1. Now we restate in Lemma II1.3, the result given
in [22, Proposition 1], which says that prox;_ _(-) becomes
asymptotically separable as p — oo, for convenience.

Lemma II1.3 (Proposition 1, [22]): For an input sequence
{v(p)}, and a sequence of thresholds {A(p)}, both having
empirical distributions that weakly converge to distributions
of random variables V' and A, respectively, then there exists a
limiting scalar function h (determined by V' and A) such that
as p — o9,

Iprox,, ., (v(p)) — h(w(p): V. A)[2/p— 0,

where h applies h(-; V, A) coordinate-wise to v(p) (hence it
is separable) and h is Lipschitz(1).

Then [22, Theorem 1] follows from Theorem 3 by using the
asymptotic separability of the prox operator. Namely, the result
of Lemma II1.3 (using that cx(p)7; has an empirical distribution
that converges weakly to A7 for A defined by (I1.10)), along
with Cauchy-Schwarz and the fact that 1) is pseudo-Lipschitz,
allow us to apply a dominated convergence argument (see
Lemma B.2), from which it follows for some limiting scalar
function At as specified by Lemma IIL.3,

(IIL.3)

- Z IEW([PTOXJQ@M (B+T12))i, )]

)

p
p
-2 B

i=1

B+1Z)i,B3)]| —0

Then the above allows us to apply Lemma III.2 and the Law
of Large Numbers to show

plim — Z E[¢

r PiD

1
:h;n];;ZEB
_ t
= E [0(h(B+7.2).B),

s

Y(lprox;, (B +1Z)i, )]

[ (R ([B + 1:2Z];), By)]

Finally we note that the result of [22, Theorem 1] follows
since

lim E [0(h(B +7.2), B)) = E [0(h*(B +7.7), B))

Z.B

We highlight that our Theorem 3 allows the consideration
of a non-asymptotic case in . While Theorem 1 motivates
an algorithmic way to find a value 7;(p) which approximates
7« (p) well, Theorem 3 guarantees the accuracy of such approx-
imation for use in practice. One particular use of Theorem 3 is
to design the optimal sequence A that achieves the minimum
T, and equivalently minimum error [22], though a concrete
algorithm for doing so is still under investigation.

Finally we show how we use Theorem 3 to study the
asymptotic mean-square error between the SLOPE estimator
and the truth [12]. N

Corollary II1.4: Under assumptions (A1)—(AS), plim,, || 3—
BI12/p = 6(r% — o2).

Proof: Applying Theorem 3 to the pseudo-Lipschitz loss
function 1! : RP xRP — R, defined as ' (x, y) = >
we find

plim 113 — g2
p P
- 87

1
= 1i{n plIi)m ; Ig[HproxJ(x

L (B+1Z)
The desired result follows since

. 1
lim plim — E[|prox; _(8+7Z) — Bl* = (2 = o2).
t p P2 t

To see this, notice lim; §(77, — 02,) = 6(72 — 02,) and

1
plim — E[|[prox;__ (B8+7.Z) — B|’]
p PZ !

1
=lim— E [|prox, (B+mnZ)— B

p pZ,B

= 5(T1€2+1 - 0-121)))

for B elementwise i.i.d. B independent of Z ~ A(0,1,).
A rigorous argument for the above requires showing that the
assumptions of Lemma III.2 are satisfied and follows similarly
to that used to prove property (P2) stated in Section IV and
proved in Appendix B. O

IV. PROOF FOR ASYMPTOTIC CHARACTERIZATION OF
THE SLOPE ESTIMATE

In this section, we prove Theorem 3 using a result that
guarantees that the state evolution given in (II.3) characterizes
the performance of the SLOPE AMP algorithm (I1.3b), given in
Lemma IV.1 below. Specifically, Lemma IV.1 relates the state
evolution (I1.3) to the output of the AMP iteration (I.3b) for
pseudo-Lipschitz loss functions. This result follows from [8,
Theorem 14], which is a general result relating state evolutions
to AMP algorithm with non-separable denoisers. In order to
apply [8, Theorem 14], we need to demonstrate that our
denoiser, i.e. the proximal operator prox ;_ ( ) defined in (1.4),
satisfies two additional properties labeled (Pl) and (P2) below.

Define a sequence of denoisers {7/} yen., Where 77}, : R? —
R” to be those that apply the proximal operator prox; _(-)
defined in (I.4), i.e. for a vector v € RP, define '

n,(v) == prox,__(v). av.1)
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(P1) For each t, denoisers nf)(-) defined in (IV.1) are
uniformly Lipschitz (i.e. uniformly pseudo-Lipschitz of order
k = 1) per Definition IIL.1.

(P2) For any s,t with (Z,Z’) a pair of length-p vectors,
where for i € {1,2,...,p}, the pair (Z;, Z}) i.i.d. ~ N(0,X%)
with 3 any 2 x 2 covariance matrix, the following limits exist
and are finite.

plim||B]/p, plimE[B"n, (8 + 2)]/p.
p—00 p—00

and plim E [n3(8+Z") ", (8 + 2)]/p.
p—oo 2,2

We will show that properties (P1) and (P2) are satisfied for
our problem in Appendix B.

Lemma 1V.1: [8, Theorem 14] Under assumptions
(A1)-(A4), given that (P1) and (P2) are satisfied, for the
AMP algorithm in (I.3b) and for any uniformly pseudo-
Lipschitz sequence of functions ¢, : R™ x R® — R and
Py RPxRP — R, let Z ~ N(0,1,) and Z' ~ N(0,1,), then

plim (¢ (2", w) = Elgn(w + /72 — 03,2, w)))

n

plim (wp(ﬁt + X2 8) — IZE,Wp(IB + TtZ/aﬁ)]) =0,
p

0,

where 7; is defined in (I1.3).
We now show that Theorem 3 follows from Lemma IV.1
and Theorem 2.
Proof of Theorem 3: First, for any fixed n and ¢,
the following bound uses that 1, is uniformly pseudo-
Lipschitz of order k and the Triangle Inequality,

¥y (B, B) — (B, B)

t k-1 3 k—1 t_ 7
B PO L (72 s WA |
2p T 2z V2p
A T 1< e < 14 Y VC A<
= + e ey s e or i
2p 2 2p 2 2p 2 2p

Now we take limits on either side of the above, first with
respect to p and then with respect to t. We note that the term
ﬁﬂﬁt — B|| vanishes by Theorem 2. Then as long as the
following are all finite,

lim plim (|81%/p) =, plim (1B2/p) ©
P p
%

and  plim (||8]%/p) * | (IV.2)
p

we have plim,, w,,(B,ﬁ) = lim, plim,, ¥,(B", 3). But by
Theorem IV.1 we also know that

lim plim ¢, (8", B) = lim plim E[t, (' (B + 7 Z), B)],
P p

giving the desired result.

Finally we convince ourself that the limits in (IV.2) are
finite. Since k finite, that the third term in (IV.2) is finite
follows by property (P2). Bounds for the first and second term
are demonstrated in Lemma VII.1 found in Appendix VI. [J

V. PROOF AMP FINDS THE SLOPE SOLUTIONS

In this section we aim to prove Theorem 2. Define the
SLOPE cost function as follows,

1
C(b) = S lly — Xb[* + Jx(b), (V.1)

where Jx(b) is the sorted ¢1-norm. The proof of Theorem 2
relies on a technical lemma, Lemma V.5, stated in Section V-B
below, that deals carefully with the fact that the SLOPE cost
function given in (V.1) is not necessarily strongly convex.

In the LASSO case, one works around this challenge by
showing that the (LASSO) cost function does have nice
properties when considering just the elements of the non-zero
support of 3" at any (large) iteration ¢, using that the non-zero
support of 3 has size no larger than n < p.

In the SLOPE problem, however, it is possible that the
support set has size exceeding n, and therefore the LASSO
analysis is not immediately applicable. Our proof develops
novel techniques that are tailored to the characteristics of the
SLOPE solution. Specifically, when considering the SLOPE
problem, one can show nice properties (similar to those in the
LASSO case) by considering a support-like set, that being the
unique non-zero magnitudes in the estimate 3" at any (large)
iteration ¢.

In other words, our strategy is to define an equivalence
relation * ~ y when |z| = |y| and partition the entries
of the AMP estimate at any iteration ¢ into equivalence
classes. This allows us to observe, using (II.9) and the non-
negativity of A, that the number of equivalence classes is
no larger than n. (Recall that || - ||§ counts the unique non-
zero magnitudes in a vector.) We see an analogy between
SLOPE’s equivalence class (or ‘maximal atom’ as described in
Section V-A) and LASSO’s support set. This approach, taken
in Lemma V.5 below, allows us to deal with the fact that
we are not guaranteed to have a strongly convex cost. Then
Lemma V.5 is used to prove Theorem 3.

Before we state Lemma V.5, we include some useful
preliminary information on SLOPE that will be needed for
the upcoming work. In particular, we introduce in more
details the idea of equivalence classes of elements having the
same magnitude, a mapping of vector ranking denoted as I,
and a polytope-related mapping whose image is the set of
subgradients denoted as P. These definitions are all given in
more detail in Section V-A.

A. Preliminaries on SLOPE

In general, we refer to the function C(-) stated in (V.1) as
the SLOPE cost function and the SLOPE estimator B is the
one that minimizes the SLOPE cost. We note that the SLOPE
cost function C(-) depends on both y and A, so technically
a notation like C(, x)(-) would be more rigorous, however,
we don’t think that dropping the explicit dependence on (y, A)
will cause any confusion.

For a convex function f : R? — R, we denote the
subgradient of f at a point * € RP as Of(x). We will be
interested, particularly, in the subgradient of the SLOPE cost
OC(b) which forces us to study the subgradient of the SLOPE
norm 0.J(b). In particular,
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Fact V.1: dC(b) = =X " (y — Xb) + dJx(b).

We will now describe explicitly the relevant subgradient,
0Jx C RP. We note that the proximal operator given in (1.4) is
linked to the subgradient of the SLOPE norm in the following
way.

Fact V.2: If prox ;, (v1) = va, then v1 — V2 € OJA(V2).

Define a function II, : R? — RP to be a mapping
(not necessarily unique) that sorts its input by magnitude
in descending order according to absolute values of entries
in . For example, if x = (5,2,—3,—5), then there are
two possible such mappings II;(b) = (|b1], |bal, |b3], |b2])
or I;(b) = (|bal, |b1], |b3], |b2]). With this notation, we can
rewrite the SLOPE norm as Jx(b) = X - II(b). Since this
mapping may not be unique, the inverse may not exist and we
therefore define a pseudo-inverse mapping, f[; !, based on the
function II, : R — {maximal atoms}. In words, II, finds
the maximal atoms of ranking of the absolute values of x.
Then 11, corresponds to the mapping

({1,12} i g {1%2})

with [,(xz) = ({5,—5},{5,—5},—3,2) and II;'(A) =
({1, A2}, Mg, Ag, {1, A2}). It is not hard to see that there
exists A € TI;1(\) such that Jx(b) = X - TI(b) = X - |b].
In words, this says there are two equivalent ways to consider
the calculation of Jx(b) when A; > ... > A, > 0. First
A-II(b) computes the inner product between X and the sorted

magnitudes of b, and in the second case, XT|b| computes the
inner product between the magnitudes of b (unsorted), with a
rearrangement of the A vector (based on b) that pairs values
in A with values of |b| by magnitude.

Now we define an equivalence relation z ~ y if |z| = |y|.
Then I, partitions elements in @ into different equivalence
classes I. The motivation of using equivalence classes roots
from AMP. In calibrating the AMP to the SLOPE problem,
we need to calculate V prox, which equals the number of non-
zero equivalence classes. For example, 652’"
(%,0, %, 1) has a sum of 2.

Now we note that the subgradient of the SLOPE norm can
be represented using the idea of the equivalence classes. For
a vector v € RP, we use the notation v; to be the elements
of the vector v belonging to equivalence class . Then,

Fact V.3:

|v=(1,0,—1,3) =

0Jx(s) = {v € RP : for each equivalent class /,
if sr 20 = vy € P([TI;1(N)]1) sgn(sy);
if 81 =0 = |vi € Po([11;(N)]1) }-
In the above, P, Py are polytope-related mappings:
P(u) =
{y : y = Awu for some doubly stochastic matrix A}

Po(u) =
{y : y = Awu for some doubly sub-stochastic A}

By definition, the doubly stochastic matrix, a.k.a. a Birkhoff
polytope, is a square matrix of non-negative real numbers,

whose row and column sums equal 1. For example,

1/3 2/3 0
A=|1/6 1/3 1/2 (V.2)
/2 0 1/2

is a doubly stochastic matrix. Similarly, a doubly sub-
stochastic matrix is defined as a square matrix of non-negative
real numbers, whose row and column sums are at most 1. Note
that if all entries of A take the same value, the subgradient in
Fact V.3 gives the usual subgradient of the ¢; norm.

Using the subgradient definition in Fact V.3, consider
P((A1, A2, A3)), relating to a non-zero equivalence class hav-
ing three entries. Then A in (V.2) is one possible matrix
considered in defining the set P((A1,A2,A3)) and it has
the following interpretation. The rows of A determine how
the subgradient v; values are calculated by averaging the
corresponding threshold values A, for example, the first entry
of vy is a weighted average with 1/3 its weight in A; and
2/3 in \g; the second entry of vy is a weighted average
with 1/6 its weight in Ay, 1/3 in Ay, and 1/2 in Mg, etc.
You can think of this as determining the threshold each input
value sy receives, as some weighted combination of all the
possible threshold values A corresponding to this equivalence
class. Similarly, the columns of the doubly-stochastic matrix
considered in the mapping P define how the thresholds A
are spread out amongst each element of the subgradient, for
example, 1/3 of A;’s value goes to the first element of vy,
1/6 to the second value, and 1/2 to the third value, etc.

To see why O0Jx(s) takes the form given in Fact V.3,
let’s consider again the P used in the case that s; # 0.
Recall the s; looks at only the indices of s appearing in
the equivalence class I, so all elements of s; have the same
absolute value. This means that there are many ways to
share the corresponding A threshold values among them.
We can think of this as an assignment problem: assign jobs
(thresholds \) to workers (s;) where as assignment according
to a doubly stochastic matrix is a natural one (all workers
take on the same load, and all jobs must be completed). On
the other hand, Py does not require that the sharing of the
threshold values A amongst the entries of s; be strict: row
and/or column sums can be smaller than one. This difference
is rooted in the subgradient of ¢; norm: i.e. d|z| = sgn(z)
when z # 0 and 0|x| € [—1, 1] when z = 0.

For a rigorous proof of Fact V.3, we refer the reader to [37,
Exercise 8.31], but we give a quick sketch here in the case of
s1 # 0. The proof uses that P(u) is a permutohedron, mean-
ing a convex hull with vertices corresponding to permuted
entries of u. Notice that we can rewrite Jx(s) as a finite
max function Jx(s) : max{\' fi(s),.., A" fm(s)}, where
{fi(s)}1<i<m is the collection of all possible permutations
for the entries of |s|. Notice that the permutation that sorts
the magnitudes will be chosen by the maximum function. For
such a function (see [37, Exercise 8.31]) the subgradient takes
the form of a convex hull of the partial derivatives of the
maximizing elements:

DJIx(s) € conv{V,(AT fi(s)) :i € A(s)}
= conv{f; }(X) i € A(s)},
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where A(s) = {i € {1,2,...,m} : X" fi(s) = Ja(s)} and in
our case, the partial derivatives correspond to permutations of
the thresholds. Now, without loss of generality, we consider
an input having only one non-zero equivalence class, i.e. s =
(s,8,...,8) € R Then clearly there are m = d! possible
permutations. Therefore,

DJx(s) € conv{fi t(N) i€ {1,2,...,d'}}
=conv{fi(A):i e {1,2,....d}}.

In other words, the partial derivative lies in the set that is
the convex combination of all possible permutations of the
threshold A. By definition, this is a permutohedron. So, in our
case, the subgradient is a convex hull whose vertices are
the permutated thresholds, i.e. an image of Birkhoff polytope
under the thresholds, which can be characterized by doubly
stochastic matrices.

B. Main Technical Lemma

Now we state and prove the main technical lemma that
is used to prove Theorem 2. Before we state Lemma V.5,
we introduce a very important definition:

Definition V.4: Given a vectorv € RP, aset I C {1,...,p}
is said to be a maximal atom of indices of v if |v;| = |v;| for
all 4,5 € I and |v;| # |vg| for ¢ € I and all k ¢ I. With this
definition in place, we define the star support of the vector v
as

supp*(v) :={I: I C {1,...,p} is a maximal atom
of indices of v and v # 0}.

For example, if v = (1,1,—1,0,2, —1), then supp*(v) =

{{1,2,3,6},{5}}. Now we state and prove Lemma V.5.

Lemma V.5: For constants ¢y, ...,c; > 0, if the following
conditions are satisfied,

(M 18" =Bl < e,

(2) There exists a subgradient sg(C, 3") € 9C(3") such that
1 sg(C. 8] < <.

(3) Letv! := X" (y— XB") +s9(C,B8") € dJr(8") (where
5g(C, B") is the subgradient from Condition (2)). Denote
se(ea) == {1 C [pl : Vbl = [PULIAD](L — o)}
and Si(cz) = {i € I : I € s(c2)}, where the
equivalence classes, I, for both sets are defined via the
AMP estimation 3%, and for a vector z € R? and a set
A C R% the notation & = A means there exists some
y € A such that > y elementwise. Then for s’ being
any set of maximal atoms in [p] with |s’| < c3p and
S':={iel:Iecs'}, wehave omin(Xg,(cs)us’) > Ca

(4) The minimum non-zero and maximum singular value

of X, denoted 62,,,(X) and o2,,.(X), are bounded:
ie. 67,;,(X) > £ and 07,,,(X) < cs5.

(5) Define Cy(b) = 1|y — Xb|? + 3°7_, As|b;| for some
X € P(IT;1(N)). Then C(B') > Cg: ().

then for some function f(¢) := f(e, ¢1, c2, 3, ¢4, ¢5) such that

fle) = 0ase—0,

18° = BII/ VP < f (o).

We wrap up this section by proving Lemma V.5. Once we
have proved Lemma V.5, we will be able to prove Theorem 2.
The major piece of work in proving Theorem 2 is in showing
that the five assumptions of Lemma V.5 are satisfied. Then
the result of Theorem 2 is immediate. We show the five
assumptions are met in Sections VII-A - VII-E. Now we prove
the Lemma.

Proof of Lemma V.5: Throughout the proof, we denote
&1,&, ... as functions of the constants cj,...,c; > 0 and of
€ such that &(e) — 0 as ¢ — 0 (we omit the dependence of
& on €). We will think of ¢ as a fixed iteration and we denote
the residual we are interested in studying as r = B - B

The proof strategy is to show that %HX’I‘HQ < £(e) from
which a similar result for %||r||2 follows when we have control
of the singular values of X as we do with Condition (4).
Structurally, the proof is similar to that in the LASSO case
(cf. [5, Lemma 3.1]), with the main difference coming through
Condition (3), where we need to use star support instead of
the support when bounding the minimum singular value of a
selection of columns of X.

For a fixed iteration ¢, let S = {i € [p] : i € T and I €
supp*(8")}, i.e. S is the collection of (unique) indices belong-
ing to the star support of the AMP estimate at iteration ¢. Then
for a vector v € RP we denote vg to mean the vector indexed
only over the indices in the set S and we let S denote the
complement of S. In what follows, we drop the t-dependence
on v, writing v = v and for p-length vectors u and v, define
(u,v) = %Zz U;.

First, we notice that

(@) 1 ~ .

0 > ];(Cﬁt (B) —C(8))

1 _ o
= %(Hy — X817 = lly — XB'*) + (A, 18] - 18')).
(V.3)

In the above, step (a) follows immediately from Condition (5)
and step (b) holds for any X € P(II;}(\)) by the definition

of Cge (8), noticing that Jx (B") = A |8 in the SLOPE cost
(V.1) since A € P(H;}()\)). Below we will select a specific

e P(ﬁ;} (X)) based on the definition of v. Now we further
simplify the terms on the right side of (V.3).

1 ~ N~
o5 (lv = XBI? 1y~ XB8%) + (71| - 8')
9D (As, 185 +7s| — 185 + (A, Irs))
1
+ g5l = XB' = XrlP |y~ XB'|P)

@ [<xs, 185 +7s| — 185]) — <uS,rs>} +(,7)

+ [ Irsl) = ws.rs)| - (w - X8, X7)

e
2p
© /5 |4t Xr|?
9 [(3s.18% +rs] - 1B)) — ws.rs)] + L5TL

+ [Aslrsh) = wsrs)| + (s9(C. 8. 7). (V)
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In the above, step (¢) follows by replacing B with B8 + r
and noticing that 3% = 0. Step (d) follows since (v,r) =
(vs,rs) + (rg,rg) and step (e) from the definition of v.

Using Conditions (1) and (2) along with the bounds in (V.3)-
(V.4), by Cauchy-Schwarz,

{|As.185 +rs| =185 = (vs.rs)]
+[(As Irsl) = (vs, )| + X712/ (2p) }
< llsg(C. B)IlIrl/p < cre.

We now show all three terms on the left side of (V.5) are
non-negative. The idea is then: if all three terms are non-
negative and their sum tends to 0 as ¢ — 0, it must be true that
each term tends to 0 too. The third term in (V.5), lp||X %,
is trivially non-negative, so we focus on the first two.

To show that the other terms are non-negative, we consider
choosing a specific vector A € P(ﬁ;}()\)) such that on the
support, Ag = |vs|, and off the support Ag > |v 5|, meaning
s is parallel to |v;| for each equivalence class I of B'. That
such a A exists in the set P(ﬂ;}()\)) follows since v is a
valid subgradient of Jx(3") (see Fact V.3).

Using this \, notice that the sets defined in Condition 3)
are equivalent to the following: s,(c2) := {I C [p] : |v;| >
(1 — ¢2)Ar} and Si(eo) == {i : |vi| > (1 — c2)Ai}, where
both use equivalence classes, I, defined for ,Bt. To see that
this is the case, note that if / is a non-zero equivalence class,
by Fact V.3, since |v;| € [P(ﬁ;}()\))]l, we know that [v7| =

[P(ﬁg}()\))]l(l—q) and similarly, since Ag = |vg| we know

(V.5)

that |vr| > (1— 02)5\1, so I clearly belongs to s;(c2) for both
definitions. If I is the zero equivalence class, if [v7[ > (1 —
¢2)A1 then obviously |vy| = [P(H;} (A)]1(1—c2) since A €
77(121[;,1 (A)). In the other direction, if the non-zero equivalence

class I is such that |vg| = [77(121[;,1 (A)]z(1 — ¢2) then there
exists a vector vy € [P(ﬂ;}()\))]l such that |v ;| > v (1—ca)
elementwise. However since v € [77(121[;,1 (X))]1, this implies
that |v;| > (1 — 02)5\1 is also true since \; € [P(ﬂ;}()\))]f
in the same direction as |vy|.

To visualize the choice of 5\, we consider an example
where v; = (—1,2) for equivalence class I = {1,2} with
Ar = (4,1) in Figure 3. In the figure, the blue shaded region
indicates possible subgradient values for zero elements and
the black line are possible subgradients for zero elements. In
this example, the equivalence class is that for zero elements,
so we notice that v lies in the blue region. Then A; is in
the same direction as |v;| but lies on the black line (since
X e P(II5H(N))).

Now we would like to show that the first term in (V.5)
is non-negative. Specifically, our choice of A gives v; =
sgn(ﬂf)j\i, for each 7 € S, and then it suffices, in order to
prove the non-negativity of (Ag, |35 +7s|—|85]) — (s, rs),
to show

0 < (I8; + 7l — |Bi]) — sen(B))rs
= (B; +ri)sgn(B; +ri) — B; sgn(B;) — ri sgn(B;)
= (Bi +ri)[sgn(B; +r:) — sgn(B;)],

o d Ji(b)

T T T T T T
0 1 2 3 4 5

Fig. 3. The blue area contained by the black line segment is the set of
subgradients; Red crosses are examples of vy and Ay correspondingly when
by =0.

since each (B! + r;) [sgn(B! + r;) — sgn(BY)] is either equal
to 0 (when sgn(8!) = sgn(B! + r;)) or equal to 2|8! + 7
otherwise.

Finally, the second term in (V.5) is also non-negative.
It suffices to show for each i € S, we have 0 < 5\l|rl| — UiT,
or equivalently 0 < A\; — v; sgn(r;) = A;(1 —sgn(8) sgn(ry))
which is clearly true. Since all three terms in (V.5) are non-
negative and their sum tends to 0 as € — 0, it must be true

that each term tends to 0,

(Aslrsl) = (vs.rs) < &lo), (V.6)
IX7* < pae). (V.7)
We now make use of these inequalities to construct the bound

for |[r[12/p.

Decompose 7 as » = r+ + rl, with rll € ker(X) and
rt € ker'(X) so that Xr = Xr-. We will now use
(V.6) and (V.7) to obtain bounds for ||r*||? and ||r!/||2. First
notice that by (V.7) and Condition (4) we have Cl||rl-||2 <
Grin(X) ]2 < [ X2 = || X 7|2 < p&a(e).

In the case ker(X) = {0}, the proof is concluded. Other-
wise, we prove a similar bound for ||r!l||2. To bound ||r/l|2,
we use the fact that that this can be done if there exists sets
Q € [p] and Q € [p]/Q such that we can bound H’I’%HQ and

show a high probability lower bound for o2, (X o).

min
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In (V.6), decompose rg = r + r” and observe that by
Cauchy Schwarz inequality and the bound just obtained,

As:|rsl) <

—~

1 -
EHASHHTé_H
1 < 1 .
< AP <€ == ||/ esé1(e).
< pll Il H_\/ﬁll v eséq(e)

Then we use the fact that

(V.8)

to get from (V.6) and (V.8) that

Mg, Irk)y — g, rl) < &(e).

Next we would like to show

(V.9)

A5y [P oy ) = 5(en) Ty ) (L = 02) ™1 2 0. (V.10)

Note that it suffices again to prove this elementwise for each
i € S(c2). Specifically, note that (1 —c2)~ 1|1/l| < \; for each
i € S(cy) by the set’s definition and therefore ), |rH |[—vir; I (1—
)™t > el (1 = e2) "t = virl (1 = ¢2) =1 > 0. Therefore,

_ _ Il
< ’\S(cz | (Cz)|> - <VS(02)’T§(C2)>
=<5‘§(52)—V§(CQ)SgH( TS (ca) ) | ” |>

< <5\g —vg sgn(rg), |r!—, >
(i) - s L0

In particular, step (a) follows by (V.10), step (b) since S
Si(co) implies Si(c2) € S along with the fact that )\s
vgsgn(r ”) > 0 elementwise (for each i € S, we have /\z —
v sgn(r H) > 0 by A; > |v4]). Finally step (c) holds by (V.9).
We now use the bound in (V.11) to bound components of rl.

To bound ||7/l||2, we would like to exploit a relationship
between the ¢; and ¢5 norms. To do this, we consider an
ordering of the elements of the vector 7! by magnitude. Recall
that Si(c2) C S and we first assume |S;(c2)| > pe3/2. Now
we partition Sy(c2) = UK | S,, where (pcs/2) < |Se| < pes
and for each ¢ € S, and j € Sy we have |rH| > |7"||
Finally, define S; = UK ,S, C Si(c2), i.e. the set union
of all the partitions except the first one corresponding to the
indices containing the largest elements in 7Il. Now we note for
any i € Sy, we have |r”| < HT‘SZ I/1Se=1], that is, in terms
of absolute value, for any 7 in group /, it should be smaller
than the average of all the elements in the previous group £—1.

(V.11)

N

Then,
17

(a) S 1
|\Tg+|\2 = ZH ||2<Z|S€|S%|2

< ZHSH < [ZHSH}

(d) 452()
L

=: p&3(e).
(V.12)

c3c3(min )\S(CQ))Q

In the above, step (a) follows from the definition of S,
step (b) from the fact that for ¢ € S;, we have |ry| <
HrsZ I/1Se-1], step (c) since (pe3/2) < [Se| < pes, and step
(d) since Zf:z Se C Zle S¢ = Si(cz). Finally step (e) fol-
lows using that %min{)\g(@)}HT%(Cz)Hl < (A5(ea) |r%(62)|).
Now, recalling S; = Si(c2) U Sy and |S1| < pes, by Con-
dition (3), 0ynin(X s, ) > ¢4 and therefore,
[ XS+)||7“ I?
< fxsrd P

(@)

cillrl, 2l

(®)
I1X 5,7 P < 265 Irly P

(V.13)
In the above, in step (a) we use that 0 = Xr!l = X5+rg+ +
Xg,T5 ” . In step (b) we use Condition (4) and the fact that
HXS+ H2 <02, (X )|‘Tg+ ||%. Therefore, to conclude the

proof, it is sufficient to prove a bound for ||r %

Decomposing [|rl]|2 = ||r], P+ ||7“|| ||2, we find from

(V.12) and (V.12) the desired bound

265
I < W 1P D 17 < (5 + 1) Ik 1P

205

< (— + 1)P§3( ).

This finishes the proof when |Si(cz)] > pes/2. When
|Si(ca)| < pes/2, we take S; = 0 and S; = [p]. Hence,
the result is a special case of the above inequality. ]

VI. EXPANSION OF AMP STATE EVOLUTION IDEAS

In this section, we develop ideas and notation specifically
for the SLOPE AMP algorithm given in (I.3). Most are
adapted from the work in [8] that studies general non-separable
AMP algorithms. These results relate to the performance
analysis of the AMP algorithm and will be useful in proving
Lemma V.5. Throughout this section, we use the {7} },en.,
notation introduced in Section IV and defined in (IV.1).
Namely, we consider a sequence of denoisers nt RP — RP to
be those that apply the proximal operator prox ; ( ) defined
in (L4), i.e. n},(v) := prox;__(v) for a vector v ‘€ RP.

Given w € R™ and 3 € RP, define sequences of column
vectors h'Tt € R? and m! € R” for ¢ > 0. At each iteration
t, the sequence h'"1 measures the difference between the
truth 3 and the pseudo-data X ' z' + @', that is the input
to the denoiser, and the sequence m' measures the difference
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between the noise w and the AMP residual z*. Namely, define
m! h': for t >0,
Rt =B — (X2 +8") and m! =w —z!. (VL)
We next introduce a generalization to the state evolution
given in (IL.3), that will be useful in studying the limiting
properties of functions of the AMP estimates B° and 3° at
different iterations s and ¢. To do this, we will recursively
define covariances {X; ;}s ¢>0: for B elementwise i.i.d. ~ B,
set $o,0 = 02, + +E[B?] and
1
Sorp1 =02+ 1i;n 5—pE{—BT[n;(B +1Z;)— Bl]}, (VL.2)
for Z; ~ N(0,I) independent of B. Then for each ¢ > 0,
given (X, )o<s,r<t, define

Detli41 = ai +
1 s Tt
lim %E{[UP(B +7.2,) - B|"[n(B +7.2,) - B},
(VL3)

where Z; and Z, are length—p jointly Gaussian vectors,
independent of B ~ B i.i.d. elementwise, with E[Z] =
E[Z,] =0, E{([Z,];)*} = E{([Z 12 2} =1 for any element
i€ [], and E{[Z,);[Z,];} = Z#I{i = j}. Note that
Mg = 77 defined in (IL.3).

Using the above covariances, we have the following
result that characterizes the asymptotic empirical distributions
of the difference vectors defined in (F.1) and generalizes
Lemma (IV.1). This result follows by [8, Theorem 1].

Lemma VII: [8, Theorem 1] Assuming that
230,05 +ves 241,041 > o2, then for any deterministic sequence
dp ¢ (R? x R™)! x R — R of uniformly pseudo-Lipschitz
functions of order k,

0 = plim <¢p(ﬁ, m°, h', ..,
P

Elop(8,\/78 — 02720, 702Z0,...;\| TE — 02 Z}, TtZt)]),

for (Zo,Z1,...,Z;) defined in (VL3) in dependent of
(Z,ZY,...,Z,) and the expectation is taken with respect to
the collection (Zg, Zy, Z1, 2", ..., Z},, Z;). We note that Z',
and Z'. are length—n jointly Gaussian vectors, with E[Z’] =
E[Z,] = 0. E{(1Z}];)*} = E{(1Z,],)*} = 1 for any clement
i € [n], and E{[Z'),(Z0];} = (Sur — 02)((72 — 02) (72 -
02))"1/21{i = j}.

We use Lemma VI.1 to explicitly state asymptotic character-
izations of AMP quantities that will be useful in our analysis.

Lemma VI.2: Under the condition of Theorem 3, for z!
and ,6't+1 defined in (I.3) and the generalized state evolution
sequence defined in (VL.3),

m! At —

1
plim <—||zt =22 = (7 - 281 + 7}2—1)) =0,
no\n

(VL4)
plim (|81 — B — (77— 2801 +77)) = 0.
p op ’
(VL5)

Proof: The major tools in proving (VI.4)-(VL5)
are first recognizing that we can write the differences
2zt — 271 and B! — B' as a function of the values
(B,m° h',...,m! h'"!) defined in (F.1) and finally making
an appeal to the Law of Large Numbers. We prove (VI.5) and
(VIL.4) follows similarly.

By (L3a), 87 — 8" = (B + X T2!) — i Y8 +
X "2 = (B—h'") —nl~1(B—h'). Therefore, we will
appeal to Lemma VI.1 for the uniformly pseudo-Lipschitz
function

1
¢p(,@,mo,h17 N .,mt,hHl) _ 5_p||/6t+1 _ IBtHQ

1 1 - /
= 5 lmp(8 =R =7 (B — RO,
We note that it easy to show that the above function is
uniformly pseudo-Lipschitz, though we do not do this here.
Then by Lemma VI.1,

0 = plin (8" - B -

Ellnt(8 — 7 Z:) — 1 l(ﬁ—Tt,lzt,l)H?). (VL6)

Now to prove result (VI.4), by Lemma II1.2,

.1 _
plim Bl (8~ 7 Z0) — 1 (8~ ria Ze)|
P

= lim $E||n;( 2~ B - maZo)|
where B ~ B ii.d. elementwise independent of Z; and
Zy_1. The argument for showing that the assumptions of
Lemma III.2 are met follows like that used in Appendix B
in the proof of Proposition (P2) introduced in Section IV.
Then, lim,, - 3 Elnt(B —7Z:) —ny {(B —11Z1)|]* =
Mgt — 2044 1+Zt 1,t—1- O

We finally state a lemma that characterizes the asymptotic
value of the normalized ¢ norm of the residuals in AMP
algorithm (I.3b) following from Lemma IV.1.

Lemma VI.3: For z! defined in (I.3b) and 77 given in (IL.3),

phm (Hzf” /n— ) =0.

Proof: This follows from Lemma IV.1, using the uni-
formly pseudo-Lipschitz (of order 2) sequence of functions
dn(a,b) = Lllal|? to get, plim,||=![?/n = plim,, Ez[|w +
V1 —02Z||?)/n for Z ~ N(0,I). Then the final result
follows by noticing that

Ezl|w+ /77 — 0% Z|* = |lw|* + (7 — 03,)Ez ] Z|®

= |lwlf® + n(r - o3),

(VLT)

and therefore, using that plim,, ||w||?/n = o2, by the Law of

Large Numbers,

phm IEZHw—f—w -2 Z|?

= (1 —o?

nl

+ hm—w2—7'2
,) +p [wl]* = ;.
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VII. VERIFICATION OF MAIN TECHNICAL
LEMMA CONDITIONS

We now verify that the Lemma V.5 conditions 1-5 are met
for the SLOPE cost function and the associated AMP algo-
rithm. We note that conditions 1, 4, and 5 are straightforward,
so their proof is presented first. On the other hand, condition
2 and condition 3 are quite technical. Their proofs are given
in Section VII-D and Section VII-E below.

A. Condition (4)

This follows by standard limit theorems about the singular
values of Wishart matrices (see Appendix G, Theorem H.2).

B. Condition (5)

Recall, C»(b) = i|ly — Xb[> + 30, Xilb;| for some

p= P(f[),;l()\)) and by definition, Cx(z) = C(z) for all

x. Since 3 minimizes C(-) we have c(B") > C(B) and by
the rearrangement inequality, Cﬁ(ﬁ) > Cg:(B). Therefore,

C(B") = C(B) = C4(B) = Cae(B).

C. Condition (1)

Condition (1) follows, for large enough p, from
Lemma VII.1, stated below, which proves the asymptotic
boundedness of the norms of the AMP estimates 3" and the
SLOPE estimate 3.

Lemma VII.1: For any parameter vector A € R? defining a
SLOPE cost as in (1.2), let &« = a(A), then for ¢ > 0,

.1 1
plim - [|8"[|* = plim ~Ez([|[n},(8 + 7 Z)|?]
p P p D

<203+ 277, (VIL1)

for 7(-) defined in (IV.1) with 03 := E[B?] < 0o and 03 +
72 < 00 and R
plim||3||?/p < C, (VIL.2)
P
where C := C(J, Ué,oi,BmM,Bmm,)\mm) is a positive
constant depending on 9, U%,J?U, along with the singular
values of X through B,,q; > lim, 02, (X), and B, <
lim, 62, (X), and a lower bound on the parameter values
Amin = lim, min(A).
Proof: The proof is included in Appendix D. O

D. Condition (2)

Condition (2) follows from Lemma VII.2 stated below, for
e arbitrarily small when ¢ is large enough.

Lemma VII.2: Under the conditions of Theorem 3, for every
iteration ¢, there exists a subgradient sg(C, 3") of C defined
in (V.1) at point 8° such that almost surely,

1
lim plim ~||sg(C, 8")||* = 0.
t,p

The proof is an adaption of [5, Lemma 3.3], though, the sub-
gradient for the SLOPE cost function (studied extensively in
Section V-A) is quite different than that of the LASSO cost and
our analysis requires handling this carefully. Before we prove

Lemma VII.2, we state and prove a result which tells us that
the asymptotic difference between the AMP output at any two
iterations ¢ and ¢ — 1 goes to zero in /5 norm as the algorithm
runs. This result is crucial to the proof of Lemma VIL.2.

Lemma VIIL.3: Under the condition of Theorem 3, the esti-
mates {3'};>0 and residuals {2*},>¢ of AMP almost surely
satisfy lim, plim,, 5-(|8°—=3"""||> = 0, and lim, plim,, 1|| 2
thl H2 =0.

Proof of Lemma VIL3: This result uses Lemma VI.2,
which characterizes the large system limit of & [z" — 2'~1||2
and 3 |8 —3"||? as both being equal to 72 —2%; ;1 +77
where 3, ;1 is the generalized state evolution sequence
defined in (VL.3). Then Lemma E.1 (which is stated and proved
in Appendix E) shows that lim; (77 — 2%, ;1 +721) = 0. [J

Proof of Lemma VIL2: For any vector v* € d.Jx(8"),
note that v* — X ' (y — X 8') is a valid subgradient belonging
to the set dC(B") as defined in Fact V.1. Moreover, by AMP
(I.3b), y— X 3" = 2zt —wlz!~! with wt := ﬁ[vnt—l(ﬁ‘f*1 +
X " 2!=1)]. Therefore we can write,

I/t o XT(’y o Xﬁf) _ I/t o XT(Zt o wtztfl)
_ Vt _ XT(zt _ ztfl) _ (1 _ wt)Xthfl
(Vt _ MtXth_l) _ XT(zt _ zt—l)
+ (e — (1 =) X T2t (VIL3)

where we define ji; := (X, 0;_1)/]|0;_1]|? as the ratio of X to
6,1 so that A = 14,0, (here 6, := oty and recall that
« is calibrated to be parallel to A). It follows that 0Jx(x) =
He 8‘]91571 (w)

Now, by the definition of the proximal operator used in
(I1.3a) and by Fact V.2, we have that (X ' 2/~! 4+ ' 1) —
B' € 0Jg-1(B"). Hence we choose ' to be the specific
subgradient defined by

vi=m(X T2 BT - B €0UA(BY),  (VILA)

which leads to v* — i, X " 2071 = py (8" — B"). Plugging
into (VIL.3),

v - XT(y - X
_ Mt(ﬂt_l _ﬂt) _ XT(Zt o zt—l)

+ (e — (1 —wh)X T2 (VIL5)

Then taking the norm, dividing by ,/p, and using the triangular
inequality, we have

v — X" (y - X8/ vp
< BT =B/ Ve IX (2 -2/ Vp
+ (e = (L= "DIXT 2/ /p.

Using Lemma V1.2, that 0y,,x(X) is almost surely bounded
as p goes to oo (cf. Theorem 2), and that lim; lim, p;, =1 —
lim,, % E|| prox;, . (B+7.Z)|[§ in (11.10) is finite, the first
two terms on the right side of the above go to 0. Finally, for the
third term, Lemma V1.3 gives lim; plim,, %Hztﬂ = T., and
with the calibration formula (II.10), that oy, (X) is almost
surely bounded as p goes to oo, and the definition of w in the
proof of Lemma II.2, we find lim; lim,,(u; — (1 — w?)) = 0.
Thus the third term goes to 0. As ! — X " (y — X3') €
dC(B"), the proof is complete. O
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E. Condition (3)

We take v! to be the subgradient defined in (VIL.4) and
since t is fixed, we drop the superscript ¢ writing v := v,
Recall the sets s;(c2) and Si(cz) defined in Condition (3).
Then for s’ being any set of maximal atoms in [p] with
|s'| <ecspand S":={i€1:1I¢€ s}, we would like to show
Omin(X s,(csyus’) > ca. This holds by Proposition VIL4,
stated below, whose proof is the main challenge. We state
the proposition and then we identify two auxiliary lemmas,
Lemma VILS and VIIL.6, that will be used to ultimately prove
Proposition VIL.4.

Proposition VII.4: There exist constants c2 € (0,1), cs,
¢4 > 0 and t,;, < oo such that, for any ¢ > t,;,, and set S,
defined in Condition (3)

Ilii/n {Umin(XSt(CQ)US’) .S < [p] ) |S/| <csp,
S’z{iEI:IEs'}}Z@

eventually almost surely as p — oo.

The proof of Proposition VIL.4 will use two auxiliary
lemmas, Lemma VIL.5 and VII.6, stated below.

Lemma VILS: Let the set s, be measurable on the o-algebra
S, generated by {2°,...,2" '} and {8° + X "20, ..., 8" +
X T 2t=1} and assume |s;| < p(J — ¢) for some ¢ > 0. Define
Sy C [p] as {i € I forsome I € s;}. Then there exists
a1 = ai(c) > 0 (independent of ¢) and az = az(c,t) > 0
(depending on ¢ and c) such that, eventually almost surely as
p — o0,

min {omin(X s,0s7) + 5" C [p], [8'| < a1 p,
S'={iel:Te€s}}>a.

Proof: The proof of Lemma VILS5 is given in Appendix F.
The key difference in SLOPE case (Lemma VIIL.5) and LASSO
case (cf. [5, Lemma 3.4]) is the concept of equivalence classes
of indices. On a high level, the set s describes some structure in
the support space S and such structure restricts the dimension
of some linear spaces in the proof of Lemma VILS. O

Lemma VIL.6: [5, Lemma 3.5] Fix v € (0,1) and let the
sequence {S¢(y)}:>0 be defined as before. For any & > 0
there exists t,. = t.(&,y) < oo such that, for all t5 > t1 > ¢,
fixed, we have

1St (M) \ St (M/p <&,

eventually almost surely as p — oo.

Proof: For LASSO, this result was given in [5,
Lemma 3.5], and for SLOPE, the proof stays largely the same
so we don’t repeat it here. The major difference is that where
the work in [5] can appeal to AMP analysis in [4], for SLOPE,
we appeal to similar results given in [8] (e.g. Lemma VI.1).

]

Proof of Proposition VII.4: The subgradient in Condition
(2) is given by sg(C,8") = v' — XT(y — X3") where
vt € 3Jx(B") is the subgradient defined in the Condition
2) proof at Eq. (VIL4). Recall, Si(c2) = {i € T : |[V}]| =
P([lL, L(N)]1)(1=¢2)}. We include a simple visualization for
the set St(CQ) in Figure 4. We have plotted the subgradient
vt = (—1,2) for (zero) equivalence class I = {1,2} when

(VIL.6)

Fig. 4. Left: c2 = 0.5; Right: c2 = 0.2; Blue area is {v € 9Jx(0,0) :
[v| = (1 — c2)P(A1,A2)} and grey area is complement of blue area in
dJx (0, 0).

A = (4,1) and 8" = (0,0). Then indices of |vt|, namely
(1,2) are in S¢(c2) unless ¢y < 0.4.
We know from the proof of Lemma VIL.2 Eq. (VIL.4) that
= (X T2 4 B - BY) € e (BY) where gy =
(X,0;1)/]|6;—1||> and X = u;0'"'. Therefore, summing
over all equivalence classes I,

se(ea)l = 31wt = PG N1 - e2) }
I

=118 -

= P([II

Xth—l] B ﬁt—lh

5 (07D~ 02)}. (VIL7)

As detailed in the proof of Lemma V.5, for non-zero equiv-
alence classes, let ;\1 = |vy|, and for the zero equivalence
class, let A\; > lvrl, meamng s is parallel to |vg| for each
equivalence class I of B°. That such a X exists in the set
P(ﬁ;}()\)) follows since v is a valid subgradient of .Jy(3")
(see Fact V.3). Then simplify the set definitions of s, (\Cg) and
Si(ca) to be si(c2) == {I C [p] : [vi] > (1 — c2)Ar} and
Si(c2) == {i :|vi] > (1 —c2)A;i}, where both use equwalence
classes I, defined for B3'. Then slnce )\ = mef , we also
let 0 be defined such that A = ut0
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Therefore, by (VIL.7),

7 -1
[si(ca)| =Y B = [X "2 =B >0, (1—ca)}.
I
In the notation of (F.1), 8" — [XTz'1] — B! = h! +
1B - h') — B and B' = "B — h') and therefore
by (VIL.7),
[st(ca)| =

S {Ip + 0 (B-h) =Bl >0, (1-c)}.
1

Now, since Lemma VI.1 implies weak convergence of the
empirical distribution of h to 7,_1Z,_, for Z,_; a vector
of i.i.d. standard Gaussian and 7;_; given by the state evo-
lution (I1.3), a careful argument using continuous approxima-
tions to indicators will show:

1
plim - ZI[{|ht (B — Al —
p P 7

>0,

(1-— 02)}

1 _
= lim » dP (|Tt—1Zt—1 +0'H B = 1-1Ze-1) — Bl
I

(VILS)

where on the right side of (VILS8), the probability is with
respect to the randomness in z, ,, the equivalence classes

I are taken with respect to '~ 1 (3 —7,_1Z;_1), and 93_1 as
equal to or larger than |7, _1Z; 1 +7n' " (B—7_1Z: 1)—BIr
depending on whether [ is the zero equivalence class or not.
We justify the substitution of 74_1Z, 1 for h' by approx-
imating the sum of indicators with a function that counts
the number of elements in 7'~'(8 — h') that are strictly
greater than its neighbour. Then this function converges to a
continuous and bounded function, the function that measures
the proportion of n'~! that is non-flat, to which we apply
the Portmanteau Theorem (cf. [22], Lemma 1(b) in [4] and
Lemma F.3(b) in [5]).
Now, using (VIL.8), we can simplify:

plim —|s¢(c2)|
P

.1 _
= lim 2 P (|Tt—1Zt—1 1N B = T1-1Z4-1) = Bl
1

>0, (1 cQ)), (VILY)

and we study the probability on the right side of the above,
for a fixed equivalence class I, writing n*~Y(8 — 7,_1Z;_1)

to be n'~!, dropping the input.

P (|THZH T cz))
=P (th—lzt—l +n'7t = 8;

>0, (1)t =0)
- Blr

i1 B
>0; (1 _02)7773 ! # 0)

P <|7—t71Zt71 +ntt

At—1 At—1
ZP(Ot[ >|B—n-1Zi-1l1 291 (1—62))
P(ni=t #0). (VIL.10)

In the above, step (a) follows when 7}~! = [prox Tyt (B -

Tf 1Z1-1)]1r = 0, since we must have |3 — 74— 1Zt ilr <
—1

14 0, by Fact V.2 and Fact V.3,

(B—m-1Zi1)lr €

0 ; » and when 77
we know that [nt= 1(ﬁ — 112y q) —
P, (6" 1))

It obvious that one can make the first probability arbitrarily
small by bringing co to 0. To see this, say 1 € I and notice that
P([H_, (0" 1)]1) always has Lebesgue measure 0 because
it is a subset of the hyperplane {x € RV : 3 ., z;
Yjerti )

On the other hand, notice that

> P (B
I

= E{I([y"
I

= ZE [0~ (B —=7i—1Zi-1) |5,

—T—1Z1-1)|1 #0)

(B—=7-1Z1-1)|1 #0)}

and that n*~! is asymptotically separable by Lemma IIL3.
Define h!=!(x) = h(z; B + 14-12,0'"!) with ©'~! being
the distribution to which the empirical distribution of 6°~*
converges, and also define

W, 1:= {x‘ht_l(x) # 0 and

m{z||n (@) = B (@)} =0},

similarly to (IL.11), where m is the Lebesgue measure. Then,
1im1 E 0" B8 —71_1Z: )|}
D P Zia t—14t—1)ll0
Hht‘l(ﬁ —7-1Zi-1)lo

= lim — (B — -1 Zi-14) € Wy
lzgnpzt 12 { Tt—14t 1,) t 1}

1
=lim- E Y B —m 1 Z0)|,
s pzt_hBlln ( —1Z:-1) |5

where the last equality holds by Lemma II1.2.
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Then (II.9) gives this term is smaller than § for large ¢.
Hence, by (VIIL.9) and (VII.10),

1
plim —|s¢(c2)| =
P P| |

o1 At—1 At—1
hIgn]; E IP’(HI > |B—Ti—1Zi—1]1 > 0; (1—62))
7

1
+lim- E

o2 E s 7"~ (B = 11—1Z¢-1)|[5,

Therefore, for some ¢ > 0, choose ¢y € (0,1) such that the
first term on the right side of the above is arbitrarily small
along with ¢,,in 1(c) such that the second term is arbitrarily
close to d, meaning

1
lim P (—|st(02)| < - c) =1,
P p

for all fixed ¢ larger than some ¢,,in,1(c).

For any t > tmin,1(6) we can apply Lemma VILS for
some ai(c), az(c,t). Note this doesn’t immediately give the
result we use since the lower bound, as, depends on t. To
get around this we additionally appeal to Lemma VIIL.6 that
tells us after some time .., the supports of the AMP estimates
don’t change appreciably. Now we fix ¢ > 0 and consequently
ar = aq(c) is fixed. Define tyin = max(tmin,1,t«(a1/2,c2))
with ¢,(-) defined as in Lemma VIL6 and let ay =
as(¢, tmin). Then, by Lemma VIL5 and the fact that as(c, t) is
non-increasing in ¢,

(eayus) : S Cpl,|8'| < aip} > as.

In addition, by Lemma VIL6, |S¢(c2) \ St (c2)| < pai/2.
Both events hold eventually almost surely as p — oo. The
proof completes with c3 = a1(c)/2 and ¢4 = a2(¢, tmin)s
fixed with respect to t. O

min {Umin (XSt

min

VIII. NUMERICAL EXPERIMENTS AND EXTENSIONS OF
THE PRESENT WORK

We now briefly demonstrate the performance of SLOPE
AMP in various settings where assumptions are weakened and
discuss some potential extensions.

i.i.d. Gaussian Measurement Matrix Assumption. A limi-
tation of vanilla AMP is that the theory assumes an i.i.d.
Gaussian measurement matrix, and moreover, the AMP algo-
rithm can become unstable when the measurement matrix is
far from i.i.d., creating the need for heuristic techniques to
provide convergence in applications where the measurement
matrix is generated by nature (i.e., a real-world experiment or
observational study). While, in general, AMP theory provides
performance guarantees only for i.i.d. sub-Gaussian data [3],
[4], in practice, favorable performance of AMP seems to be
more universal.

For example, in Fig. 5, we illustrate the performance of
AMP for i.i.d. zero mean, 1/n variance design matrices that
are not Gaussian (one i.i.d. =1 Bernoulli (top) and one i.i.d.
shifted exponential (bottom)). In particular, we note that the
exponential prior is not sub-Gaussian, so the performance here
is not supported by theory. In both cases, AMP converges

S, 0s-
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Fig. 5. Optimization errors, ||3" — B]|2/p, for iid. +1 Bernoulli design
matrix (top) and i.i.d. shifted exponential design matrix (bottom).
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Fig. 6. Optimization errors, ||3! — B||2/p, for i.i.d. Gaussian design matrix
(top) and non-i.i.d. right rotationally-invariant design matrix where AMP
diverges (bottom).

very fast, thus demonstrating its robustness to distributional
assumptions.

On the theoretical side, to break the i.i.d. restriction, recent
work proposes a variant of AMP, called vector-AMP or VAMP
[19], [36] that is a computationally-efficient algorithm that
provably works for a wide range of design matrices, namely,
those that are right rotationally-invariant. For example, [29]
studies VAMP for a similar setting as SLOPE. However,
the type of nonseparability considered in this work requires the
penalty to be separable on subsets of an affine transformation
of its input. As such, the setting does not directly apply to
SLOPE. To address this, we have built a hybrid, ‘SLOPE
VAMP’, based on code generously shared by the authors of the
referenced work [29], which performs very well in the (non-)
ii.d. (non-) Gaussian regime (see Fig. 5 and 6). Motivated by
these promising empirical results, we feel that theoretically
understanding SLOPE dynamics with VAMP is an exciting
direction for future work.

Known Signal Prior Assumption: This work assumes that
the prior distribution of the signal is known, however, there is a
possibility that, by using EM- or SURE-based AMP strategies
[21], [43], [44], one can remove this assumption. Numerical
results in [20] show that the performance of EM-VAMP with
separable penalties is very close to that of VAMP with known
prior. Developing such strategies alongside our SLOPE VAMP
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Fig. 7. Performance of AMP variants by AMP iterates and by state evolution
characterization. Here the design matrix is i.i.d. Gaussian R600%2000 apq
the signal prior is Bernoulli-Gaussian: A(0,1) with probability 0.5 and
0 otherwise. Noise variance o2, = 1. LASSO AMP refers to AMP run with
a soft-thresholding denoiser, SLOPE AMP is the algorithm studied here, and
MMSE AMP is AMP run with a conditional expectation denoiser.
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Fig. 8. Empirical optimization error of AMP iterates (3* and the theoretical
error characterized by state evolution 5(7}2 — 02). Here the design matrix
is i.i.d. Gaussian and the signal prior is Bernoulli-Gaussian: A/(0,1) with
probability 0.5 and 0 otherwise. Noise variance 02, = 1 and § = n/p = 0.3.
The results are the averages of 30 independent runs.

would provide a quite general framework for recovery of the
SLOPE estimator.

Comparison to ‘Bayes-AMP’: In many settings one may
want to use a ‘Bayes-AMP’ algorithm, meaning the general
AMP algorithm with the minimum mean square error (MMSE)
denoiser, i.e., the conditional expectation denoiser, and for this
reason, this is the most common form of AMP that is used
in practice. The SLOPE AMP presented here is not a ‘Bayes-
AMP’ algorithm since we use a denoiser based on the proximal
operator instead. We made this choice for the denoiser, because
in general, the (statistical) motivation for using methods like
LASSO or SLOPE is to perform variable selection, and in
addition, for SLOPE, to control the false discovery rate. Both
methods are therefore biased and, consequently, ‘Bayes-AMP’
strategies that are designed to be optimal in terms of MSE will
outperform if performance is based on MSE. In particular, [12]
proves that ‘Bayes-AMP’ always has smaller MSE than that of
methods employing convex regularization for a wide class of
convex penalties and Gaussian design. Our aim with SLOPE
is the keep the MSE small, while controlling the FDR, but

in order to retain the FDR control, SLOPE may take a hit in
terms of MSE compared to ‘Bayes-AMP’ strategies.

Nevertheless, Fig. 7 suggests that SLOPE AMP has MSE
that is not too much worse than ‘Bayes-AMP’, and it may
significantly improve on the best tuned LASSO.

Finite Sample Characterization of State Evolution: In Corol-
lary II1.4, we show that the estimation error between 3 and
3 can be asymptotically characterized by the state evolution.
In Figure 8, we demonstrate that in the finite sample case,
the SE prediction matches well with the reality, for different
problem sizes, and as the dimension (n,p) grows, the errors
do approach the state evolution characterization. In particular,
Figure 8 considers the problem in (I.2) with X being 3 for the
first half entries and O for the other half.

IX. DISCUSSION AND FUTURE WORK

This work develops and analyzes the dynamics of an
approximate message passing (AMP) algorithm with the pur-
pose of solving the SLOPE convex optimization procedure for
high-dimensional linear regression. By employing recent the-
oretical analysis of AMP when the non-linearities used in the
algorithm are non-separable [8], as is the case for the SLOPE
problem, we provide rigorous proof that the proposed AMP
algorithm finds the SLOPE solution asymptotically. Moreover
empirical evidence suggests that the AMP estimate is already
very close to the SLOPE solution even in few iterations. By
leveraging our analysis showing AMP provably solves SLOPE,
we provide an exact asymptotic characterization of the ¢
risk of the SLOPE estimator from the underlying truth and
insight into other statistical properties of the SLOPE estimator.
Though this asymptotic analysis of the SLOPE solution has
been demonstrated in other recent work [22] using a different
proof strategy, we believe that our AMP-based approach offers
a more concrete and algorithmic understanding of the finite-
sample behavior of the SLOPE estimator.

A limitation of this approach is that the theory assumes an
i.1.d. Gaussian measurement matrix, and moreover, the AMP
algorithm can become unstable when the measurement matrix
is far from i.i.d., creating the need for heuristic techniques to
provide convergence in applications where the measurement
matrix is generated by nature (i.e., a real-world experiment
or observational study). Additionally, the asymptotical regime
studied here, n/p — § € (0, 00), requires that the number of
columns of the measurement matrix p grow at the same rate
as the number of rows n. It is of practical interest to extend
the results to high-dimensional settings where p grows faster
than n.

APPENDIX A
STATE EVOLUTION ANALYSIS

We first prove Theorem 1 and then provide a proof of
Proposition I1.6.

A. Proving Theorem 1

Proof of Theorem 1: To begin with, we prove that
F(7%,ar) defined in (IL7) is concave with respect to
72. The proof follows along the same lines as the proof
of [5, Proposition 1.3], however, whereas the proof of
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[5, Proposition 1.3] proceeds by explicitly expressing the first
derivative of the corresponding function F, and then differenti-
ating on the explicit form to get the second derivative, because
of the averaging that occurs within the proximal operation for
SLOPE, it is difficult to similarly derive an explicit form. To
work around this, we keep all differentiation implicit. First,

oF
5 2(72 ar)

9 2 1 2
=53 oo+ —IE||pr0me (B+7Z) - B
(a) 1 01
= EE{(‘) 5 —|lprox;_ (B+TZ)—B||2}

_ Ep ZE { ([prome (B+712));

— B'L)

0
X W[prome (B + TZ)]i} :
(A.1)

We note that the interchange between the derivative (a limit)
and the expectation in step (a) of the above holds due to a
dominated convergence argument that relies on the following
lemma. First we introduce a bit of notation that will be used
throughout the proof. Define an equivalence classes I; for
each index ¢ = {1,2,...,p}, defined as

I :={j : |[prox;_ (B +1Z)l;l
= |[prox;_ (B + 7Z)]|}.

For any j € I;, with the above definition, I; = I;. In general,
we use [, without any specific index, to represent an entire
equivalence class and let | indicate the collection of unique
equivalence classes.

Lemma A.1:

9 1
‘w;HproxJ (B +72) - B|?|

< xml

2
Z|sgn Bi+717)Z; — 041|) (A2)
P

icl

Lemma A.1 will be proved below, after we solve
2 [prox,; (B+7Z));.

Now we describe how the bound in Lemma A.1 can be used
to produce the dominated convergence result needed in step
(a) of (A.1). First note,

%E{Z W (Z|sgn (Bi +12;)Z; —ai|)2}

Iel i€l

E { Z Z <|sgn(Bi +712)7; — ai|)2}

Iel iel

E { S S22+ af)}

Icl iel

E{ Z(Zf—kaf)} =2+ ]—QJHCMH2 < 0.

i€(p]

<

<

[N BINw Bl

The ﬁrst and second inequalities follow from (> | x;)? <
ny., x2. The last 1nequa11ty comes from entries of a being
finite and then ||a|?/p < max; a? < oo. Therefore we can
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invoke the dominated convergence theorem that allows the
exchange of the derivative and expectation in step (a) of (A.1).

Now we want to further simplify (A.1). Foreach 1 <1 < p,
we would like to study % [prox;__(B+7Z)];. We first note
that the mapping 72 — [prox; (B+7Z)]; can be considered
as f(g(7?)), where g : R — R?? is defined as y — g(y) :=
(B+ Z,/y,0/y) and f : R* — R is defined as (a,b) —
f(a,b) := [prox, (a)];. Hence,

o (BH7Z)]i = J pog(7?)

z O‘}T, (A3)

2 2
Val(9(r), Vol (9(r2)] 52 5
where J; € R™*"™ is the Jacobian matrix of a function h :
R™ — R™ and step (a) follows by the chain rule. We denote
the proximal operator using a function 7 : R?? — RP as
n(a, b) := prox ;, (a) and consider the partial derivatives of 7
with respect to its first and second arguments. Denote

0o 0 0
on(a,b) = dlag[aa1 90y 8a} (a,b),
P
o 0 0
Oan(a,b) = dlag{ab1 Dy’ .,W}n(a,b). (A4)
p

Recall that the derivatives computed in 017(a, b) are defined
in (IL.1), and by anti-symmetry between two arguments,
@b, = —sgu(n(a.b)];) - [n(a.b)];. Then using
the result of (IL.1):

dprox, (v)];
c%j N 8vj
_ Iln(v, Mlil = [[n(v, A);[} sen(fn(v, Mliln(v, M)
1<k <p:|n(v, Nkl = [n(v, Nli]}

On(v, M

we have

d d
wjf(av b) = E[ﬂ(aa b)]l

— H|[n(a.b)li| = [m(a,b));]}

xsgu ([n(a,b)li[n(a, b)];) [11n(a, b)l;,  (A.5)

and similarly,

d
%4mw:%mm@h

= —I{|[n(a,b)li| = [[n(a,b)];|}
><sgn([ ( a, )]z) [5‘1n(a,b)]i.

Now plugging the above into (A.3), we have
0
92 [proxjm (B+712));

= i [8177(B +77Z, ar)] ,sen ([n(B +77Z, aT)]i)

X Z sgn

JEL;

nB+71Z,ar)|;)Z; — (A.6)

o).

In what follows, we drop the explicit statement of the 7(-, -)
input to save space, writing 7; to mean (B + 7Z, a)]; or
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[01m]; to mean [01n(B+ 7Z, ar)]; for example. Using (A.6)
in (A.1),

(dp) x g

T, )

oF
82(

LS s

i=1j€el;

81 77]

x sgn(n;)(sgn(n;)Z; — ay)}

S E{(01n))* + (ns — B)[03n): }
i= 1]6[
LYY B[ B Bulssmines ). A7)
i=1j€el;

where the second equality follows by Stein’s lemma for a
fixed 7 and j € I;, namely, for standard Gaussian Z we have
E{f(Z)Z} =E{f'(Z)} and therefore,

%E{[am]i sgn(n:) (i — By) sgn(n;)Z; }
= E{ san(ne) senny) Onc — Bo) o [orr: )

+ E{ sgu() sgnny) ][]}

=E{(n — B:)[d7n: + ([01n):)*}.

where the last step uses the definition of

A n(a,b))
in (A.5) and the fact that %[3177(0,17)]1‘ =

given

sgn(n:) sgn(11;) [0 n(a, b)l;.
Therefore, simplifying (A.7), we have shown

(6pT) X ;)F (7%, at)
Xj: {7'|I|(8177 + (i — Bi)[afn]i)}
- Z { 8177 sgn 771)( i Bi) Z Oéj}. (A.8)
JEL;

We now have the tools to prove Lemma A.1.
Proof of Lemma A.1I: First,
IIPrOXJ (B+7Z)-B|* =

0
o2 p
p ; {[proxc,m (B+72); — Bz}

0
X W[prome (B+71Z));.

As in the work above, we denote the proximal operator using
a function 1 : R* — R? as n(a,b) := prox,, (a). Now
from (A.6), denoting I; := {j : |[n(a,d)];| = |[n(a,b)]|},
again dropping the explicit statement of the 7(-,-) input to
save space,

0
5.2 [prome (B+712));

— %[8177]1‘ sgn(n;) Z(Sgn(m)Zj -

JEL;

Oé]‘).

Therefore,
01
‘W—HPTOXJQT(B + TZ) — BHQ‘ =

=

i=1

i) [Ovn)isgn(n:) > (sgn(n;)Z; —

JEL;

Oéj) .

Since the averaging operation reduces the dot prod-
uct (meaning informally that for a vector v € RP,
(mean(v), ..., mean(v)) - v < ||v||?), we have for any i €
{1,2,...,p} that [n(B+7Z, ar)]; — B; can be replaced with
B; + 7Z; — sgn(n;)a;T — B;. Using this in the above,

0 1
52 loroxs, (B +72) — BI

P

1
< p > (sgn(ni)Zi — i) > (sgn(n;)Z; — ) [Ovn)s
i=1 j€EI;
(A.9)
Next, using that 0 < |[01n];| < 1/|L4],

p
|0 > () Z — i) (sen(n) 25 — ag) [0

i=1 jEI

< Z 7 > ‘ sgn(m:)Z; — o) (sgn(n;) Z; — 04]')‘-

Jjel;

Finally we make the following observation. Any equivalence
class I; is a collection of indices j € {1,2,...,p} such that
I[prox;_ (B + 7Z)];| = |[prox;_ (B + 7Z)];|, so for any
j € I, it follows I; = I;. Recall, | indicates the collection of
unique equivalence classes, and we have

> 77 2 [isntn) 2
=lik

Z Z‘sgnm

Iel i,j€1

a;)(sgn(n;)Z; — Oéj)‘
o) (sen(n;)Z; — )|
Now plugging back into (A.9),

01
572 lprors,, (B +72) — BI)

—ZHZ‘sgnm

ai)(sgn(n;)Z; — a;)

Iel i,j€1
2
= —Z (Z|sgn n;)Z |) )
IEI

U

Now considering (A.8), for brevity, we suppress |I;| to

1 without loss of generality. To see this, recall that I; :=
{j:IIn(B+7Z,ar)];| =|n(B+71Z,ar)];|} and note that
when |[n(B+7Z,ar)]; equals |[n(B+7Z, ar)|;, the terms
will remain equal after small changes in 7. Therefore |I;| is
treated as a constant in the derivative and since all operations
below preserves linearity, it can safely be assumed to be equal
to 1. Note that similarly, ) el % will pass through future
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calculations as a constant. Therefore (A.8) becomes

(6pT) X C{)FQ(T2 ar)
= Y [B{r(0u:)? + (o - B3}
- [E{ai sgn(n:) (1 — Bi)[c‘?m]i}] (A.10)

i=1
In what follows we will need to take care with the points
(x,y) such that [9?n(x,y)]; is not equal to 0. We refer to
such points as ‘kink’ points, since these are points where the
partial derivative jumps (and the second partial gradient acts
like Dirac delta function 6(x)), or in other words the points
where the two (sorted, averaged) arguments in 7) are equal to
each other. Informally, define a ‘kink’ point as an index where
the sorted vector & matches the corresponding threshold y
exactly. In LASSO, for example, the correspond to the ‘kinks’
of the soft-thresholding function. We have

030(B + 72, ar), Al
=0(B;+77Z; —a;7) — 0(B; + 7Z; + a;T) '
E_{(n(B +72,an)]i - B)0in(B + 12,07}
= — IE ZIIEB {Bz [5(31 =+ TZi — OtiT)
—5(31 —+ TZZ' —+ OtiT)] }
= —E{Bi[plai — 2B) ~ 6~ 2B)]}. (A12)

Therefore, denoting ® as elementwise multiplication of vec-
tors, by (A.10) and (A.12),

(3p7) % oo+, )
= ~El|oul” ~E{B"[$(a - _B) - 4(~~ - B)]}
~E{[a@sgn(n) ® (n— B)] ' an}.  (A13)

Now we have shown the first derivative, so we consider
the second derivative to prove concavity.
Notice, however, that in order to prove concavity of

F(r2, ar) it suffices to show g[ddf (2, at)] < 0 because
ii_araaF —Lia_
or (87' ) [65(87' )] - 27[87'(67'2)]
We now show _[dr (72, aT)] < 0. First,
0 1 OF
(0p) x — 8 [8 2(72 aT)}
_ 201 T
= —Ellamll —E;E{[amgn(n)@(n—B)] On}
01 - 1 1
—5- - E{B [¢(a--B)-d(-a-—B)]}.
(A.14)

To show that (A.14) is < 0, we find simplified represen-
tations of the three terms on the right side. This requires the
same techniques as were used to find the first derivative above
and are not detailed.

The first term on the right side of (A.14) can be simplified
to the following:

0
iy 2 _
50w

1 1 1
—ﬁEB{BT [p(c — —B)) — ¢(a + ;B))] b (AD5)
Doing so requires smart uses of the chain rule, a dominated
convergence argument, the partials in (A.6), and special care
for the ‘kink’ points as discussed above. Similarly, using
(A.12), one can show for the third term on the right side of

(A.14),

01 T
5. - Ellacsen(m) © (n-B)] o} >
1 - 1 1
=Ep{la® B T[g(a+=B) +d(a—--B)|}.
(A.16)
Finally, using ¢'(u) = —u¢(u) and a dominated convergence
argument, the second term on the right side of (A.14) equals
01 . 1 1
—E; E{B'[¢(a — -B) - ¢(-a— —B)|}
. 1 1
= SE{B"[sa~1B)~4(-a- _B)]}

- SE{(B) CB-a)oda-B)}

1 o T 1 1
+§g{(3) (a—i—;B)@qb(—a—;B)}. (A.17)

Now we plug (A.15),(A.16), and (A.17) back into (A.14)
to show that -2 [ng (%, ar)] < 0.

(5p) a L;)Fz (T2 aT)}
< ——EB{BT [bla—~B) —éla+—B)]}
+ ﬁ I}[g {B—r [(a — %B) —¢(—a— %B)]}

- —E{(BQ)T

o (2B~ a)©ola— - B))

+ SE{(B) (@+ - B)os(-a- - B))

- 4Es{la© B [b(a+ B)+ o(a - _B)}

= Es{[B" [6(a - -B) - 6a+ -B)]}. (AI8)
We justify non-positivity of (A.18) by showing that the
elementwise term inside the expectation is less than or equal
to 0. First assume B; > 0, then «; — B;/7 < a; + B;/7 and
¢(a; — B;/T) > ¢(a;+ B; /7). The other case B; < 0 follows
similarly.

Now (A.18), implies aﬁ [ad'z (72, ar)] < 0 and therefore,
we have shown that F(7%, ) defined in (IL7), is concave
with respect to 72.

Next we show that 72 F(TQ,OLT) is strictly increasing.
To do so, it is sufficient to show that 8 OF (72, aT) is positive
as 7 — oo because the concavity implies that 2 (72, ar) is

non-increasing. Define f(a) := 0 lim,_ gf (7'2 a). First
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recall that 5~ (T arT) is given in (A.8). In particular,

(6) x gFQ (72, ar)
- ];;E{m (1002 + (0. — B)l6%)) §
—% > ]E{[am]i sgn(mi)(m — Bi) > aj}, (A.19)
=1 jel,

Then taking 7 — oo in the above, it is easy to see that f(c)
is equivalent to setting B = 0 in (B + 7Z, a) and using
that n(tZ,ar) = ™(Z, o) (implying that O1n(7Z, at) =
01m(Z, a)). We note that using a simplification of [977)]; as in
(A.11)-(A.12), means that this term will go to zero as 7 — oc.
Therefore, using sgn(n(Z, o)) @ n(Z,a) = n(Z, o),

12

fle) = DB [D(Z, ) (0m(Z, o))’
> o

i=1
= [0n(Z, a)]il[n(Z, )]s
3:ln(Z,2)];1=n(Z el
In the above we have used the following definition: for a
vector v € RP, define D elementwise as [D(v)]; := #{j :

lvj| = |vil} = |Li] if v; # 0 and oo otherwise. Using that
nn(Z, o) = przay:
fle) =

1 | L= 12 )il 2 2,001, 1= (2,00
» ZE{ Dz, o). |

(A.20)

This simplification can be efficiently computed because only
[n(Z, )| and e need to be memorized.

Now considering (A.20), let &« — oo and note that since
|Z| < o almost surely as o — o0, it follows that n(Z, o) =
hn(Z,a) = 0. Therefore limg .o f(a) = 0. By a very
similar argument to the proof of concavity, it is easy to see
f'(a) < 0, and together these facts imply f(a) > 0 for
all . The monotonicity of F is now obvious: since F is
concave (1mply1ng 9F (72, ar) is non-increasing) and strictly
increasing for 72 large enough, it is increasing everywhere.
Moreover, the monotonicity of F implies the monotonicity of
the sequence {77(p) }+>0.

Finally we show that there exists a unique 7, such that
F(72,ar.) = 72, from which it follows that the monotone
sequence {72 (p )}tZO converges to 72(p) as t — oo. First,
f(0) = El0in(1Z,0)|*/p = E[1]|*/p = 1 by (A.20). This,
along with the fact that f/(a) < 0, tells us that 0 < f(a) <
1 for all a. Recall the definition of the set A,, namely
Apnin = {a: f(a) = §}. We know that this set is non-empty
since the LASSO case shows & = (Qmin, * ** , min) belongs
to Apin Where ay,i, is the unique non-negative solution of
(1 + a?®)®(—a) — ap(a) = §/2. We write a = A, to
mean « is larger than at least one element in A,;,, where
we consider one vector v to be larger than another vector u
if v; > u; for all 7 and v; > u; for some j.

To complete the proof, we show that F(72, ar) > 72 for

small enough 72 and F(7% a7) < 72 for large enough 72.

Therefore, there is at least one 7, such that F(72, ar,) = 72

since F is continuous in 7. It follows from the concavity of F
that the solution is unique and the sequence of iterates 77 (p)
converge to 72(p). We first show that F(7%, ar) > 72 for
small enough 72. Consider the function G(72) := F(72, ar)—
72. Recall the definition of F(72, a7) in (I.7), namely,

- B|*/(op),
clearly F(0,0) = 02 > 0 and G(0) = 02 > 0 (with

equality only if 02 = 0). Now we show that F(72, ar) < 72
for large enough 72. Since f(c) is decreasing in a,
for a = A, it must be that f(a) < J. Moreover,
lim, e %(TQ,CKT) = %f(a) < 1 for ¢ = Apin-
Therefore, lim,_. o %(72) < 0 meaning G is eventually
decreasing (as 72 grows) for any a = Apin. Also, G(72)
is concave and therefore for 72 large enough we will have
G(t?) <0, in which case F(72, ar) < 72.
Finally, (7'2 om')‘ evaluated at at 72 = 72 is upper
bounded by 1 when a > A, as the concavity of F
implies that adF (12, ) is strictly decreasing in 72 along
with lim,_, o 2 s (7'2 ar) = %f(a) < 1 when a = A,
If this were not the case then there would be multiple fixed

points. O

F(r*,ar) = o}, + Eljprox; (B +12)

2

B. Proving Proposition I1.6

Proof of Proposition I1.6: This proof is a generalized result
of [5, Proposition 1.4] (originally proved in [16]) and [5,
Corollary 1.7]. Here we fix p and denote 7(p) as 7. Recall
in the proof of Theorem 1 we have shown the following facts:
A) 0 < limy2 o (7%, ar) < 1; B) 72 — F(r2,ar)
is concave (C) 72 — F(72,aur) is strictly increasing; and
D) 3 (’7’ ar) evaluated at ’7' = 7,, which we denote
ff (T* ,aT,) is such that 0 < (T* ,ary) < 1.

First we claim o +— 72 (a) is continuously differentiable
on RY . This follows from the implicit function theorem on
function G(a, 72) := 72 — F(7?, 1) and from Fact (D): G
is continuously differentiable and 0 < % < 1. Hence 72
can be written as 72(ar) which is continuously differentiable.
Defining

gle,7?) = ar[1 - = Elprox,_ (B +72);].
notice that A(a) = g(a, 72(x)). Clearly g is continuously
differentiable in « and so is a — A(a).

In the next step, we consider & = Apin(9) such that o —
Quin for some @pin € Amin(d) (denote as a | Apin(9)).
We claim 72(a) — 400 as a | Apin(6). Recall, f(a) =
dlim, oo %(TQ, ar) (cf. Theorem 1). Then by concavity of
F(r%,ar) in T,

2 =F(r2, ar.) > F(0,0) + 77 Thinoo g 5 (7%, at)
1
= F(0,0) + 572 f(a)
which implies 72 > %. Recall F(0,0) = o2 and

f(@min) = 6 for any @min € Amin(6). Hence 72 () — +00
as a | Apin(0).
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Define /(o) := 1-LE|| prox; _ (B+7.Z)||¢. Then when
72(at) — 400 as & | Apin(6),

b= lim {(a)
= im (1-1E| (r.2)[5)
o a—}g:lnin n prox‘]au T 0

1 *
1=~ Ellprox,,  (Z)].

We claim that ¢/, < 0. Using the definition of the vector D
and the set A.,i,(9) in (IL6),

1 .
fo=1-—F|prox, (D

(Biowor,—27)

5 D(prox;, (Z))

1 J— Z]EL [amln]j | [prox‘]amin
[D(prox,, , (Z)):

(Z)]i|}

where (writing 1) to mean prox ;  (Z) and D to mean D(n))
the inequality in the above uses that

1 1 1
b D (1- Z[amin]j|ni|) = ;2 [cuminl; i
JEL; Jjel;
> 0.

Notice in the above, the equality only holds when n, =
0 but m # O almost surely. Therefore, using that

Ma) = gla,m2(a)) = ar(@)[1 - LE|prox, (B +
(@) 2)[l5],

li A =/l 1 o = —00. A21

alAl,f,I;ln(é) (OL) aiAl,{,Iiln(é)aT (a) o ( )

Finally we consider the case & — oo and observe 72(ar) —
02 + E{B?}/§. To see this, notice that F(7?, at) — o2 +
E{B2?}/6 as a — oo since 72(a) = F(72(a), ar.(a)) is

* *

bounded above. Moreover, since 7. (a) is bounded, a,(cx)
is unbounded as @ — oo and we have limg .o /() = 1
whence

lim A(a) =1 lim an(a)=0o0. (A.22)

We pause here to summarize that o — A(«) is continuously
differentiable on the domain {& : a = Apnin(d)} with
A(Amin(9)) = —o0 and limg—,00 Al) = +00.

Now to prove the inverse mapping A — «a(\) is con-
tinuous and non-decreasing when p — oo, we claim that
the invertibility of @ +— A(a) is sufficient. Precisely, (1)
invertibility implies strict monotonicity; (2) monotonicity plus
(A.21) and (A.22) implies both & — A(ex) and A — () are
increasing; and (3) continuity of & — A(«x) implies continuity
of A — a(A).

Now we prove the invertibility by contradiction. Assume
that there are two distinct such values a1, s satisfying A =
A(a1) = A(az). Apply Theorem 3 to both a(A) = a,

with ¢(z,y) = ((x—y)?). Then, together with Corollary I11.4,

1,
plim — |3 - 3>
p

p—oo

= plim E(|| prox, (B +7.Z; ar) — Bl3)
p—oo

= (1l — o).

Since plim,,_, ., |3 — B||2/p is independent of c, the right
side gives T.(a1) = Ti(a2). Next apply Theorem 3
with ¢(x,y) = (lz|), giving plim, . ||B/p =
plim, . E(||prox; (8+7.Z; ar.)|1). Obviously, for 7.
and p fixed, & — E([[prox; (8 + 7.Z; 0)|1) is strictly
decreasing in 6. Therefore a1 7. (1) = aeTi(az) implying
a1 = au, since T, (1) = Ti(az2), which is a contradiction.

|

APPENDIX B
VERIFYING PROPERTIES (P1) AND (P2)

In this appendix we demonstrate that the properties (P1)
and (P2) given in Section IV and relating to the denoiser 7},(-)
defined in (IV.1) are true.

Verifying Properties (P1) and (P2): Property (P1) follows
since 7;,(-) = prox Ju,, (+), @s it is easy to show that proximal
operators are Lipschitz continuous with Lipschitz constant one.
Namely

[ (v1) = mp(v2)[| = [[prox,_ (v1) = prox,,_ (v2)]]

< [lv1 —val.

Next we show that property (P2) is true. We restate property
(P2) for convenience: for any s, t with (Z, Z') a pair of length-
p vectors such that (Z;, Z!) are i.id. ~ N(0,3) for i € [p]
where ¥ is any 2 X 2 covariance matrix, the following limits
exist and are finite.

! 1
plim =[],  plim =Ez[B8"n}(B + Z)),
p—0o0 p pP—0Q0 p
. 1 S
plim ~Ez z/[15(8 + Z') "0, (B + Z)). (B.1)
p—00

We first note that the first limit in (B.1) exists by Assump-
tion (A2) and the strong law of large numbers. We focus on the
other two limits. These results follow by [22, Proposition 1]
given in Lemma III.3 and the following lemma, which is a
classic result in probability theory.

Lemma B.1 (Doob’s L' maximal inequality, [17]
Chapter VII, Theorem 3.4): Let Xi;,Xo,...,X, be a
sequence of nonnegative i.i.d. random variables such that
E[X; max{0,log(X;)}] < co. Then,

E[f}g{%()ﬁ +X2+"'+X”)H

e
<

1 (1 + E[X; max{0,log(X7)}]).
Proof: Let M, = +(X1 + Xo +--- + X,). Then the

sequence {M,} is a submartingale and hence by Doob’s

maximal inequality,

E[ sup M,,} < e—fl(H]E[Mp, max{0, log(M,)}]).

p'>p>1
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The mapping = +— xmax{0,logz} is convex, hence,
E[M, max{0,log(M,)}]) < E[X;max{0,log(X7)}]. The
result follows by Fatou’s lemma and that sup,, >~ M), T
sup,>q My as p’ — oo. O

Before we prove that the second and third limits in (B.1)
exist and are finite, we state one more result that will be
helpful in the proof. This result uses Lemma B.1 along with a
Dominated Convergence argument to study expectations taken
with respect to (Z, Z") like those in (B.1).

Lemma B.2: Consider a function ¢, : R x RP x RP — R
such that for iterations s,t > 0, as p — 00,

i%@@w+mmw+zn

—p(B,h*(B+ Z),h" (B+ Z'))| — 0, (B.2)

where h*, h! are the unspecified functions of Lemma II1.3, and
(Z,Z'") are independent Gaussian vectors having zero-mean
and independent entries with finite variance. Assume, for some
constant L > 0 not depending on p,

1
— (B 1B+ 2), 0" (B + 2))|
2 2 712
< p(i4 188 120 1ZEY gy
p p p

Then, as p — oo,

! ‘ E {wp(ﬂ,n,i(ﬁ +Z),n, (B + Z))}

» z,z'
{a(8.078+2). 0B+ 2D} — 0. B4

p
- E
We begin by showing that

z.z'
Proof:
Ez z{sup,>1 5|¥p(B,15(8 + Z),m,(8 + Z'))]} < oc.
Using (B.3), it is clear that this expectation is finite almost
surely if

Elsup {IZ@I/p}] < oo
Elw {1Z'G)IP/p}] <
B|swp {l8@I/pf] < oo

where we have made the dependence of the vectors on the

dimension p explicit. But Lemma B.1 immediately implies the

above since E[B? max{0, log B}] < co by assumption (A2).
Now by dominated convergence we have,

1
2y { pl,i)m];‘%(ﬂ’ B+ 2Z),n(B+Z))

— (808 + 2), 1B+ 2)|}

o1
= pl]ljmg Z%’
— Up(B, 1B+ 2), (8 + Z)|
E BB+ 2).08+2))}

{408,128+ 2), (8 + 2}

o1
> phm—‘
p P

- E
z.,Z'

Then the above implies the desired result (B.4) from
assumption (B.2). O

First consider the second limit in (B.1). By Cauchy-
Schwarz, (I11.3) of Lemma III.3 implies that ‘,BTnf, B+2Z2)-
B hi (B + Z)|/p— 0, as p — oo. This follows because

|B"nt(B+2Z) - BTh B+ Z)|/p
< [IBllIn5 (B + Z) — K (B + Z)| /p.

Then the right side of the above — 0 with growing p because
|B]|/+/p limits to a constant as justified above (this is the limit
in (B.1)), and the other term — 0 by (III.3) of Lemma III.3.
This means that assumption (B.2) of Lemma B.2 is satisfied.
Assumption (B.3) of Lemma B.2 is also satisfied since both
ny, and h' are Lipschitz(1), by Cauchy-Schwarz inequality.
Therefore Lemma B.2 implies ‘ EZ{BTUZ(,B + Z)} —
Ez{B"h' (B + Z)}‘/p — 0, as p — oo. Therefore,

plim “E (87 (8 + 2)]

p—0o0

1
= plim — Z BoiEz{h" (Boi + Z:i)}
p=oo B

= E[BhY(B + Z),

where B, Z are univariate. By the Cauchy-Schwarz inequality,
E[Bh!(B+ Z)] < o if E[B?] < oo and E[h!(B+ Z)?] < oo.
Since E[B?] = U% < oo is given by our assumption, it suffices
to show E[h!(B + Z)?] < co. But this follows from the fact
that h'(-) is Lipschitz(1) and therefore E[h!(B + Z)?] <
E[(B + Z)?] < E[B?] +E[Z?] = 0[23 + 211 < oo.

Finally consider the third limit in (B.1). Similarly to the
work in studying the second limit in (B.1), we appeal to
Lemma B.2. First we show that, as p — oo,

5@@+ZW%@+@—M@+ZFMW+mL
(B.5)

approaches 0, meaning that assumption (B.2) of Lemma B.2
is satisfied. Then, again, assumption (B.3) of Lemma B.2 is
satisfied since both 7%(-) and h'(-) are Lipschitz(1), using
Cauchy-Schwarz.

Now we want to prove (B.5). By repeated applications of
Cauchy-Schwarz it is not hard to show,

B+ 2") ", (B+Z) — h*(B+Z') h'(B + Z)|
< |[In*(B+ 2" x |In, (B + Z) = h'(B + Z)|
+R B+ 2)| x |ny(B+ Z') = h*(B + Z')]|
+n,(B+2Z) -1 (B+ 2"
x [l (B+ 2) = h'(B + Z)]I.
Now, (B.5) follows since the right side of the above goes to

0 as p grows. This follows since, by (III.3) of Lemma III.3,
as p — 00,

1 / s /
%HUZW-FZ )= h(B+Z)| -0,
1
ﬁ”ﬁf;(ﬁJr Z)-h(B+ Z)| —o.
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Moreover, since h*(-) and h'(-) are separable, by the Law of
Large Numbers,

P

T S .1 s
plim = [[*(8 + Z')||* = plim = > "[1*(; + Z])]?
p D p Pi
=E[(h*(B+ Z))*] < o0,
and
1 1<
plim = |[n*(8 + Z)||* = plim = > [h"(8; + Z:))?
p P p P

— E[(h(B+2))’] < =,

where the inequalities follow since E[(h*(B+Z2"))?] < E[(B+
Z")? < U%—FZQQ < ooand E[(h'(B+Z2))?] <E[(B+Z)?] <
ag + X117 < oo. This proves (B.5) and therefore we can apply
Lemma B.2.

Then Lemma B.2 implies,

plzz

E {ny(B+2Z) 0,8+ Z)}
- EnB+2) 0B+ 2)} -0,
as p — oo. But now, using the above,

phm1 E {np(,@—i—Z)

p—00

,(B+ Z)}

p

: 1 s(A. ! ) )
=plim =" an/{h (Bi + Z)h(B: + Z:)}

pee i—y
— E[h*(B + Z')h (B + 7)),
where B, Z', and Z are univariate and E[h*(B + Z')h*(B +

Z)] < oo by Cauchy-Schwarz and the fact that ~*(-) and h'(-)
are Lipschitz(1). Namely, this gives the bound

E[h*(B + Z')h' (B + 2)1)2
E[(h*(B + Z"))*| E[(h"(B + Z))?]

E[(B + 2"} E[(B + Z)?]

= (E[B?] + E[2"))(E[B?] + E[Z?])

= (0% + 222)(0% + 211) < 00.

/N

<
<

We have now shown that property (P2) is true. O

APPENDIX C
PROOF OF FacT I1.7

Proof: The fact follows from the asymptotic separability
of the proximal operator [22, Proposition 1] (restated in
Lemma III.3) and the dominated convergence theorem [38]
allowing for interchange of limit and expectation. We sketch
the proof of the existence of the limit in (II.3) (and the result
for the limit in (II.10) follows similarly). By Lemma III.3,
the weak convergence of a(p) to A, and the Weak Law of
Large Numbers, one can argue that

1
m o [prox;, (B +T7.Z) - B|?

= %E{(h(B +7.Z) — B)?},

where h(-) := h(-; B+ 7.7, At,) is the unspecified, separable
function of Lemma III.3. This is consistent with [Lemma 29,
[22]]. The limit in (I1.3) exists if E{(h(B +7.2) — B)?}/§ <
oo and

E{(h(B + 7.2Z) — B)*} < 2E{h(B + 7.Z)* + B*}

< 2E{(B + 1.2)* + B*}
< 2E{2 B*+272Z° + B?}
= 6E{B?} + 472 < 0.

Here the first and third inequalities follow from (z — y)? <
2(2? + y?) and the second inequality follows from h being
Lipschitz(1): |h(z)| = |h(z) — h(0)| < |z — 0] = |z|. O

APPENDIX D
PROOF OF LEMMA VII. 1

Proof:  First, the proof of (VIL.1) follows from Theo-
rem IV.1. To see this, note that by (I. 3a) we have B! =
prox ;, (X 2t + BY = np(XTzf + B"), and therefore we
apply Theorem IV.1 with umformly pseudo-Lipschitz function
(B + X2 8) = |nh(B' + X"2)[]*/p to get, for
Z ~ N(0,L,),

plim 18117 /p & plim Ezllln,(8+72)|%/p.  D.1)
By the Lipschitz property of 77 (Assumption (A4)),
Ez(lln,(8 + = 2)|’] < Ez[[8 + TtZH ] < 2||B]I* + 2pr?.
Plugglng into (D.1), plim, || 3"||? /pZ 2 plim, || 8[| /p+277 =
20 + 2772, where the final inequality follows by Assumption
(A2)

Now cons1der the 6 result in (VIL.2). First, note that by
definition C(/3) < C(0) where the cost function C(-) is defined
in (I.2). Using that

1 1
€(0) = 3 llyll* = 51 X8 + wlf*

= I\Xﬂl\2 + lel2 < Onax(X)NIBI* + [[w]*,  (D.2)

where oyax (X)) is the maximum singular value of X . We note
that this value, opax(X), is bounded almost surely as p —
oo using standard estimates on the singular values of random
matrices since X has i.i.d. Gaussian entries by Assumption
(A1) (see, for example, [8, Lemma F.2]). Therefore,

plim C(B)/p < plim o7, (X)|BII*/p + plim [[w]*/p
p p

< Bm(moﬂ + UEU; (D.3)

where we’ve defined B,,,,, to be a bound on the limit of the
maximum singular value, i.e. lim, 02, (X) < B4, and the
final inequality holds by Assumptions (A2) and (A3).

Now we will relate X il ﬁ||2 to 1C (ﬁ) and other terms
lower-bounded by a constant with hlgh probability. We write

~ sl ~1 ~
B=p8 + ,@H where 3 € ker(X)* and [)‘” € ker(X).
Since ,B'” € ker(X') and ker(X) is a random subspace of size

p—n = p(1—4¢), by Kashin Theorem (Theorem H.1.), we have
that for some constant v; = v1(d), with high probability

18"12 < 18" 12/p. (D.4)
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Then we have the following bound

1BIP = 18"+ 1812 € wliB 12 + 18712

®)
< 2 ||BI2/p + (201 + DB |2, (D.5)

where step (a) holds by (D.4) and step (a) by the Triangle
Inequality and Cauchy-Schwarz as follows

(1Bl + 118" [1)?
20|BII2 + 2018 |12

18" =|I5—ﬁ 17 <
< 2Bl + 208711 <
Now we bound the second term on the right side

of (D.5). Define 6in(X) as the minimum non-zero
singular value of X. By standard results in linear algebra,

R 1 0
G2 (X)|B|I? < [|X B ||*. Therefore,

~1 ~_L ~ 1
G XIBT P < IXB P < I XB —y+yl°
~_1 o~
<2lly — XB |I> + 2[lyl|* < 2C(B) + 2C(0) < 2C(0).

Therefore, using (D.2) and (D.3), we have

2 2 2
1, 5L _C(O) 2(Bmax0',3 + Uw)
plim —||3 H2 < plim =2 < )
p P p ?r),in (X) Bm’in

(D.6)

where we’ve defined B,,,;,, to be a bound on the limit of the
minimum non-zero singular value, i.e. lim, 62, (X) > Bin.

Now we bound the first term on the right side of (D.5).
Recall the definition of the sorted ¢; norm, ie. Jx(b) =
>~ Ailb|(i), then using A,;, described below to lower bound
the threshold values,

/\manBHl = Z)‘771“?|B'| = Z)\min|3|(i)
<> XilBle = Ja(B) < C(B) < C(0).

Here Amin is defined as min{\; : \; > O}W. To see
this, denoting the smallest non-zero entry of A as \g:

ZA Bloy = > NilBlw =D NilBla

:\; >0 i<k
- Sicr 1Bla
2)\k2|ﬂ|(i) :k‘)\k%@
i<k
ZB 7 k=
> k/\ku = e8I,
p p

where the penultimate inequality follows from the fact
that the arithmetic mean of a decreasing sequence is also
decreasing.

Then, using (D.2) and (D.3), we see

5, €0)/p -

p min

Bmawaé + 03}

|I6H1
p

phm (D.7)

Amin

By (D.7), along with the upper bound in (D.5),

~ ~1
2 2
2v1 plim [zl + (2v1 + 1) plim 18 I
2
p P P p

2V1(Bmam0',% —+ 0’721))} 2+

plim
P

<

Amin

2(2v1 +1)(Bmaz0p + 03)

Bm'm

APPENDIX E
PROOF OF LEMMA VII.3

The proof of Lemma VIIL.3 relies on the following result,
Lemma E.1, about the exponential rate of the convergence of
the state evolution sequence defined in (VI.3). We state and
prove Lemma E.1, and Lemma VIIL.3 is proved afterward.

Lemma E.1: Assume o > Apin(0) and let {X;;}s >0 be
defined by the recursion (VI.3) with initial condition (VI.2).
Then there exists constants By, r; > 0 such that for all ¢ > 0,
letting 7, := limy 7,

|Zt,t — Tfl S B1 B_Tl t, and |Zt,t+1 — T3| S Bl 6_“ t.

Proof:  Throughout the proof, we use the {n)},en.,
notation introduced in Section IV and defined in (IV.1) with a
slight modification to explicitly state the thresholds. Namely,
we consider a sequence of denoisers 7, : RP*? — R to be
those that apply the proximal operator prox ;_ ( ) defined in
(1.4), i.e. 1p(v; o) := prox; (v) for a vector v € RP.

Then, per the definition in (VI 3), we have

B|"
B},

where B ~ B i.i.d. elementwise, independent of length—p
jointly Gaussian vectors Z, and Z, having E[Z,] = E[Z,] =
0, with covariance E{([Z];)?} = E{([Z,]);)*} = 1 for any
element i € [p], and E{[Z,];[Z,];} = 2= I{i = j}. Recall,
¥+ = 77 defined in (IL.3) and by Theorem 1 we know that
{E:+}+>0 is monotone and converges to 72 as ¢t — oo. To
prove exponential convergence of {Ej_1;};>¢ as claimed
in the lemma statement, we construct a discrete dynamical
system below.
For t > 1, define the vector y, = (y1.1,Yr.2,yt.3) € R? as

1
28+1’t+1 = O—’?U—’_hzr)n (5_pE{[77p(B + TsZs; aTs) -

X np(B + 1 Zy;ary) —

_ 2
Yl =Vi-14-1=Ti_1,
_ 2
Yt,2 = Et,t =T
Y3 = Dp—1,0—1 — 224 ,4—1 + 2t -

A careful argument shows that the vector y, = (y¢,1, Y¢,2, Yt.3)
belongs to Ri. Essentially this requires showing that a matrix
Ry := asin [5, Lemma 5.8] is strictly positive definite. Using
the definition of the ¥ recursion in (VI.3), it is immediate to
see that this sequence is updated according to the mapping
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Y1 = G(y,) where

Gi(Yyy) = Yr2,
Ga(y,) = ‘7721;+

o1
hzi)n %E{an(B + VUi2Zi a/yiz) — B*},

1
G (y,) = lim 5—pE{H77p(B + V22 /Y 2)

—Np(B+ \Yi1Zi-1; yt,l)HQ}a

where (Z;,Z;_1) are length—p jointly Gaussian vec-

tors, independent of B ~ B 1i.i.d. elementwise, hav-
ing ]E[Zt] = E[Z,.4] = 0 and with covariance
E{([Z:]:)?} = E{([Z:-1]:)?} = 1 for any element i €
p). and E{[Z};[Z,-1];} = Z22I{i = j}. Notice that

E{|l\/Wi2Z: — /UriZi-1lI*} = yi,3. where we emphasize
that G3(y,) depends on y; 3 through the covariance of Z; and
Z,_1. Moreover, if ij > 0, then y; 1 and y, o are both strictly
positive and by the map defined above it is easy to see that y; 3
for all ¢ > 0. This mapping is defined for y; 3 < 2(ys.1 +Yr.2)-

In the following, we will show by induction on ¢, for ¢t > 1,
that the stronger inequality y;3 < (y:,1 + y¢,2) holds. The
initial condition implied by Eq. (V1.2) is

y1.1 = os, + E[B?/3,
Y1,2 03) + liIIJn]E{an(B +710Z0; 1) —

B|*}/(op),
y1,3 = HmE{ |, (B + 70 Zo; am)|*}/(op),

It follows that

1
§(y1,1 + Y12 —Y1,3)
1
=02 + 1i1r)n 5—})1@{3T (B —np(B + 10Zo; o)) }
= 0'2

w

|
+ h;n %EB{BT(B —Ez,{n,(B + 10Zo; om0)}) }.

Using the above, it is easy to show y; 3 < y1,1 + y1,2. This
follows since Ep {B—r (B=Ez {n(B+10Z0)})} is asymp-
totically separable using Lemma III.3 and because the function
2+ x—Ezh%(x+ 79 Z) is monotone increasing. It follows
that lim, Eg{B " (B — Ez,{n%(B + 10Z0)}) } /(6p) > 0.
Suppose that y,3 < Y1 + Y2, we want to show
Yir1,3 < Yi+1,1 + Yi+1,2. By the induction hypothesis,
E{[Z)i[Z; 1)i} = YLit¥eavis - () 5o elementwise Z;

2/Yt,1Y¢,2
and Z,_; are positively correlated.

_(yt+1,1 + Y412 — yt+1,3) = 0121; +

2
1
lim —E{[np(B + VU2 Zi; o\ /yia) — BT
p Op
X[np(B + VytiZi-1; o Yi1) — B]}
(E.1)

Notice that  — n(b + ¢ - x; #) — b is monotone for any
constants b and ¢ > 0 and consider the following result:
for g, a monotone function, and X; and Xs, two posi-
tively correlated standard Gaussians, E[g(X;)g(X2)] > 0.

This is a special case of a theorem in [34], which shows
Elg(X1)g(X2)] > Elg(X1)|Elg(X2)] = (E[g(X1)])* > 0.
Then since Z; and Z;_; are positively correlated, E{[n,(B+
VizZi o /iiz) — BlT (B + \GiiZi-1;00/U01) —
B]} > 0, which yields yi+1.3 < (Ye+1,1 + Yer1,2)-

Therefore, we hereafter assume y; 3 < y,1 + 2 for all ¢.
We consider the above iteration for arbitrary initialization yq
(satisfying Y03 < ¥o,1 + Yo,2) and will show the following
three facts:

Fact (). yi 1,12 — 72

convergence is monotone.

Fact (ii). If yo 1 = Yo2 = = 72 and Yo,3 < 272, then
Y1 = Y2 = 72 for all ¢ and Y3 — 0.

Fact (iii) The Jacobian J = Jg(y.) of G at y. =
(72,72,0) has spectral radius o(J) < 1.

k9 Tk

as t — oo. Further the

By simple compactness arguments, Facts (i) and (ii) imply
Yt — Y« as t — oo. (Notice that y; 3 remains bounded since
yi,3 < (Y11 + y.2) and by the convergence of y; 1, y:,2.) Fact
(iii) implies that convergence is exponentially fast.

Proof of Fact (i). Notice that y, o evolves independently
by yri12 = Ga(y) = F(ya,r, 0\/Y2c), with F(-, ) the
state evolution mapping introduced in (II.7). It follows from
Proposition 1.3 that y;» — 72 monotonically for any initial
condition. Since y; 41,1 = ¥s,2, the same happens for ¥, ;.

Proof of Fact (ii). Consider the function

G() Gs(r2,72,2) =

h,I)n %EH%(B + T Zi;ary) —ny(B + T Z1; ar)|?,

where
Yia + Y2 — Ytz 2T —7x
E{[Zf] [Zt 1] }_ 2\/m = 27—2

is no longer time-dependent. This function is defined for x €
[0,272]. Further G can be represented as follows in terms of
the independent random vectors Z, W ~ N (0,1):

G.(x) =

1 1 1
lim —E{||7,(B + Z\/72 — & + W(=V/Z): ar,
lzr)n 5]) {”7710( + T 4l‘+ (2\/5)7(17— )

1 1
—np(B+Z\[72 — 10 W(i\/g);aT*)HQ},

where

d
(w21, 7uZy) =

Z\/TQ——J: Z\/TQ——J?—FW

Obviously G.(0) = 0. A simple Taylor expansion about the
first argument around B yields (recall higher derivatives of
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are 0 almost everywhere)

G.(x)
1
= lim = B {|,(B; ar.) — n,(B; )

+(2yf72 — o+ WEVD) © 0y (Biar)
~ (22 - o~ W(5vD) © 0y (Biam )|

= lizr)n:cE{IIW © dunp(B; ar)]||*}/(3p)
= liglfﬂE{llamp(B; ar)]|?}/(p).

Using the above, we study G’ (x). First, we can
exchange the limit and  differentiation  because
fo(@) == zE{||01n,(B; ar.)]||*}/(0p) converges uniformly
to f(z) := lim, 2 E {||o1n,(B; ar)]||*}/(0p). To see this,
notice f,, f are linear in = and defined on [0, 272]. Hence for
every € > 0, there exists py such that

|fpo (@) = f(2)] = | =— El| 01y, (B; eer)] |

5
1 )
~lim = B0, (B ar. )| |

1
<272 70 E|| 011, (B; ar)]||?

1 2
~lim = [0y, (B: ar.)] |
< €.

By uniform convergence we have,

1
G, (z) = lim o E {[|01n,(B; e )]||*}

/ . 1 -
=G (0) < hzl)n % ;E {[5‘1np(B;aT*)]i}.

Hence G/, (0) < 1, using (I1.9) since A > 0. Then y; 3 =
[G.(0)]*y0,3 — 0 as t — oo as claimed.

Proof of Fact (iii). By the definition of G, the Jacobian is
given by

0 1 0
Jo(y) = | 0 F(r2) 0
o GL0) b
denoting F'(72) = 25 (72, ar) evaluated at 72 = 72 with a

and b constants whose values are not important to the proof.
Computing the eigenvalues of the Jacobian, we get o(J) =
max { F'(72), G/(0) }. Since G, (0) < 1 proved above and
F(72) < 1 by Theorem 1, the claim follows. O

Proof of Lemma VIL.3: We show that Lemma VI3
follows by Lemmas E.1 and VI.2. By Lemma VI.2,

t—lHQ

. 1
plim (EHzf —z — (17 =281+ 71y)) =0,
n

. 1
phm (5_H5t+1 B> = (7 =280+ 7)) =0,
and so it is sufficient to show that lim¢ (77 — 2% ;1 +77_ ) =
0. Note that this follows from Lemma E.1 since 77 = >, and

Tf_l = Y;_1,1—1 both converge to 7*2 as does X, ;1. O

APPENDIX F
TECHNICAL DETAILS FOR THE CONDITION (3) PROOF

We first introduce some notation and ideas that will be used
throughout. The proof is similar to [5, Section 5.3], with the
key difference being the concept of equivalence classes as
described in Section V-A.

We now introduce a more general recursion than the AMP
algorithm in (I.3a)-(I.3b). Given w € R™ and 3 € RP,
define the column vectors h'™!, ¢! ™! € R? and b', m! € R",
recursively, for ¢ > 0 as follows, starting with initial condition
B’ =0and 20 = y.

R =p— (X2 + ),

b =w — 2,

qt:ﬂt_ﬂv

F.1
m! = —zt. D

Note that these definitions of h' and m! match those used in
Section VI. Denoting [u|v] to mean the matrix of concatenat-
ing vectors w, v horizontally, we define
[R' +q°...|h" + ¢ = X T [m°]...|m!™ 1],
Ay M,
16" + ki b + koam! T =

X[q0|...|qt_1]7

Y, Q.
(F2)

where scalar 1, := —[Vn!~ (3 — h'™1)]/n.
Define as &, the o-algebra  generated by
b, .. bt mO, . om!~t h' ... k' q° .., q". Then [4],

[8] say that the conditional distribution of the random matrix
X given G, is

Xl|s, £ B, + Py, X P}, (F3)
where X 2 X is independent of the conditioning sigma-
algebra &, and E, = E(X|S;) is given by:

E, :=Y{(Q;Q,)'Q + M,(M/, M, 'A/
+M,(M;M,)"'M/Y,(Q/Q,)'Q/.

In (E.3), we use the notation Pﬁ,t =1—- Ppg, andPa =
I—-Pgq, where Pq, and Py, are orthogonal projectors onto
column spaces of Q,, M respectively. From now on, since
t is fixed, we will drop the subscript ¢ when it is clear. A
proof of (F.3) can be found in [4, Lemma 11]. We note that
there are no differences in this conditional distribution in the
nonseparable case, since the analysis (in both cases) is just that
of an i.i.d. Gaussian matrix conditional on linear constraints.

Given the above notations, we claim that Lemma VIL5 is
implied by the following statement.

Lemma F.1: Let s be a set of maximal atoms in [p] such
that |s| < p(é — ), for some v > 0. Then there exists
a1 = aq(y) > 0 (independent of ¢) and ae = aa(7,t) > 0
(depending on ¢ and «y) with

. 1L ¥ pl
p{ i [Be Py X PG| < 0o |&:}
< e b ,

eventually almost surely as p — oo, with Ev =

Y(Q'Q)'Q"Pou+ M(M*M) ' X*Pgv.
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We prove such implication in the next section now.

Proof of Lemma VIL5: The proof is adapted from [5,
Section 5.3.1]. First note that by Borel-Cantelli, it is sufficient
to show that, for s measurable on &; and |s| < p(d — ¢) there
exist a; = ay1(c) > 0 and ag = az(c,t) > 0, such that

min min | Xv| < ag} <1/p?,

?{
|s'[<aip [lv]=1, supp*(v)CsUs’
for all p large enough, using omin(Xs,us/) =
Min|y =1, supp* (v)Csus’ || X v||. To shorten notation, the set
{Jlv]| = 1, supp*(v) C s U s’} is denoted v(s’). Now,
conditioning on &;, by a union bound,
P{ min mlnHX'vH < a2|6 }

|s'|<aipwv(s’

< P Xv|| < a2|6

< > {min | X ] as|&,}

[s’'|<a1p

aip
p
< P x
- [; (k)} Soax P{min | Xv] < az|S:}
< ephlan) Jax ]P’{Innl [Xv| <a2|&:}, (F4)
S aip

where h(a) = —aloga—(1—a)log(1—a) is the binary entropy
function (cf. [28, Chapter 10, Corollary 9]). Therefore, using
iterated expectation and (F.4),

]P’{ min  min || Xv| < ag}
s’ |<a1p v(s')

:E{P{ min m1n||X’vH<a2‘6t}}
|s'|<aip v(s’)

§eph’(“1)E{ max P{mmHXvH <a2‘6t}},

|s'|<a1p v(s’

Now, we fix a; < ¢/2 in such a way that h(a;) < $o1(5)
and let a, = %ag(g,t) where a3 and ao are defined by
Lemma F.1. Then,

IP{ min  min || Xv| <a2}
W\<(l1p v(s’)
< ezP($)x
{ max ]P’{ min
N<aip \foll=1supp* () CsUs’

< ;0‘2(2 )‘Gt}}

([ X

e

Ypar(§) o

e
{ ~|<p(5

IA

[ X ]|

{ min
lv]|=1,supp* (v)Cs"

1 c
< 50&2(5,75)‘ 6f}} .
Finally, using (cf. [5, Lemma 5.1]),

d * — *
Xvle =Y (Q'Q)'Q"Pqu
+M(M*M) ' X*Pgv+ Py XPgv.
to estimate Xv and applying Lemma F.1, we get, for all p
large enough,
P{ min  min || Xv|| < ag}
|s'|<aip v(s’)

< e2P E{ max efpo‘l} < 1/p2.

|s"”1<p(6—35)

Now we prove Lemma F.1, using a proof that is similar to
that of [5, Section 5.3.2]. We first state lemmas that will be
used in the proof, but we will not migrate the full proofs from
[5] for the sake of brevity. Instead, we describe the key points
of proofs emphasizing technical differences for the SLOPE
problem and providing pointers to the original proofs.

The concept of maximal atoms are reflected in these lemmas
via the sets s and correspondingly P, where P is the p X p
projector matrix onto the subspace of vectors whose supp*
equals s. In the LASSO case where supp® = supp and
s = S, the projector is orthogonal, but in general, we must
define P,[-,j] = ﬁzzelei for j € I where Pl j] is
the j** column of P, for 1 < j < p and e; is the i
vector of the standard basis. For example, when p = 4 and

s ={{1},{2,4}},

1 0 0 0
_lo 1/2 0 1/2
Ps=10 0 0 o0

0 1/2 0 1/2

Such a projector is not necessarily orthogonal and its rank
is described via |s| (the number of equivalence classes), not
via |S| (the number of non-zero elements) as for the LASSO.
We view this projector as an orthogonal projector onto the
subspace of maximal atoms: for a maximal atom I € s,
the projector maps elements whose indices belong to I onto
their average value.

We begin with the auxiliary lemmas.

Lemma F.2: [Adapted from [5, Lemma 5.4]] Let s be a
set of maximal atoms in [p] such that |s| < p(6 — ), for
some v > 0. Recall that Ev = Y(Q'Q)'Q" Pgv +
M(M"M)~' A" P5v and consider the event

€1 ::{HE’U + P j(Pé?'vH2

5 2 V< 2
> | Bo -~ PaXPho|* + 1| X Phe|

Vo st ||Jv|| =1 and supp®(v) C s}

Then there exists @ = a(y) > 0 such that P{e1|&;} > 1 —
e P,

Sketch Proof: Define an event &7 as follows:
g, = {|(EU - PMXPév)T(XPéUH
(1 - —) |Ev — Pr X Pho| HXP$1;|\}, (E5)

where the event £; is meant to hold for all v such that
[lv]l = 1 and supp*(v) C s. We claim that P{c,|&,} >
1 —e7P To prove the claim, we use that for any v, the unit
vector XPév/HXPévH belongs to the random linear space
im(XPQP ) with dimension at most p(d — ). Also, Ev —
Py X PQv belongs to space spanned by the column space of
the matrices M and of B where B, = [b°|...|b' '] defined
in (F1) and (F.2), having dimension at most 2¢. Applying
Proposition G.1 using m = n,m\ = p(d —v),d = 2t and
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e=(1-2)"2(1 - 2)"/2 gives that the event
XPiov 1 XPio
Ev-PyXPhv | XPb
—— <VA+e
|Ev_ PuXPso|| |XPSol
1
13
e 1 — —i| ,
-3

holds with the desired probability, proving the claim. Condi-
tional on event (E.5), one can show

|Bo + Pr X Pgol
> 1= [1- 3] ]liee - Pakgol?
+ | X P&

Finally observe that 1 — (1 — —)1/ 2 > & and therefore
since event £; occurring implies £; occurs, giving the desired
probability of £; as well. ]

Next we estimate the term || X Pé’v”Q in the above lower
bound.

Lemma F.3: [Adapted from [5, Lemma 5.5]] Let s be a set
of maximal atoms in [p] such that |s| < p(d — ), for some
~ > 0. Then there exists constant ¢; = ¢ (7), c2 = ¢2(7y) such
that the event

&= { | XPgo 2 (1) Pgo|
Vo such that supp*(v) C s}
holds with probability P{e2|&;} > 1 — e P2,

Sketch Proof: Let V' be the linear space V' =
having dimension at most p(§ — 7).

supp*(v) C s,
X Pgo| > owin(X|v) [Pl

im(PgPs)
For all v with

(F.6)

where X|y refers to the restriction of X to V. Then
omin(X|v) is distributed as the minimum singular value of a
Gaussian matrix of dimensions pd x dim(V), which is almost
surely bounded away from 0 as p — oo (see Theorem G. 2).
Large deviation estimates [27] imply that the probability that
Omin 1s smaller than a constant ¢; () is exponentially small. [

In the next step we estimate the norm Ev by quoting the
following result.

Lemma F4: [5, Lemma 5.6] There exists a constant ¢ =
¢(t) > 0 such that, defining the event,

& = {| EPqul| > c(t)| Pqul,

|EP&v| < c(t) || PG|, forall veRP},

then &3 holds eventually almost surely as p — oo.

Finally, we can now prove Lemma F.1 with the ingredients
given in Lemmas F.2-F4. We restate the proof from [5,
Lemma 5.3] with minor changes.

Proof of Lemma F.1: We start with Lemma F.4 by which
we assume that event & holds for some function ¢ = ¢()
(without loss of generality ¢ < 1/2). For as(t) > 0 small
enough, let £ be the event

. .
{ ||v||=1,$g;1)*(v)gs HE'U + PMXPQ’UH < Ocz(t)} )

First assume || PGvl| < ¢2/10, from which it follows,

|Ev — Py X PG|
> | EPqu| — | EPgv|| - |PmX Pgol|
> c||Pqull — (¢! + IIXH )IIPévII

2

XloTs = 5 — X215

where the last inequality uses |[Pqu| = /1 — HPé’uH2 >

1/2 under the assumption ||Pé‘2v|| < ¢2/10. Therefore, using
Lemma F.2, we get

P{E[&:}
< () atofor) e

and the thesis follows from large deviation bounds on the
norm HX l2 (see [26]) by first taking ¢ small enough, and
then choosing a2 (t) < £/7%.

Next assume HPQ'UH > ¢2/10. By Lemma F.2 and F3,
we can assume events 81 and & hold. Therefore ||Ev +
PLXPL| > (3)HIXPso]| > () a0 Pl

proving our thesis. O

ST E P

APPENDIX G
SOME USEFUL AUXILIARY MATERIAL

We collect some auxiliary results that are used in the work.
Most are results that were initially stated in [5] that we repeat
here for the reader.

The following proposition is used in the proof of
Lemma F2. The proof is identical to that of [5, Proposi-
tion E.1] and it follows from a standard concentration of
measure argument in [26]. For this reason, we don’t repeat
it here.

Proposition G.1: Let V. C R™ a uniformly random linear
space of dimension d. For A € (0,1), let P, denote the
projector onto the first mA maximal atoms in [m]: assume
s = {I,...,1;} is the set of maximal atoms, then the j*"
column, P,[:,j] = ﬁ Zielr e; if j € I. for some r < mA;
otherwise P,[:,j] = 0. Define Z(\) := sup{||Pav|| : v €
V, ||v|]| = 1}. Then, for any £ > 0 there exists ¢(¢) > 0 such
that, for all m large enough (and d fixed) P{|Z(x) — VA| >
E} < e—mc(s).

We next state a result due to Kashin [24] relating to the
equivalence of /2 and /' norms on random vector spaces (cf.
also [5, Theorem FE.1]).

Theorem G. 1: [24] For any positive number v there exist a
universal constant ¢,, such that for any n > 1, with probability
at least 1 — 27", for a uniformly random subspace V,, ,, of
dimension |n(1 —v)], for all z € V,, ,,, we have ¢,||z|]2 <
el 1/ /.

Finally we state a general result about the limit behavior of
extreme singular values of random matrices, as proved in [1]
(cf. also [5, Theorem E.2]).

Theorem G. 2: [1] Let A € R™*P have i.i.d. entries with
E{4;;} =0, E{A 3} =1/n, and n/p = 0. Let omax(A) be
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it largest singular value, and 6, (A) be its smallest non-zero
singular value. Then,
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lim opax(A) = 1/V0 + 1,
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