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SURVEY ARTICLE

Do Warning Message Design Recommendations Address Why Non-experts Do Not 
Protect Themselves from Cybersecurity Threats? A Review
Keith S. Jonesa, Natalie R. Lodingera, Benjamin P. Widlusa, Akbar Siami Naminb, and Rattikorn Hewettb

aDepartment of Psychological Sciences, Texas Tech University, Lubbock, Texas, USA; bDepartment of Computer Science, Texas Tech University, 
Lubbock, Texas, USA

ABSTRACT
We aimed to understand whether warning message design recommendations address the reasons why 
non-experts choose to not protect themselves from cybersecurity threats. Toward that end, we synthe
sized literature to investigate why non-experts choose to not protect themselves, and catalog design 
recommendations aimed at influencing how non-experts think about threats. We then evaluated 
whether those recommendations addressed non-experts’ reasons. We are the first to synthesize and 
compare these important literatures. Our results revealed that current recommendations do not ade
quately address many of non-experts’ reasons for not protecting themselves. Therefore, implementing 
those recommendations probably will not convince those non-experts to protect themselves, which may 
partially explain why warning messages that implement current recommendations improve user com
pliance but to levels that are still lower than desired. Our results also highlight the need for future 
research that could lead to new warning message design recommendations that better address non- 
experts’ reasons for not protecting themselves.

1. Introduction

Many recommendations regarding how to best warn users 
about potential cybersecurity threats advocate providing 
information that will influence how non-experts think about 
threats (Bartsch et al., 2013; Bravo-Lillo et al., 2011a; Hardee 
et al., 2006; Ibrahim et al., 2010; Kauer et al., 2012; Krol et al., 
2012; Modic & Anderson, 2014). For example, Bravo-Lillo 
et al. (2011a) argued that warning messages should provide 
information about the potential consequences of sharing per
sonal information with others because many non-experts do 
not fully understand how sharing personal information could 
affect them. Similarly, Bartsch et al. (2013) argued that warn
ing messages should provide information about threat prob
ability because non-experts do not fully understand how 
susceptible they are to threats.

That is a reasonable tactic because non-experts think dif
ferently than experts about cybersecurity (Asgharpour et al., 
2007; Bartsch & Volkamer, 2013; Bravo-Lillo et al., 2011a; 
Theofanos et al., 2017). For example, non-experts think 
about cybersecurity in more abstract ways than experts 
(Bartsch & Volkamer, 2013), are less likely than experts to 
think about topics such as information security (Bravo-Lillo 
et al., 2011a) or risk factors for and consequences of threats 
(Bartsch & Volkamer, 2013), are less likely than experts to 
think they can protect themselves (Bartsch & Volkamer, 2013; 
Theofanos et al., 2017), are more likely than experts to think 
Web sites can be trusted to protect users’ cybersecurity 
(Theofanos et al., 2017), and are more likely than experts to 

think about whether a Web site looks professional when 
deciding whether it is trustworthy (Bravo-Lillo et al., 2011a).

Perhaps as a result, non-experts sometimes make the con
scious decision to not protect themselves from threats (Kang 
et al., 2015; Renaud et al., 2014; Theofanos et al., 2017; Vaniea 
et al., 2014; Weirich & Sasse, 2001; Wu & Zappalla, 2018). For 
example, non-experts have decided not to guard their pass
words (Weirich & Sasse, 2001), e-mail (Renaud et al., 2014) or 
online privacy/cybersecurity (Kang et al., 2015; Theofanos 
et al., 2017), to not install operating system or application 
updates (Ion et al., 2015; Vaniea et al., 2014), and to not use 
encryption (Wu & Zappalla, 2018) or two-factor authentica
tion (Ion et al., 2015).

Such choices create major security vulnerabilities. 
Therefore, it is critically important to understand why 
non-experts choose to not protect themselves from threats, 
and assess whether recommendations regarding designing 
warning messages adequately address why non-experts 
do so.

Toward that end, we synthesized relevant literature to 1) 
investigate why non-experts choose to not protect themselves 
from threats, and 2) catalog warning message recommenda
tions that aim to influence how non-experts think about 
threats. Armed with that information, we then 3) evaluated 
whether the cataloged warning message recommendations 
adequately addressed the reasons why non-experts choose to 
not protect themselves from threats, and 4) discussed implica
tions for future research.
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Thus, the present review makes two important contribu
tions. First, it is the first to examine the reasons why non- 
experts choose to not protect themselves from threats. Second, 
it is the first to evaluate whether existing warning message 
recommendations that aim to influence how non-experts 
think about threats adequately addressed those reasons.

1.1. Organizational scheme

To accomplish our goal, we needed a scheme around which 
quite different literatures could be organized. We ultimately 
decided to organize research findings around the 5 elementary 
components of the Technology Threat Avoidance Theory 
(TTAT; Liang & Xue, 2009), p. 1) perceived susceptibility, 2) 
perceived severity, 3) perceived effectiveness, 4) perceived costs, 
and 5) self-efficacy. Those elements refer to users’ thoughts 
regarding how 1) likely it is that the threat is real (perceived 
susceptibility), 2) harmful is the threat (perceived severity), 3) 
effective are threat countermeasures (perceived effectiveness), 4) 
physically and cognitively demanding are the relevant threat 
countermeasures (perceived costs), and 5) successfully can they 
implement relevant countermeasures (self-efficacy).

The decision to organize literatures around TTAT was not 
made a priori. Rather, we employed TTAT as our organiza
tional scheme because all-but-one of the themes that emerged 
from our research syntheses aligned with the 5 elementary 
components of TTAT. We discussed the lone exception in 
a separate section.

To be clear, it was not our goal to evaluate TTAT. Our use 
of TTAT’s elements as an organizational scheme should not 
be construed as an argument that non-experts’ thinking when 
choosing to not protect themselves from threats is consistent 
with TTAT.

1.2. Overview

This paper is organized into separate sections. In the first, we 
discuss our method for finding and evaluating papers to 
include in the review. In the second, we present our synthesis 
of the literature concerning why non-experts choose to not 
protect themselves from threats. In the third, we present our 
synthesis of the literature concerning warning message 
recommendations that aim to influence how non-experts 
think about threats. In the fourth, we discuss whether those 
warning message recommendations adequately address the 
reasons why non-experts choose to not protect themselves 
from threats, and the associated implications. In the fourth, 
we discuss ideas for future research.

2. Method

To ensure a complete and thorough survey of the available 
literature, the databases of the ACM Digital Library and 
Google Scholar were queried using combinations of the search 
terms “mental model”, “end user”, “cyber threat”, “web 
attack”, “risk communication”, and “online privacy”. To be 
included in the evaluation stage, articles had to meet the 
following criteria: pertain to end-users, AND pertain to men
tal models of cyber threats of online privacy AND/OR pertain 

to warnings/risk communication in the cyber security 
domain. For each article that met the criteria, a backward 
and a forward search were performed to locate other articles 
that met the criteria that were cited in the found paper or that 
cited the found paper, respectively. Ninety-three papers were 
found concerning mental models of cyber security, risk com
munication using mental models of cybersecurity and recom
mendations for designing risk communication. These papers’ 
range of publication date was 1978 to 2018.

We then evaluated those articles to ensure they discussed 
concrete reasons why people do not exhibit secure behaviors 
or discussed warning message recommendations aimed at 
influencing how non-experts think about threats. An example 
of a concrete reason is people not updating software because 
they thought the software would change and they would need 
to relearn how to work it (Vaniea et al., 2014). An example of 
a warning message recommendation aimed at influencing 
how non-experts think about threats is warning messages 
should provide information on the probability of a threat to 
encourage users to think the threat is real (Bartsch et al., 2013; 
Hardee et al., 2006; Herley, 2009; Krol et al., 2012). If an 
article included a concrete reason why people do not exhibit 
secure behaviors or a warning message recommendation 
aimed at influencing how non-experts think about threats, 
then the article was included in the current paper. If no 
reasons for users’ behavior or warning message recommenda
tions were provided, the article was not relevant to our paper 
and was not included. Eighteen articles met this criteria for 
user behavior and 11 articles met this criteria for warning 
message recommendations and were included in the 
synthesis.

3. Why do non-experts decide to not protect 
themselves from threats?

In this section, we describe research findings concerning why 
non-experts choose to not protect themselves from threats. 
Those findings came from two different types of studies: those 
that 1) directly asked non-experts to explain why they chose 
to not exhibit security conscious behaviors (Kang et al., 2015; 
Renaud et al., 2014; Theofanos et al., 2017; Vaniea et al., 2014; 
Weirich & Sasse, 2001; Wu & Zappalla, 2018), and 2) arrived 
at such explanations through less direct means, e.g., observing 
participants’ behavior, such as entering a Web site after 
receiving a warning message, and asking participants to reflect 
on that behavior (Dourish et al., 2003; Hardee et al., 2006; 
Kauer et al., 2012; Prettyman et al., 2015; Sasse et al., 2001; Ur 
et al., 2016; Wash, 2010).

3.1. Threat appraisal: Perceived susceptibility

Non-experts who choose to not protect themselves think 2 
things related to their perceived susceptibility. First, non- 
experts think they are not likely to be targeted because they 
often think they are not wealthy or important enough to 
warrant being attacked, i.e., they are not “big fish” (Kang 
et al., 2015; Kauer et al., 2013; Prettyman et al., 2015; 
Renaud et al., 2014; Sasse et al., 2001; Theofanos et al., 2017; 
Ur et al., 2016; Wash, 2010; Wash & Rader, 2015; Weirich & 
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Sasse, 2001), and sometimes think threats do not target indi
viduals (Kauer et al., 2013; Wash, 2010). Regarding the latter, 
non-experts thought threats only target organizations so as to 
access large databases (Wash, 2010) or generate publicity or 
justice (Kauer et al., 2013). Second, non-experts sometimes 
think they do not have to protect themselves from threats 
because the systems with which they interact are inherently 
secure (Renaud et al., 2014). For example, non-experts 
reported that they did not encrypt e-mail because e-mail 
systems have strong security (Renaud et al., 2014). 
Collectively, these results suggest non-experts do not think 
they are very susceptible to cybersecurity threats.

3.2. Threat appraisal: Perceived severity

Non-experts who choose to not protect themselves think 2 
things related to perceived severity. First, non-experts some
times think they do not care whether someone violated their 
privacy (Kang et al., 2015). Second, non-experts sometimes 
think they have nothing to hide (Kang et al., 2015; Renaud 
et al., 2014; Wu & Zappalla, 2018), so cybersecurity threats 
could not harm them (Renaud et al., 2014; Sasse et al., 2001; 
Viseu et al., 2004; Weirich & Sasse, 2001). Such perspectives 
likely reflect an incomplete understanding of how attackers 
can leverage seemingly innocuous information. Collectively, 
these results suggest non-experts do not think cybersecurity 
threat consequences are very severe.

On a related note, non-experts who observed an SSL warn
ing, but did not understand it, sometimes reported that they 
would ignore the warning and log into the Web site anyway 
(Kauer et al., 2012). Such behavior suggests that, in the 
absence of information about perceived severity, non-experts 
may not think about potential consequences of a threat.

3.3. Coping appraisal: Perceived effectiveness

Non-experts who choose to not protect themselves think 2 
things related to perceived effectiveness. First, non-experts 
sometimes think that they have no real control over their 
privacy or security (Prettyman et al., 2015). Second, non- 
experts sometimes think that attackers will always be one 
step ahead of them (Dourish et al., 2003) and can always 
find a way to access what they want (Weirich & Sasse, 
2001). Collectively, these results suggest non-experts do not 
consider cybersecurity threat countermeasures to be particu
larly effective, and have a generally fatalistic attitude 
(Prettyman et al., 2015).

3.4. Coping appraisal: Perceived costs

Non-experts who choose to not protect themselves think 2 
things related to perceived costs. First, non-experts often 
think actions to protect themselves are an inconvenient dis
traction from the task at hand (Dourish et al., 2003; Hardee 
et al., 2006; Kang et al., 2015; Sasse et al., 2001) and negatively 
affect their productivity (Vaniea et al., 2014). For example, 
non-experts sometimes think operating system or application 
updates will force them to relearn how to use the software 
(Vaniea et al., 2014). To avoid such disruptions, those non- 

experts simply do not install software updates, especially when 
the software is not used frequently and functions properly 
without the update (Vaniea et al., 2014). Second, non-experts 
sometimes think tools that they would use to protect them
selves are not effective and have poor usability (Kang et al., 
2015). For example, those non-experts reported that search 
engines that are designed to protect one’s online privacy are 
less effective and usable than mainstream search engines such 
as Google (Kang et al., 2015). Collectively, these results sug
gest non-experts think threat countermeasures are costly.

3.5. Coping appraisal: Self-efficacy

Non-experts who choose to not protect themselves think 1 
thing related to self-efficacy. Specifically, non-experts some
times think they do not know much about cybersecurity 
(Theofanos et al., 2017) or, more specifically, that they do 
not know how to protect their cybersecurity (Kang et al., 
2015). That suggests non-experts’ self-efficacy regarding 
executing cybersecurity threat countermeasures is probably 
quite low.

3.6. Not my job

Non-experts who choose to not protect themselves frequently 
think 1 thing that falls outside the scope of TTAT. Specifically, 
non-experts frequently think it is someone else’s job to protect 
their cybersecurity (Dourish et al., 2003; Gross & Rosson, 
2007; Prettyman et al., 2015; Renaud et al., 2014; Theofanos 
et al., 2017), which has come to be known as the “Not My 
Job” perspective in the literature (Prettyman et al., 2015). 
Sometimes, non-experts point to another individual, such as 
a knowledgeable friend, family member, colleague, or room
mate, who ensures their security by, for example, setting up 
their computer in a secure manner (Dourish et al., 2003). 
Other times, they point to organizations. For example, non- 
experts sometimes argued that it was their e-mail service 
provider’s job to keep others out of their e-mail (Renaud 
et al., 2014), a Web site’s responsibility to ensure its users’ 
online privacy (Prettyman et al., 2015; Theofanos et al., 2017), 
or an online bank’s responsibility to ensure its customers’ 
security (Dourish et al., 2003).

It is unclear how this perspective affects non-experts’ 
thinking regarding cybersecurity. One possibility is that non- 
experts who think that it is not their job to protect their 
cybersecurity simply do not think about it. Alternatively, it 
is possible that non-experts who hold that view think about 
cybersecurity but are less motivated and are less willing to 
expend effort to do so. In that case, those non-experts may 
exhibit characteristics similar to those of “security fatigue”, 
such as simplifying the situation, pursuing the option that 
requires the least effort or best aligns with their current 
motivations, and acting impulsively (Stanton et al., 2016).

3.7. Thought co-occurrence

The preceding sections separately discuss factors related to 
why non-experts choose to not protect themselves from 
threats. It is important to note, however, that those factors 
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sometimes co-occur. Those co-occurrences can be instructive. 
Below, we discuss two studies in which non-experts provided 
multiple reasons why they chose to not protect themselves 
from threats.

Renaud et al. (2014) asked non-experts to explain why they 
did not encrypt their e-mails. Non-experts noted they were 
not important enough to attack, e-mail systems are secure, 
they have nothing to hide, no harm would come to them if 
someone did access their e-mail, private e-mails are not par
ticularly critical, and it was not their job to secure their e-mail.

Vaniea et al. (2014) asked non-experts to explain why they 
do not install software updates. Non-experts noted software 
updates can change the user interface, which can hinder 
productivity, and they did not understand why it was neces
sary to install software updates when the software functioned 
correctly or was used infrequently.

Collectively, these findings suggest 3 things. First, non- 
experts in a given situation have multiple reasons for why 
they choose to not protect themselves. Those reasons probably 
interact with one another. Second, non-experts do not always 
consider all aspects of the situation when choosing a behavior 
that does not protect them. In Renaud et al. (2014), non- 
experts did not report considering anything related to coun
termeasures (i.e., perceived effectiveness, perceived costs, or 
self-efficacy). In Vaniea et al. (2014), non-experts did not 
report considering anything related to the threat (i.e., per
ceived susceptibility or perceived severity). As such, non- 
experts may choose to not protect themselves based on an 
incomplete understanding of the situation. Third, non-experts 
do not always have the same reasons for choosing a less secure 
behavior. Specifically, non-experts in Renaud et al. (2014) and 
Vaniea et al. (2014) offered very different reasons for why 
they choose to not encrypt e-mails or update software. As 
such, non-experts’ reasons for not exhibiting good cyberse
curity behaviors may be task-dependent.

3.8. Summary

Non-experts who choose to not protect themselves think some 
combination of the following: 1) the threat is probably not 
real (perceived susceptibility), 2) the threat would not be 
harmful (perceived severity), 3) threat countermeasures are 
probably not effective (perceived effectiveness), 4) it would be 
costly to implement threat countermeasures (perceived 
costs), 5) they cannot successfully implement threat counter
measures (self-efficacy), and 6) it is not their job to protect 
themselves (Not My Job). Table 1 summarizes these main 
findings.

4. Warning message recommendations that aim to 
influence non-experts’ thinking

In this section, we catalog warning message recommendations 
that aim to influence how non-experts think about threats. 
Those recommendations came from 2 different types of stu
dies: those in which researchers 1) made educated guesses 
about what information users lacked, created new warning 
messages to provide that information, and tested whether 

those new warning messages led to safer cybersecurity beha
vior than the original warnings (Bartsch et al., 2013; Bravo- 
Lillo et al., 2011b; Krol et al., 2012; Modic & Anderson, 2014), 
and 2) examined users’ understanding of cybersecurity and 
made recommendations intended to ensure that warning 
messages align with users’ understanding (Bartsch & 
Volkamer, 2013; Hardee et al., 2006; Kauer et al., 2012).

4.1. Threat appraisal: Perceived susceptibility

Researchers made 2 recommendations related to influencing 
how non-experts think about perceived susceptibility. First, 
warning messages should describe users’ actions (Bartsch et al., 
2013). For example, a warning message related to a spoofing 
attack should note users are entering their account number and 
PIN into what appears to be their bank’s Web site (Bartsch et al., 
2013). That way, non-experts may think the threat will affect 
them personally, which should encourage them to protect them
selves (Bartsch et al., 2013; Kauer et al., 2012). Second, warning 
messages should include information about attack probability 
(Bartsch et al., 2013; Hardee et al., 2006; Herley, 2009; Krol et al., 
2012). For example, Krol et al. (2012) argued warning messages 
should include statements such as “ . . . It is highly probable that 
this PDF is malicious . . . ” (pg. 3). That way, non-experts may 
consider the threat to be real.

On a related note, Hardee et al. (2006) argued that informa
tion about attack probability should be provided in combination 
with information about attack severity. For example, an e-mail 
from an unknown sender that contains a link could produce 
a warning that describes the information an attacker can gain if 
the user clicks on the link, the actions the attacker can take with 
the information entered into the linked Web site (attack sever
ity), and the likelihood the e-mail is a phishing e-mail (attack 
probability). That way, non-experts can fully understand risk.

Table 1. A summary of the reasons why non-experts who choose to not protect 
themselves do not exhibit relevant security behaviors.

Factor Non-Experts’ Reasons

Perceived 
Susceptibility

Non-experts who choose to not protect themselves think 
they are not worthy of an attack
Non-experts who choose to not protect themselves think 
attackers do not target individuals but focus on 
organizations

Perceived 
Severity

Non-experts who choose to not protect themselves do not 
care if their privacy is violated through an attack
Non-experts who choose to not protect themselves think 
they have nothing to hide so an attack cannot harm them

Perceived 
Effectiveness

Non-experts who choose to not protect themselves think 
they have no control of their security
Non-experts who choose to not protect themselves think 
attackers are always thinking ahead of them and can 
attack no matter the measures they take to prevent it.

Perceived Costs Non-experts who choose to not protect themselves think 
security behaviors affect their productivity and are 
inconvenient
Non-experts who choose to not protect themselves think 
security measures are not user-friendly

Self-Efficacy Non-experts who choose to not protect themselves think 
they do not know how to protect against attacks

Not My Job Non-experts who choose to not protect themselves think it 
is someone else’s responsibility to protect their security, 
either another individual or an organization
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4.2. Threat appraisal: Perceived severity

Researchers made 2 recommendations related to influencing 
how non-experts think about perceived severity. First, warn
ing messages should use color to represent threat severity 
(Ibrahim et al., 2010; Silic et al., 2017). For example, in the 
United States, red can be used in warning messages that 
describe financial consequences and orange can be used in 
warnings that describe consequences that are perceived to be 
less severe (Ibrahim et al., 2010). That way, non-experts may 
better understand threat severity. Second, warning messages 
should include information about threat consequences 
(Bartsch & Volkamer, 2013; Bartsch et al., 2013; Bravo-Lillo 
et al., 2011b; Hardee et al., 2006; Kauer et al., 2012; Krol et al., 
2012; Modic & Anderson, 2014). For example, Modic and 
Anderson (2014) argued warning messages should clearly 
convey potential negative outcomes of the current situation. 
That way, non-experts can conceptualize the situation more 
concretely (Bartsch et al., 2013), which should enable a more 
complete understanding of threat severity.

On a related note, researchers have provided recommenda
tions regarding how threat consequences should be described. 
Specifically, consequence descriptions should mention objects 
or information the attack will affect (Bravo-Lillo et al., 2011a), 
use non-technical language (Modic & Anderson, 2014), make 
clear how the non-expert will be personally affected (Bartsch 
et al., 2013; Kauer et al., 2012), and, when appropriate, men
tion the potential to lose money, property, or both (Hardee 
et al., 2006).

4.3. Coping appraisal: Perceived effectiveness

Researchers made 1 recommendation related to influencing 
how non-experts think about perceived effectiveness. 
Specifically, warning messages should provide users with spe
cific instructions about how to avoid the threat they face 
(Bravo-Lillo et al., 2011a). For example, a warning message 
could recommend a user delete an e-mail with a potential 
phishing link.

It is important to note, however, that instructing users 
about how to avoid a threat may not address perceived effec
tiveness. It is one thing to understand the steps that must be 
taken to prevent an attack; it is another to perceive that those 
steps will successfully counter the threat.

4.4. Coping appraisal: Perceived costs

Researchers made 1 recommendation related to influencing 
how non-experts think about perceived costs. Specifically, 
warnings should directly contrast potential losses from the 
attack with estimates of how much time will be required to 
implement the recommended actions to prevent the attack 
(Hardee et al., 2006; Herley, 2009). For example, a warning to 
update anti-virus software should include the amount of time 
needed to update the software and the potential consequences 
of a virus attack, such as needing to buy a new computer 
because the virus damaged the current device (Hardee et al., 
2006). That way, non-experts can better perceive the costs 
associated with threat countermeasures.

Please note, however, that this recommendation has not 
been empirically tested. Thus, it remains to be seen whether 
following it leads to safer cybersecurity behavior.

4.5. Coping appraisal: Self-efficacy

Researchers made 1 recommendation related to self-efficacy. 
Specifically, warning messages should provide users with 
information about what their response accomplished once 
they respond to the warning message (Ibrahim et al., 2010).

To increase self-efficacy, one must attempt the task and 
succeed (Bandura, 1994). Therefore, self-efficacy will not 
increase simply by providing users with specific instructions 
about how to avoid the threat they face. Rather, users must 
execute those instructions and receive feedback that their 
actions prevented the threat.

That said, it is presently unclear how warning messages 
should provide such feedback. One possibility would be to 
provide users with a follow-up message indicating their 
actions successfully prevented the threat. Providing such fol
low-up messages could increase non-experts’ self-efficacy. 
However, providing such follow-up messages would also 
further disrupt non-experts’ workflow, likely frustrating 
them. If so, then implementing such follow-up messages 
may not have a net positive effect on users, and an alternative 
means for providing feedback would be needed.

4.6. Complications associated with assessing the 
effectiveness of individual recommendations

The preceding sections discussed individual recommenda
tions. It is important to note, however, that all of the experi
ments that compared redesigned warnings against standard 
warnings implemented sets of recommendations (Bartsch 
et al., 2013; Bravo-Lillo et al., 2011b; Krol et al., 2012; Modic 
& Anderson, 2014). For example, Bartsch et al. (2013) applied 
the following guidelines when redesigning their warnings: 1) 
describe the user’s intention, 2) provide a headline that con
veys attack probability, and 3) describe the potential personal 
consequences of the attack. As such, their redesigned warn
ings included information related to perceived susceptibility 
(i.e., attack probability and personalizing the attack) and 
severity (i.e., consequences). Their results revealed their rede
signed warnings led to safer cybersecurity behavior than stan
dard warnings. However, it is unclear what exactly led to safer 
cybersecurity behavior because they implemented a set of 
guidelines. Were some of the guidelines unnecessary? Did 
certain guidelines influence cybersecurity behavior more so 
than others? Unfortunately, existing experiments comparing 
redesigned warnings to standard warnings cannot answer 
such questions.

4.7. Summary

Researchers have proposed 7 recommendations regarding 
how warning messages should be designed so as to influence 
how non-experts think about threats. Specifically, warning 
messages should 1) describe users’ actions (perceived suscept
ibility), 2) include information about threat probability 
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(perceived susceptibility), 3) use color to represent threat 
severity (perceived severity), 4) include information about 
threat consequences (perceived severity), 5) provide users 
with specific instructions about how to avoid the threat (per
ceived effectiveness), 6) directly contrast potential losses from 
the attack with estimates of how much time will be required 
to implement the recommended actions to prevent the attack 
(perceived costs), and 7) provide users with information about 
what their response accomplished once they respond to the 
warning message (self-efficacy). Table 2 summarizes these 
main findings.

5. Do warning message recommendations address 
why certain non-experts do not protect themselves?

In this section, we discuss whether warning message design 
recommendations that aim to influence how users think about 
cybersecurity threats address the specific reasons why certain 
non-experts choose to not exhibit security behaviors.

5.1. Threat appraisal: Perceived susceptibility

Non-experts who choose to not protect themselves think a) it 
is unlikely they will be targeted (Kang et al., 2015; Kauer et al., 
2013; Prettyman et al., 2015; Renaud et al., 2014; Sasse et al., 
2001; Theofanos et al., 2017; Ur et al., 2016; Wash, 2010; 
Weirich & Sasse, 2001), and b) systems with which they 
interact are inherently secure (Renaud et al., 2014). 
Therefore, they do not think they are very susceptible to 
threats.

Current warning message recommendations related to 
influencing how non-experts think about threat susceptibility 
concerned a) mentioning users’ intentions (Bartsch & 
Volkamer, 2013), and b) conveying attack probability 
(Bartsch et al., 2013; Hardee et al., 2006; Krol et al., 2012). 
The former aims to encourage non-experts to think about the 
threat affecting them personally; the latter aims to convince 
non-experts that the threat is real.

Neither of those recommendations directly address the 
reasons why non-experts who choose less secure behaviors 
think they are not very susceptible to cybersecurity threats. 
Specifically, those recommendations do not appear to counter 
non-experts’ thoughts that they are not important or wealthy 
enough to warrant being targeted, or their thoughts that 

systems they use are inherently secure. As such, it is possible 
that non-experts’ blanket beliefs about their susceptibility may 
outweigh the conveyed information about, for example, attack 
probability. In essence, some non-experts may read and 
understand the warning but dismiss it as irrelevant to them 
because they “know” they are not the kind of person who 
would be targeted, and that even if they were targeted, the 
system they are using is secure.

5.2. Threat appraisal: Perceived severity

Non-experts who choose to not protect themselves think a) 
they do not care whether someone violates their privacy 
(Kang et al., 2015), and b) they have nothing to hide (Kang 
et al., 2015; Renaud et al., 2014; Wu & Zappalla, 2018), so 
cybersecurity threats cannot harm them (Renaud et al., 
2014; Sasse et al., 2001; Viseu et al., 2004; Weirich & 
Sasse, 2001). Therefore, they do not think cybersecurity 
threats are severe.

Current warning message recommendations related to 
influencing how non-experts think about threat severity con
cerned a) using color to represent threat severity (Ibrahim 
et al., 2010; Silic et al., 2017), and b) including information 
about threat consequences (Bartsch & Volkamer, 2013; 
Bartsch et al., 2013; Bravo-Lillo et al., 2011b; Hardee et al., 
2006; Kauer et al., 2012; Krol et al., 2012; Modic & Anderson, 
2014). The latter aims to encourage non-experts to think 
about the threat in concrete terms (Bartsch et al., 2013).

Implementing those recommendations may help to con
vince non-experts who do not take actions to prevent attacks 
that cybersecurity threats can harm them. We stress may help 
because providing information about threat consequences 
does not necessarily address that non-experts who choose to 
not protect themselves think they do not care whether some
one violates their privacy or that losing control over their 
personal information could harm them. For example, 
a warning message indicating that noncompliance could result 
in attackers accessing one’s personal information provides 
information about threat consequences but does not do so 
in a manner that specifically addresses a lack of concern for 
protecting one’s privacy or convinces one that losing control 
of that personal information could be harmful. Warning mes
sages that address those thoughts when discussing threat 
consequences should be most impactful.

5.3. Coping appraisal: Perceived effectiveness

Non-experts who choose to not protect themselves think a) 
they have no real control over their privacy or security 
(Prettyman et al., 2015), and b) attackers will always be one 
step ahead of them (Dourish et al., 2003) and can always find 
a way to access what they want (Weirich & Sasse, 2001). These 
thoughts suggest they do not think cybersecurity threat coun
termeasures are particularly effective.

The current warning message recommendation related to 
influencing how non-experts think about perceived effective
ness suggests providing users with specific instructions about 
how to avoid the threat they face (Bravo-Lillo et al., 2011a). 

Table 2. A summary of the warning message recommendations that aim to 
influence how non-experts think about threats.

Factor Warning Message Recommendation(s)

Perceived 
Susceptibility

Describe users’ actions to provide the threat in context of 
users’ behavior
Include information about attack probability (in 
combination with attack severity)

Perceived 
Severity

Use color to indicate the severity of the attack (e.g., red = 
severe)
Provide information about potential consequences of the 
attack

Perceived 
Effectiveness

Provide the steps to avoid the attack

Perceived Costs Compare the time needed to implement the security 
measure to the consequences of the attack

Self-Efficacy Provide information about what the user’s response to the 
warning message accomplished

6 K. S. JONES ET AL.



The goal presumably being to ensure that non-experts under
stand how to counter the threat.

Implementing that recommendation may benefit non- 
experts who choose to not protect themselves because they 
often express that they do not understand how to protect 
themselves from threats (Kang et al., 2015). However, as 
noted earlier, understanding the steps that must be taken to 
prevent an attack is not the same as perceiving that those steps 
will prevent the attack. For example, a non-expert who thinks 
they have no real control over their privacy or security and that 
attackers can always find a way to access what they want will 
probably not think differently after reading instructions regard
ing how to avoid the threat. Therefore, implementing that 
recommendation will likely not lead non-experts to properly 
calibrate their perceptions of countermeasure effectiveness.

5.4. Coping appraisal: Perceived costs

Non-experts who choose to not protect themselves think a) 
actions to protect themselves are an inconvenient distraction 
from the task at hand (Dourish et al., 2003; Hardee et al., 
2006; Kang et al., 2015; Sasse et al., 2001) and negatively affect 
their productivity (Vaniea et al., 2014), and b) tools that they 
would use to protect themselves are not effective and have 
poor usability (Kang et al., 2015). As such, they presumably 
think threat countermeasures are too costly to implement.

The current warning message recommendation related to 
influencing how non-experts think about perceived costs sug
gests directly contrasting potential losses from the threat with 
estimates of how much time will be required to implement the 
recommended actions to prevent the threat (Hardee et al., 
2006; Herley, 2009). The goal being to enable non-experts to 
weigh the pros and cons of compliance.

That recommendation does not directly address the rea
sons why non-experts who choose to not protect themselves 
think cybersecurity threats are too costly. Therefore, imple
menting that recommendation may not always have the 
desired effect on non-experts who choose to not protect 
themselves. For example, non-experts reported that they 
chose to not update their software because updates sometimes 
include user interface changes, which can negatively affect 
their productivity (Vaniea et al., 2014). For those individuals, 
it will not be sufficient to simply indicate that the software 
update will greatly increase system security and will only take 
a few seconds. Rather, it will likely be necessary to also 
assuage their concerns about user interface changes. 
Otherwise, the warning message will not directly address the 
specific concerns they have about the perceived costs asso
ciated with that software update, and will likely be ignored.

5.5. Coping appraisal: Self-efficacy

Non-experts who choose to not protect themselves think they 
do not know much about cybersecurity (Theofanos et al., 
2017) or, more specifically, that they do not know how to 
protect their cybersecurity (Kang et al., 2015). Therefore, their 
self-efficacy regarding executing cybersecurity threat counter
measures is probably quite low.

The current warning message recommendation related to 
influencing non-experts’ self-efficacy suggested that warning 
messages should provide users with information about what 
their response accomplished once they respond to the warn
ing message (Ibrahim et al., 2010). The goal being to allow 
non-experts to understand what they accomplished.

Implementing that recommendation could increase non- 
experts’ self-efficacy, which increases when one successfully 
completes the task (Bandura, 1994). As noted earlier, though, 
it is currently unclear how to implement that recommenda
tion without further disrupting non-experts’ workflow, which 
may increase frustration.

5.6. Not my job

Non-experts who choose to not protect themselves often think 
it is not their job to do so (Dourish et al., 2003; Gross & 
Rosson, 2007; Prettyman et al., 2015; Renaud et al., 2014; 
Theofanos et al., 2017). Rather, they think that is another 
individual’s job (Dourish et al., 2003), or an organization’s 
job (Dourish et al., 2003; Prettyman et al., 2015; Renaud et al., 
2014; Theofanos et al., 2017).

None of the current warning message design recommenda
tions specifically addressed non-experts’ thinking that it is 
someone else’s job to protect them from cybersecurity threats. 
This is a critical omission because such an overarching belief 
may override other efforts to help non-experts exhibit beha
viors that prevent against cyber-attacks. That is, efforts to 
convince non-experts that they face a severe threat but can 
effectively counter that threat with minimal effort, may be 
moot if non-experts simply ignore that information because it 
is not their job to try to prevent the threat.

6. Conclusions

Researchers have proposed 7 recommendations regarding 
how warning messages should be designed so as to influence 
how non-experts think about threats. The results of the pre
ceding analysis suggest that, for the most part, those recom
mendations do not address the reasons why non-experts’ do 
not attempt to prevent cyber-attacks (see Table 3 for 
a summary). Therefore, the present analysis reveals 
a critically important insight, that is, it is unlikely that imple
menting warning messages that reflect those recommenda
tions will be enough to convince those non-experts to 
protect themselves.

To be clear, that is not meant to imply that designing 
warning messages that reflect those recommendations would 
have no effect whatsoever. Most of those recommendations 
have empirical support (Bartsch et al., 2013; Bravo-Lillo et al., 
2011b; Krol et al., 2012; Modic & Anderson, 2014). Therefore, 
we know that they encourage safe cybersecurity behavior. 
Given the preceding analysis, though, it is unlikely that 
those positive effects stem from convincing non-experts, 
who would otherwise choose a less secure option, to protect 
themselves. Rather, those positive effects likely reflect influen
cing how other types of non-experts think.

If so, then that may help to explain why redesigning warning 
messages to reflect these recommendations significantly 
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improves user compliance (Bartsch et al., 2013; Bravo-Lillo 
et al., 2011b; Modic & Anderson, 2014; c.f., Krol et al., 2012), 
but overall levels of compliance sometimes remain lower than 
desired. For example, Bartsch et al. (2013) reported that users 
complied with 17% of original warnings and 46% of redesigned 
warnings. That is a 29% increase in compliance, which is note
worthy. However, overall compliance is still less than desirable, 
i.e., users not complying with over 50% of warnings, and that 
may be because the redesigned warning messages may not have 
addressed why certain non-experts choose to not comply with 
warning messages.

By determining that existing warning message design 
recommendations do not adequately address the reasons 
why non-experts’ choose to not protect themselves from 
threats, the present analysis reveals another critically impor
tant insight, that is, researchers must turn their attention to 
understanding why those non-experts think those things, and 
how to best counteract those thoughts. Specific potential 
research ideas are discussed in the following section.

6.1. Future research concerning non-experts’ 
overarching beliefs

Non-experts who choose to not protect themselves from 
threats expressed three overarching beliefs: 1) they are not 
likely to be targeted, 2) there is nothing they can do to prevent 
cyber-attacks, and 3) it is not their job to protect their cyber
security. Collectively, those beliefs should greatly decrease 
one’s motivation to protect themselves from threats.

Therefore, it will likely be quite difficult to motivate non- 
experts to protect themselves from cybersecurity threats as 
long as they hold such beliefs. For instance, even the most 
carefully crafted warning messages are likely to be ignored if 
one thinks it is not their job to protect themselves from 
cybersecurity threats. Therefore, it will be necessary to shift 
non-experts who choose to not protect themselves away from 
these ways of thinking.

To be clear, we are not suggesting that non-experts need to 
become experts. There is considerable evidence that users can 
act adaptively without having a complete or completely accu
rate understanding of the situation (Garg & Camp, 2012; 
Wash, 2010). As such, we are suggesting that non-experts’ 
thinking regarding those overarching beliefs needs to shift to 
the point where they can act adaptively.

To do so, we need to better understand why non-experts 
develop those beliefs. This is especially true for the latter two 
beliefs, about which we know fairly little. In addition, we need 
to understand how they affect non-experts’ motivation to 
exhibit safe cybersecurity behaviors. Do non-experts who 
hold these overarching beliefs exhibit any cybersecurity beha
viors? Does the answer to that question depend on which 
view, or set of views, non-experts hold? Answers to such 
questions will help researchers to develop effective ways to 
counteract the effects of such beliefs.

That said, it may not be possible to fully address those 
three overarching beliefs with warning messages. For example, 
it may not be feasible to change a non-expert’s belief about 
whether it is their job to protect their cybersecurity through 

a warning message about a given attack. Instead, addressing 
these three overarching beliefs may require a two-pronged 
strategy.

The first prong would be actions taken to establish 
a cybersecurity safety culture within the organization. For 
example, anonymous reporting of errors in healthcare allows 
for more communication about errors (Halligan & Zecevic, 
2011). One way to apply this approach to cybersecurity is to 
allow users to report when they were a victim of an attack. 
This reporting would provide more information about attacks 
that are currently occurring. This information could then be 
distributed by the company to other users in hopes of pre
venting future users from becoming a victim. This open 
communication can help non-experts realize their actions 
can protect their device, educate them on how to prevent 
these attacks, and perhaps include some modeling, which 
could increase self-efficacy (Bandura, 1994). Another way to 
establish a safety culture is to emphasize that everyone has an 
equal role in protecting against these attacks. In aviation, crew 
resource management was implemented, which improved the 
teamwork in the cockpit and caused both pilots and copilots 
to be responsible for preventing human errors (Helmreich 
et al., 1999). This idea can be applied to cyber-security by 
emphasizing that users, as well as organizations, are respon
sible for cyber-security. Organizations, such as banks, can 
inform users that cybersecurity is strengthened by the users’ 
actions as well as the organization’s actions. If an organization 
that users expect to protect them provides this information, 
users may consider taking responsibility for their own 
security.

Some organizations and governments have implemented 
awareness training programs to encourage such safety cultures 
(Abawajy, 2014; Bada et al., 2015; McCoy & Fowler, 2004). 
These programs aim to make people aware of certain attacks 
and instruct people on good security behaviors (Abawajy, 
2014; Bada et al., 2015; McCoy & Fowler, 2004). Certain 
aspects of these programs could affect the beliefs non- 
experts have about cybersecurity, ultimately affecting their 
motivation to protect against cyber threats. For example, 
providing non-experts with information on how to protect 
against specific threats could affect their belief that there is 
nothing they can do to prevent an attack. Additionally, these 
programs can create a cybersecurity safety culture that can 
lead people to feel responsible for protecting an organization’s 
and their own assets, which could change their belief that they 
are not responsible for cybersecurity (Abawajy, 2014). 
However, only certain methods of awareness programs may 
address non-experts’ belief that they are not likely to be 
targeted. Abawajy (2014) mentioned that awareness programs 
are sometimes provided through a presentation with 
a facilitator in which people may discuss their experiences 
with cyber-security. If people share their stories of being 
attacked or the facilitator shares examples of attacks that 
affected fellow employees, then people may change their belief 
that they cannot be targeted. Not all programs include this 
information. Consistent with the findings of Abawajy (2014) 
and Shaw et al. (2009), multiple methods of presenting aware
ness programs (e.g., text, video, presentations) may be needed 
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to cover all information that would change these three over
arching beliefs held by non-experts and foster a better cyber- 
security culture.

The second prong would be to reinforce those messages, to 
the extent possible, within individual warning messages that 
non-experts may experience. For example, the text in 
a warning message can emphasize that user actions can com
promise security beyond the security imposed by an organiza
tion. This warning can remind users that they are also 
responsible for their security. Developing such a two- 
pronged solution will require considerable research.

6.2. Future research concerning other factors

Considerable research is also needed to better understand 
factors that influence non-experts’ thoughts that fall into the 
five elements of TTAT. By understanding non-experts’ beliefs 
about these elements better, we can determine how to change 
non-experts’ thinking on these elements and improve com
pliance with warning messages.

More questions need to be answered to gain more informa
tion about factors related to threat appraisal. For non-experts to 
be motivated to follow the recommended behavior in a warning 
message, they need to perceive themselves as susceptible to the 
threat. Thus, it will be important for research to address ques
tions such as: why do some non-experts think systems are 
inherently secure, and how exactly does that influence their 
perceptions of susceptibility? Additionally, non-experts need 
to perceive a threat to be harmful to be motivated to comply 
with the warning message recommendation and exhibit the 
behavior. Some questions to ask regarding perceived severity 
are the following: Why do some non-experts think that cyber- 
attacks cannot hurt them? Is that grounded in assumptions they 
make about how accessed information can be used, and, if so, 
how do we go about changing those assumptions?

There is also a need for more research concerning coping 
appraisal that would allow for a better understanding of how 
to improve warning message compliance. One aspect of cop
ing appraisal is perceived effectiveness or non-experts believ
ing that the behavior being suggested by the warning will 
effectively prevent against the threat. To better understand 
how to improve perceived effectiveness, we can ask the fol
lowing questions: what factors contribute to perceived effec
tiveness? Is there a linear or non-linear relationship between 
how much some non-experts know about cybersecurity coun
termeasures and their perceived effectiveness? In addition to 
believing counter measures are effective, non-experts need to 
think the cost incurred by performing the behavior is not 
greater than the benefits gained. To learn more about non- 
experts’ perceived costs of security behaviors, the following 
question can be studied: what specific costs concern those 
non-experts when considering implementing a given counter
measure? Lastly, non-experts need to think they can carry-out 
the security behavior recommended by the warning message. 
The warning message literature does not have many recom
mendations for how to influence self-efficacy. Some questions 
to answer that may lead to more recommendations for 
improving self-efficacy are the following: what factors influ
ence cybersecurity self-efficacy? Are non-experts’ choices 

regarding whether to protect themselves task dependent, 
and, if so, on what task-related factors do those choices 
depend? Answering such questions should go a long way 
toward understanding how to design warning messages so as 
to encourage non-experts who would not otherwise protect 
themselves from cybersecurity threats to do so.
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