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Disease diagnosis often depends on the rapid and accurate 
pathological analysis of biopsied and surgically excised tis-
sues. The careful interrogation of the morphological and 

molecular characteristics of biopsied tissue helps to determine the 
grade of the disease. For many cancers, this information then pro-
vides the basis for stratifying patients for clinical management, and 
can result in markedly different treatment paths1,2. For example, 
patients with low-grade prostate cancer (Gleason score below 7) 
are candidates for active surveillance, and patients with a Gleason 
score of 7 and above are candidates for curative therapy (radiation 
and/or surgery), often in conjunction with neoadjuvant therapy 
for those with the highest-grade cancer (Gleason scores 8 to 10). 
Interobserver variance among pathologists can however be high, 
with Cohen’s kappa values3–6 ranging from 0.3 to 0.8 (Cohen’s kappa 
values are a measure of the agreement between individual results, 
with values lower than 0.2 indicating poor agreement and values 
between 0.8 and 1.0 indicating very good agreement). This contrib-
utes to the overtreatment of certain patients with indolent disease7,8, 
resulting in unnecessary side effects and in financial toxicity to 
patients and the healthcare system. Likewise, the undertreatment or 
the non-optimal treatment of patients with aggressive and late-stage 
disease leads to preventable morbidity and mortality9, along with 
substantially increased costs of care.

Treatments for patients with non-small-cell lung cancers are 
another example of the shortcomings and opportunities for ana-
tomic pathology. For these patients, the use of immune-checkpoint 
inhibitors against the programmed cell death protein 1 (PD-1) or 
its ligand (PD-L1) can decrease the risk of progression by up to 
60% (compared with standard chemotherapy); yet these drugs are 
only effective in approximately 20% of the patients10. With treat-
ment costs ranging from US$150,000 to US$1 million per patient 
for a full course of treatment, as well as the possibility of autoim-
mune side effects, reliable assays are needed to identify the patients 
most likely to respond to these treatments. Current companion and 
complementary diagnostic tests for predicting responses to PD-1 

and PD-L1 inhibitors are based on immunohistochemical analysis 
of PD-L1 expression, but these methods have been criticized for 
their unreliability11,12. The shortcomings of these assays are typically 
attributed to the variability in interpretation of PD-L1 immuno-
histochemistry data13 by the pathologist, the spatial and temporal 
heterogeneity of PD-L1 expression within the tumour microenvi-
ronment, and the general complexity of the immune response in 
which a durable immunomodulatory response involves the coordi-
nated interaction of multiple cell types.

Pathology laboratories currently handle biopsies and surgical 
specimens following a decades-old analogue imaging workflow that 
samples only a small fraction of each specimen. The reliability of 
pathological tests therefore suffers because the undersampling of 
a heterogeneous tissue specimen is bound to introduce errors. For 
example, a standard 5-μm-thick section of a 1-mm-thick biopsy 
represents only 0.5% of the biopsy. Moreover, the workflow of tra-
ditional slide-based pathology is time consuming and inherently 
destructive, making it incompatible with modern-era molecular 
medicine, in which increasing numbers of assays (for example, 
genomics and proteomics assays), which rely on having abundant 
tissue14, are desired for personalized care. In addition to sampling 
limitations, the thin-slide-mounted tissue sections that are typi-
cally viewed by pathologists provide only a 2D view of tissue struc-
tures and molecular targets, which can be challenging to interpret 
accurately and reproducibly15–17. Digital pathology, in combination 
with objective machine-learning-based analysis methods, strives to 
improve the reproducibility and reliability of diagnostic pathology18.

Technological advances in optical clearing, high-throughput 
microscopy and computational tools, including artificial intelli-
gence (AI), have fuelled interest in non-destructive 3D pathology 
as a complement to traditional slide-based 2D pathology, on the 
grounds that non-destructive volumetric microscopy can improve 
the accuracy (diagnostic, prognostic and predictive power) of the 
analysis of tissue specimens, resulting in superior patient outcomes. 
The benefits of 3D pathology over traditional pathology include: 
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improved sampling of large volumes of tissue rather than sparse 
sampling with slide-mounted sections; volumetric imaging of 
diagnostically relevant structures; non-destructive imaging, which 
allows intact tissue specimens (such as core-needle biopsies) to be 
made fully available for downstream proteomic and genetic assays; 
and a simpler slide-free imaging process, which could save time and 
costs (Fig. 1).

Although the full value of data from 3D pathology has yet to 
be determined, three illustrative examples help to contextualize 
the expected gains (Fig. 2). First, 3D pathology accurately shows 
convoluted structures, such as branching-tree vascular and glan-
dular networks. Such structures are often disrupted during disease 
progression and can be predictive of patient prognosis and treat-
ment responses. When viewing such complex 3D structures as 2D 
cross-sections on glass slides, artefacts and ambiguities are unavoid-
able. This is particularly problematic for the Gleason grading of 
prostate cancers, which is currently based solely on glandular archi-
tecture. For example, what appears in two dimensions to be a poorly 
formed gland (a variant of Gleason pattern 4) might be a tangential 
section of a well-formed gland (Gleason pattern 3). Consequently, 
such a cancer could be re-categorized from the 2D-determined 
grade (Gleason score 3 + 4 = 7) to a lower-grade Gleason score 
(3 + 3 = 6) when viewed in three dimensions (which could result 
in markedly different treatment recommendations)19,20. Second, 3D 
pathology can better characterize and quantify the spatial relation-
ships and interactions between cell types. This is exemplified by the 
complex distributions of cells within the tumour immune micro-
environment, such as the extent and proximity of PD-1-expressing 
cytotoxic T cells to PD-L1-expressing cancer cells21, and the balance 
of immunosuppressive neutrophils and cytotoxic T cells22,23. The 
ability to interrogate larger volumes of tissue would be beneficial, as 
spatial heterogeneity is a characteristic of most diseases when viewed 
at microscopic length scales24–26. Third, 3D pathology can identify 
rare cells that may have a critical role in the initiation, dissemina-
tion and resistance to treatment of various diseases. Examples of 
rare cells that are difficult to identify in thin tissue sections include 
tumour progenitor cells27–29, minimal residual disease following 
treatment30,31, and aggressive tumour subclones that invade the  

lymphovascular network32–34 and metastasize35. It is increasingly 
clear that complex distributions of rare cell populations, such as 
cancer stem cells, have pivotal roles in many aspects of oncology36–38. 
This understanding of tumours as hierarchical collections of cells 
with substantial intratumoral heterogeneity is still being refined.

The current status of 3D pathology
The concept of 3D pathology is not new, yet the technologies 
have evolved considerably over the years. Early studies relied on 
destructive serial-sectioning techniques39, which required con-
siderable expense and labour for imaging large numbers of sec-
tioned tissues and for subsequent 3D reconstruction. Automated 
serial-sectioning approaches, such as knife-edge scanning and 
micro-optical-sectioning tomography40,41, have greatly improved 
throughput and have been commercialized for the purposes of 
delivering 3D pathology data, but are destructive of tissue speci-
mens and introduce sectioning artefacts (Fig. 3a).

Non-destructive 3D microscopy has been embraced (and been 
largely driven) by life scientists, and has been catalysed primar-
ily by developments in confocal microscopy, followed by multi-
photon microscopy and, most recently, by light-sheet microscopy 
(Fig. 3a,b). In clinical diagnostics, however, 3D pathology is in its 
infancy. This is mostly because of barriers for the technical adoption 
of advanced microscopy devices, tissue-preparation techniques and 
computational analysis methods. Increasing numbers of research 
groups are now exploring diagnostic applications of 3D pathology. 
Below we provide a non-exhaustive survey of studies that have used 
3D pathology.

With optical clearing of archival formalin-fixed paraffin- 
embedded (FFPE) and fresh prostate tissues, confocal microscopy 
has been shown to be a feasible imaging method for clinical diag-
nostics42. Similarly, multiphoton microscopy with optical clearing 
has been used to generate 3D histology images of kidney biopsies15. 
Light-sheet microscopy has recently been used to examine opti-
cally cleared FFPE specimens (from bladders), showing the ability 
to quantify certain histomorphometric features, such as vascu-
lar density and tortuosity43, and to analyse the lymphatics within 
bladder tumours44, suggesting that 3D pathology is superior to 2D 
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Fig. 1 | Conventional pathology versus non-destructive 3D pathology. a, The conventional histology workflow was developed over a century ago and 
involves the use of harsh fixatives and dehydration reagents (such as xylene) followed by wax embedding, destructive sectioning and the staining of 
slide-mounted sections with chromogens, such as H&E, or for immunohistochemistry (IHC). In addition to being time consuming and destructive, 
conventional 2D imaging allows the viewing of only a small fraction of the clinical specimen. b, Advances in optical clearing and fluorescent labelling, along 
with high-throughput volumetric microscopy, have enabled entire specimens (for instance, core-needle biopsies) to be imaged in three dimensions, with 
minimal requirements for tissue processing and mounting. 3D pathology provides rich structural and molecular information from large intact specimens, 
and preserves valuable clinical specimens for downstream assays (such as DNA and RNA sequencing).
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pathology for staging cancers and for predicting progression-free 
survival. Studies using an open-top light-sheet (OTLS) microscopy 
system, specifically designed for high-throughput imaging of large 
clinical specimens, indicated that 3D pathology could improve the 
grading of prostate core-needle biopsies by mitigating some of the 
ambiguities and artefacts encountered when viewing 2D tissue 
sections of prostate carcinoma19. A follow-up study used the OTLS 
technology20 to show that high variability in glandular morphol-
ogy throughout an entire core-needle biopsy could have a marked 
influence on treatment decisions, providing additional insight 
into the potential clinical value of 3D pathology. More recently, 
3D confocal microscopy of immune infiltrates in preclinical and 
human core-needle biopsies (from head and neck cancer) revealed 
that the spatial distribution of tumour-infiltrating cytotoxic T cells 
is correlated with other hallmarks of disease progression, such as 
the extent of the tumour microvasculature45. In addition, a detailed 
investigation of the 3D structure of prostate cancers revealed two 
major architectural subgroups of growth patterns that could be 
of prognostic value46. Note that this Perspective does not discuss 
the rapid ex vivo19,47–56 and in vivo57–61 examinations of tissues and 
wound cavities to guide surgical decisions, despite some overlap 
in technologies.

Radiomics—the quantitative interrogation and subsequent min-
ing of pixel-level sub-visual data from standard medical imaging 
methods, such as ultrasound, computed tomography (CT), posi-
tron emission tomography (PET) or magnetic resonance imaging 
(MRI)—is a non-invasive image-analysis method that can answer 
clinically relevant questions pertaining to diagnosis, prognosis and 
treatment response across the oncology spectrum62,63. Radiomics 
has traditionally relied on analysing multiple 2D images across a 
region of interest, with interpolation being used to extend the anal-
ysis to three dimensions. 3D pathology resembles radiomics, but 
differs in a few key aspects. Unlike a conventional CT slice, with 
dimensions of 512 × 512 pixels, a whole-slide image at 20× magnifi-
cation is often 40,000 × 40,000 pixels in size; that is, 4 orders of mag-
nitude larger. This introduces challenges in big-data handling, but 
also opportunities for developing AI approaches that thrive on large 
and diverse training datasets. In addition, unlike reconstructed 
radiographic images, 3D pathology images contain large numbers 
of highly repetitive microscale features (primitives), such as cells, 
nuclei, glands and stromal structures, which can aid the efficient 
training and use of AI methods.

Technologies for non-destructive 3D pathology
In this section, we overview protocols for tissue clearing and label-
ling, imaging modalities and technical imaging requirements, as 
well as computational methods for data processing and for the visu-
alization and analysis of the images.

Protocols for tissue clearing and labelling. Numerous protocols 
have been developed to improve the transparency of excised bio-
logical tissues for the purposes of enabling deep optical imaging at 
high resolution64,65. Optical clearing seeks to homogenize the refrac-
tive index profile within tissues, primarily through replacement of 
the water within the tissue (refractive index approximately 1.33) 
with a high-refractive-index solvent that is better matched to the 
remaining tissue components (mostly proteins and lipids). Certain 
protocols also perform lipid removal with detergents, in some cases 
accelerated by active electrophoretic transport, and even decalcifi-
cation to enable optical imaging through bone66,67. Early protocols 
were developed for the clarification of brain tissue for neurosci-
ence applications, with limited optimization for other organs68–71. 
Such protocols were often complex, including the use of hydrogel 
embedding to preserve the structure of delicate brain tissues and 
maintain the brightness of genetically encoded fluorescent pro-
teins70,72,73. Recent efforts have focused on clearing whole organ-
isms and various types of human tissue66,67,74,75. A relatively simple 
method that has gained popularity for clearing a variety of preclini-
cal and clinical tissues is iDISCO74, and a more recent variant that 
uses a food-grade cinnamon oil75 (ethyl cinnamate) for final index 
matching rather than the dibenzyl ether used in the original proto-
col, which is corrosive and carcinogenic. Note that different clear-
ing protocols exhibit varying levels of compatibility with fluorescent 
labelling approaches, including small-molecule fluorescent probes 
and large antibodies64,76. Small-molecule probes that mimic stan-
dard histology stains, such as haematoxylin and eosin19,77,78 (H&E) 
and periodic acid Schiff79 staining, have the advantage of being inex-
pensive (relative to antibodies), of diffusing quickly within thick 3D 
specimens, and of being compatible with a variety of clearing tech-
niques. Such small-molecule probes will therefore probably have a 
prominent role in early clinical assays based on 3D pathology.

For clinical applications of 3D pathology, unique requirements 
and constraints exist for tissue processing in preparation for imag-
ing. First and foremost, until these techniques become the standard 
of care, they should ideally not interfere with current histopathology 
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Fig. 2 | 3D pathology can outperform 2D pathology. a, For convoluted 3D structures, such as prostate glands, tumour vasculature and kidney tubules, 
2D cross-sectional views can be misleading. b, For distributions of cells and other structures, 2D cross-sectional views might preclude the accurate 
quantification of complex spatial relationships, such as those found within the tumour immune microenvironment and the cancer stem cell niche. c, For 
rare objects, such as tumour-initiating cells, lymphovascular invasion and minimal residual disease, 2D sections might not provide adequate sampling to 
identify and quantify such targets.
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methods, such as slide-based H&E staining and immunohistochem-
istry. For most clearing methods, the reagents are relatively gentle 
compared with formalin fixation. In other words, once the tissue is 
fixed in formalin—as is currently required within strict timeframes 
following clinical biopsy or tissue resection—subsequent steps for 
most 3D pathology pipelines are less harsh and damaging to the 
tissue and to its molecular constituents (proteins, DNA and RNA). 
Nonetheless, rigorous demonstration of the compatibility of 3D 
pathology methods with standard pathology techniques is neces-
sary. Initial studies have shown that fixed and deparaffinized tissues 
that are labelled with fluorescent stains and cleared using iDISCO, 
ethyl cinnamate or similar protocols can be subsequently embedded 
in paraffin and subjected to standard H&E and immunohistochem-
istry methods with no apparent degradation in quality20,43,56.

3D pathology could also introduce new tissue-preservation 
methods. In particular, as genomics and transcriptomics assays 
rapidly improve and gain clinical acceptance, a major performance 
bottleneck is the damaging effects that formalin fixation has on 
the integrity of DNA and RNA. Alternative tissue-preservation 
methods, such as RNAlater80,81 and PAXgene82,83, have been devel-
oped to maintain the fidelity of nucleic acids. Furthermore, a 

tissue-preservation protocol that relies on the intramolecular and 
intermolecular crosslinking of biomolecules has enabled the effec-
tive optical clearing and fluorescent labelling of molecular targets, 
including RNA transcripts84. The ability to incorporate and stan-
dardize new tissue-preservation strategies within a clinical pipeline 
for 3D pathology that are capable of high-quality volumetric imag-
ing and sensitive nucleic acid detection could be transformational 
for precision medicine.

Technical imaging requirements for 3D pathology. Although 
there are many factors to consider when designing any 3D opti-
cal imaging system, key attributes include its resolution, contrast 
(signal-to-background ratio), speed or throughput, ease of use 
and cost. Among them, ease of use and speed or throughput are 
of higher priority in anatomic pathology (rather than in scien-
tific research) because pathologists generally do not image tissues 
at the highest levels of resolution used for basic biological studies 
(for example, with high-numerical-aperture (NA) oil-immersion 
objectives (NA >1.0)). With the exception of a few specialties such 
as renal pathology, which routinely uses electron microscopy, 
the vast majority of anatomic pathology cases are viewed at low  
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resolution (using standard 5× to 10× objectives with NAs of 0.1–
0.3) and occasionally at moderate resolution (using standard 20× to 
40× objectives with NAs of 0.4–0.8). Rather, in light of the spatial 
and molecular heterogeneity of neoplastic lesions26,85, the ability to 
view large areas or volumes of tissue is often of paramount impor-
tance for pathologists.

Image contrast is important because it directly impacts imaging 
depth. Although biologists rely on optical-sectioning microscopes 
to image living organisms and tissues at reasonable depths (up to 
about 0.5 mm for confocal and multiphoton microscopy in certain 
optically scattering tissues), pathologists tend to examine excised 
and preserved specimens, where recent advances in optical clearing 
enable such excised tissues (including bone) to be rendered highly 
transparent65,71,72,74,86–88. In short, for 3D microscopy techniques, 
optical clearing now allows tissues to be imaged at depths of several 
millimetres and even centimetres, while greatly relaxing the require-
ments for contrast (rejection or suppression of background light).

Confocal and multiphoton laser-scanning microscopy. The 
traditional workhorse technologies for the non-destructive 
high-resolution 3D imaging of tissues have been confocal micros-
copy, and nonlinear or multiphoton microscopy49,50,89–91. Confocal 
microscopy42,46,92 is the most prevalent volumetric microscopy 
technique in academic and industrial laboratories. Multiphoton 
microscopy has also been widely adopted in academic research, 
owing to its ability to provide enhanced imaging depths (contrast) 
when imaging turbid (uncleared) tissues, and also because it can 
achieve label-free imaging by relying on a number of linear and 
nonlinear contrast mechanisms, such as autofluorescence genera-
tion50,54,90,93–96, second-harmonic generation97–99, coherent four-wave 
mixing51,52,90,100,101 (such as coherent anti-Stokes Raman spectroscopy 
and stimulated Raman scattering), and pump–probe methods102,103. 
Multiphoton microscopy has been recently employed in clinical 
applications of anatomic pathology, such as surgical guidance and 
diagnosis15,50,90,96,104.

Because they offer exquisite contrast (that is, rejection of back-
ground) and spatial resolution, confocal and multiphoton micros-
copy have become ubiquitous in biomedical research laboratories. 
For clinical applications, however, these techniques need to over-
come a number of challenges. In particular, confocal micros-
copy and nonlinear microscopy typically generate an image in a 
point-by-point fashion, which requires spatial scanning in all three 
dimensions to create a volumetric image (Fig. 3b). This tends to add 
mechanical complexity, and is often slow. Although there are meth-
ods to accelerate this process, such as the use of spinning discs for 
confocal microscopy105,106, and of temporal focusing107,108 or multi-
focal methods109–111 for nonlinear microscopy, speed is often still a 
major constraint when trying to image large volumes. Furthermore, 
these technologies rely on complex high-NA optics, high-speed laser 
scanning and pulsed lasers (for multiphoton microscopy), and are 
thus expensive in terms of equipment and technical support staff.

Light-sheet microscopy for 3D pathology. Light-sheet microscopy, 
also known as selective plane illumination microscopy, enables rapid 
3D fluorescence microscopy of relatively transparent specimens 
(such as embryos and optically cleared tissues)112–120. This technique 
makes use of a thin excitation plane of light that enters the tissue 
and excites a fluorescence signal from a localized plane (or opti-
cal section) within the sample. This thin plane or sheet of fluores-
cence signal is then imaged along a detection axis oriented roughly 
perpendicular to the light sheet (Fig. 3c). Light-sheet systems use 
highly sensitive and fast scientific complementary metal–oxide–
semiconductor (sCMOS) detector arrays to obtain 2D images from 
a specimen, from which a 3D dataset may be rapidly generated by 
moving the specimen in relation to the light sheet. In addition to 
the speed of imaging that light-sheet microscopy enables, which is 

essential for clinical applications, another well-appreciated feature 
of light-sheet microscopy is its highly efficient geometry: it excites 
fluorescence only within the detection plane, thereby minimizing 
photobleaching and photodamage when compared with alternative 
3D microscopy techniques114,115,117. Hence, light-sheet microscopy 
has been referred to as a ‘gentle’ form of 3D microscopy121.

Early light-sheet microscopes were constrained to image small 
non-clinical specimens (such as embryos and mouse brains) that 
were often embedded in agarose or put on specialized mounts (for 
sample rotation, in particular), thus limiting the size and geome-
try of the specimens and the systems’ ease of use115,117,120,122. More 
recently, a number of light-sheet microscope systems have been 
developed to accommodate larger specimens with fewer physi-
cal constraints and simpler mounting requirements19,77,118,120,123–132. 
Many of these systems use an inverted architecture, in which one 
or more tissue samples may be conveniently placed on a platform 
and imaged from above or from below. In particular, imaging from 
below the specimens is the basis of OTLS microscopy (Fig. 3d), 
which has been shown to be a convenient configuration for imaging 
one or more large clinical specimens19,77,127,132,133.

OTLS microscopes—which are configured like flat-bed scanners 
for tissues—are ideal for the convenient mounting and imaging of 
clinical specimens of diverse geometries and numbers (through 
multisample holders and well plates)19,20,56,77,134. OTLS systems 
also provide unconstrained space above the sample, offering the 
potential to incorporate tissue-manipulation accessories—such 
as fluid-exchange systems, dissection and aspiration devices, and 
robotic sample exchangers—for streamlining 3D pathology for 
clinical applications. One challenge for OTLS (and for other forms 
of inverted light-sheet microscopy) is that the imaging depth can 
be limited if the imaging objectives are oriented at an oblique angle 
with respect to a horizontal sample holder, as this prevents the full 
working distance of the objectives from being usable for imaging 
within the specimen (Fig. 3d). The working distance of an objec-
tive must typically trade-off with its NA, a parameter that is pro-
portional to the cone angle of focusing and that dictates the level of 
spatial resolution that can be achieved (a larger NA allows smaller 
features to be resolved). Therefore, for inverted light-sheet micro-
scopes that are designed to image specimens at depths of several 
millimetres, resolution is often limited to the low-to-moderate 
range (>0.4 μm with an objective with NA < 0.8). This level of reso-
lution is optimal for the vast majority of clinical diagnostic applica-
tions, where imaging larger volumes of tissue in a timely manner 
is often the top priority for achieving accurate diagnostic determi-
nations. To maximize imaging depth and resolution, one can use 
a single high-NA objective oriented perpendicular to the sample 
to generate both an oblique-illumination light sheet and to image 
the light-sheet-generated fluorescence signal onto a detector array 
(camera)130–132,135–137,138. This strategy of using a single objective for 
light-sheet microscopy, while convenient, introduces certain con-
straints and trade-offs139, which has motivated additional innova-
tions, including multiresolution systems that mimic the ability of 
conventional pathology microscopes to image tissues at various 
magnifications140,141.

Data handling challenges. For all 3D microscopy techniques, the 
digital reconstruction of large 3D images requires the stitching and 
fusing of large numbers of 2D image tiles. Once generated, the sizes 
of these 3D datasets can easily reach terabyte scales (depending on 
sample size and spatial resolution). This brings about challenges in 
data storage, low-loss compression, quality control and visualiza-
tion. In order to streamline the management of increasingly large 
amounts of data, standard open source informatics tools and anno-
tated datasets should be established. 3D microscopy generates vastly 
more data compared with conventional 2D microscopy approaches 
(Fig. 4). However, data generation speeds (about 800 MB s−1) are 
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similar to those of current whole-slide imaging (WSI) devices that 
use similar sCMOS camera technologies; this should facilitate the 
adoption of 3D datasets by institutions that are already accommo-
dating a digital pathology workflow. Further, the standardization 
of image formats (such as digital imaging and communications in 
medicine (DICOM)) between commercial platforms should facili-
tate data sharing and clinical adoption. Figure 4 outlines various 
strategies for processing raw data from 3D microscope systems 
(for instance, local versus cloud-based pipelines), as well as general 
strategies for the machine-learning-based analysis of these massive 
feature-rich datasets.

Image stitching. A key step in the acquisition pipeline for 3D 
microscopy data is the efficient assembly of large numbers of 2D 
image tiles into seamless volumetric datasets. A number of com-
mercial software packages (such as Imaris Stitcher and Volocity) 
as well as popular open source tools (such as TeraStitcher142,143 and 
BigStitcher144) have been developed to address this challenge. Some 
software tools (in particular, BigStitcher) are designed to correct 
for deformation and registration artefacts through affine transfor-
mations, including chromatic shifts between wavelength channels. 
Such operations can be computationally expensive, and should ide-
ally be tailored to specific imaging methods and parallelized for 
maximum throughput (for example, open source efforts are improv-
ing the popular hierarchical multiresolution HDF5 file format with 
a similar format, N5, which will allow for parallel writing (https://
github.com/saalfeldlab/n5)). For the clinical implementation of 3D 
pathology, quality control algorithms will ultimately be needed to 
ensure the performance of these and other image-processing tasks.

Compression of 3D imaging data. The detectors of choice for 
camera-based 3D microscopy, including light-sheet microscopy, 
are currently 16-bit sCMOS cameras that generate data at a rate of 

about 800 MB s−1. Having a large 16-bit dynamic range has practi-
cal benefits for avoiding detector saturation when imaging bright 
tissue regions while also ensuring that bit noise (that is, digitization 
noise) is not an issue when imaging dim tissue regions. However, 
the signal-to-noise ratio at any tissue region is generally much lower 
than 16 bits, owing to a combination of detector noise and shot noise 
(signal-induced and background-induced). This means that a sub-
stantial level of lossless compression can be achieved by windowing 
the dynamic range of the data to remove noise (at the low end) and 
unused pixel-well capacity (at the high end)145. For example, unlike 
lossy compression schemes (such as JPEG), which downsample 
the data in the Fourier or wavelet spaces, a recently developed B3D 
compression scheme estimates the noise level of every pixel within 
an image (on the basis of neighbouring pixels) and limits the com-
pression such that pixel deviations remain within that noise level146. 
With B3D, fully lossless compression can be routinely achieved with 
an approximately 10× reduction in file size for the 16-bit imaging 
data generated by sCMOS camera-based light-sheet microscopy 
systems. In terms of speed, B3D is built on the compute unified 
device architecture (CUDA) framework to enable graphics process-
ing unit (GPU)-based compression of imaging data at high speeds 
(>1 GB s−1), which surpasses the data rate of standard sCMOS cam-
eras146 (a similar algorithm, Jetraw, has been recently commercial-
ized by Dotphoton). Depending on the image-analysis task at hand, 
the use of more advanced 3D compression methods that factor in 
the inherent redundancy of a 3D dataset could yield substantial data 
compression. In optical microscopy, most work on compression has 
been in two dimensions, even when applied to 3D datasets, as each 
slice is considered independently. However, other methods such as 
Fourier-based or wavelet-based compression could provide superior 
compression results for 3D datasets with acceptable trade-offs147. The 
effects of these various compression schemes on both manual and 
computational image-analysis routines needs to be examined further.

Machine learning analysis for clinical decision support

3D data

Segmentation Feature discovery 

Classification

Convolutional neural network

End-to-end
approach

Multistage
hand-crafted

approach

2D (local)

3D (local)

3D (cloud)

Capture Storage

High-speed drive CPU or GPU 10 Gbit Network server

Processing Network transfer

Conventional disk CPU 1 Gbit External drive 1 MB s–1

Direct to cloud Cloud server Cloud server

Data processing, transfer and storage pipelines 

Cloud server 1 GB s–1

1 GB s–1

Data rate

a

Pathology method

b

Fig. 4 | Data processing and image-analysis workflows. a, Light-sheet microscopes acquire data at up to 1 GB s−1 and require specialized hardware, such 
as a local 10 Gbit networked server, or a cloud-based storage and analysis solution. b, Machine learning tools will be necessary to assist with the analysis 
of large 3D pathology datasets for clinical decision support. Strategies include end-to-end deep learning models that directly classify the raw images, as 
well as multistage approaches that first segment well-understood microstructures, from which hand-crafted features are extracted and used as inputs 
for prognostic and predictive classifiers. Multistage hand-crafted approaches can incorporate deep learning techniques to, for example, assist with 
segmentation tasks. CPU, central processing unit; GPU, graphics processing unit. Note that for the segmentation and feature discovery steps within a 
multistage approach, both traditional or deep learning methods can be used.
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Visualization of image data. 3D pathology datasets are usually 
visualized as volume renderings or as a series of 2D cross-sectional 
views, depending on the diagnostic problem of interest and the 
complexity and density of the image. In some cases, it may be nec-
essary to segment (that is, to extract) a subset of tissue structures 
using machine learning techniques in order to visualize the 3D 
structure in an informative way. For example, the ability to visualize 
a 3D mesh model of a vascular or glandular branching-tree network 
could yield key insights, including tortuosity, branching and other 
features that are not easily inferred from 2D images. Alternatively, it 
can also be helpful for pathologists to visualize 2D cross-sections of 
the same vessels or glands within the context of the surrounding cel-
lular and stromal milieu, as is the case with standard H&E histology. 
In particular, because pathologists are currently trained to interpret 
2D cross-sections, and a vast body of pathology literature exists for 
the characterization of diseases with 2D images, it is desirable to 
have both 2D and 3D visualizations. However, the time required to 
review large volumes of 3D data is often impractical. For example, 
in our experience, a prostate biopsy, which can be evaluated in two 
dimensions within a few minutes, can require 15–20 minutes for a 
thorough 3D evaluation20. Thus, in many cases, the full 3D data-
set may only be necessary and practical to visualize in the case of 
diagnostic ambiguity, where it will have the largest clinical impact. 
In fact, early clinical implementations of 3D pathology may be as 
an adjunct to standard 2D pathology when diagnostic ambiguities 
arise or critical treatment decisions must be made; for example, for 
patients with prostate cancer with Gleason score 6–7, who must 
decide between active surveillance, surgery or radiation therapy. In 
summary, a variety of visualization techniques will need to be devel-
oped and standardized for pathologists to extract maximal utility 
from 3D pathology datasets. Figure 5 shows a number of examples 
of volume-rendered versus cross-sectional views of 3D pathology.

The ability to render 3D datasets with colour palettes that mimic 
conventional slide-based H&E histology and immunohistochem-
istry will be important to validate 3D pathology datasets and for 
pathologists to trust and adopt 3D pathology methods. Although 
fluorescence images from light-sheet microscopy and other forms of 
3D microscopy are typically acquired using monochrome cameras 
(with the appropriate filters in place), it is possible to false-colour 
or pseudocolour the datasets to mimic the appearance of standard 
chromogenic stains when visualized by standard bright-field pathol-
ogy microscopes. For example, it is possible to use the formulae for 
the Beer–Lambert law absorption of light to convert two-channel 
images of tissues (labelled with a fluorescent analogue of H&E) to 
H&E-like representations19,20,56,77,78,148,149. Similarly, 3D immunofluo-
rescence images can be rendered to mimic conventional chromo-
genic immunohistochemistry77. The ability to create images that 
are familiar to pathologists is crucial for clinical adoption, so that 
pathologists can continue to rely on existing disease-classification 
schemes while learning how to improve their diagnostic determina-
tions with the added insights that 3D pathology offers.

Open source tools for data processing, visualization and analysis. 
In the life cycle of all image datasets—research or clinical—software 
is used to acquire, visualize, analyse and disseminate results. For 3D 
microscopy data and for research purposes, there are currently a 
number of open source tools (in particular, the Fiji or ImageJ envi-
ronment150–152 and related applications such as MicroManager153, 
BigDataViewer or BigStitcher144,154, and Napari (https://github.com/
napari/napari)) and closed source (commercial) software (such 
as Imaris, Amira, Arivis and Aivia). A growing movement within 
the imaging community advocates for the value of and need for 
open source workflows to ensure the reproducibility, transpar-
ency and broad dissemination of technology155–158. Since software 
tools undergo continuous development, and obtaining patent pro-
tection for software is difficult, many commercial entities have  

similarly opted for open source software suites, as they are typically 
well received by their customer base and can be used to support 
other technologies and devices that enjoy a stronger intellectual 
property position. The need for accuracy, transparency and repro-
ducibility is particularly relevant in 3D pathology, owing to the large 
diversity of analysis parameters and metrics that are emerging and 
undergoing development. Access to well-curated cloud-hosted 3D 
pathology datasets, linked to common open source software, could 
accelerate the progress and standardization of image analysis tools 
in both academic and commercial sectors.

AI in 3D pathology. Rapid increases in computational power and 
the recent adoption of WSI scanners by multiple hospitals and 
healthcare institutions (which have started digitizing their entire 
pathology workflows) have led to the proliferation of digital pathol-
ogy workflows in oncology and other clinical areas18,159–161. The 
term ‘digital pathology’ has become associated with AI, including 
machine learning techniques for the quantitative examination of 
whole-slide images to address clinical challenges in the early detec-
tion, diagnosis and prognosis of disease, and in the assessment and 
prediction of treatment responses. Although AI approaches have so 
far been developed mostly for the analysis of 2D pathology images, 
the advent of 3D pathology techniques has stimulated the devel-
opment of 3D AI approaches for pathology. High-quality compre-
hensive 3D representations of tissue microarchitecture over large 
regions of interest offer a valuable opportunity for AI analyses owing 
to the large amounts of data that can be generated non-destructively 
from each patient specimen.

AI approaches in oncology aim primarily to develop a machine 
classifier for clinical decision support, such as identifying patients 
with early-stage disease who would benefit from aggressive thera-
peutic regimens such as adjuvant chemoradiotherapy162, or identify-
ing patients who are likely to respond to specific forms of therapy, 
such as immune-checkpoint blockade (for example, using PD-1 or 
PD-L1 inhibitors). Two commonly used classification approaches 
include end-to-end approaches and multistage techniques based 
on the extraction of hand-crafted features163. End-to-end strat-
egies involve the training of a deep learning model to directly 
classify a lesion on the basis of imaging data. Such strategies are 
extremely powerful and accurate, but suffer in many cases from 
a lack of interpretability and the need for very large numbers of 
well-curated datasets to train a reliable algorithm. Improvements 
in data-efficient techniques, such as multiple-instance learning, 
semi-supervised learning and transfer learning, may help to miti-
gate the need for large training datasets164–166. However, variations 
in pre-analytic factors (such as those caused by staining quality, 
sectioning artefacts, out-of-focus regions and other subtle varia-
tions arising from the different scanners and scanning parameters 
used in pathology18,167) often make it difficult to create generalizable 
algorithms in the absence of sufficiently large training datasets that 
can capture the full diversity of the expected variations. In sum-
mary, deep learning models can be sensitive to minute (and often 
imperceptible) variations in image quality, where it is often difficult 
to spot errors when they occur and to determine the source of the 
errors168. Alternatively, image-processing methods (traditional or 
deep-learning-based) can be used to segment tissue structures (or 
primitives) that are already well known and trusted by pathologists 
(such as cells, nuclei, glands and collagen), from which intuitive 
features (such as density, tortuosity, fractal dimension and angular 
disorder) can be extracted. These quantitative histomorphometric 
features can then be used in a multistage approach to train a clini-
cal classifier169,170. An advantage of such an approach is that domain 
experts (in this context, pathologists) can verify the accuracy of the 
intermediate segmentation steps, which facilitates the identification 
of errors and instils trust in the entire process. Another advantage 
of such a ‘hand-crafted’ approach is that each digital pathology  
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dataset typically contains large numbers of morphological primi-
tives that can contribute to the training of an algorithm. Therefore, 
for low-level tasks (for instance, the segmentation of well-conserved 
microarchitectural structures), a modest number of patient speci-
mens or training datasets is often sufficient168,171–173. A caveat with 
these approaches, however, is that they require a greater amount 
of domain-specific information for model training and might thus 
be more challenging to train than end-to-end approaches. Finally, 
an optimal classifier can be developed via hybrid approaches, such 
as using hand-crafted features as intermediate operators within a 
deep learning network, in conjunction with deep-learning-derived 
data-driven features174,175.

Challenges for AI in 3D pathology. Deep-learning-based 
approaches for prognostic and predictive classification are increas-
ingly being used in digital pathology (albeit largely for 2D pathology 
images). The challenge with 3D pathology images is that traditional 
2D networks are not equipped to handle large 3D datasets. This will 
require 3D convolutional neural networks, which so far have been 
used mostly for the analysis and manipulation of (low-resolution) 
3D radiographic images176 at much smaller file sizes.

Beyond the computational expense of training 3D convolutional 
neural networks, additional challenges involve the definition of the 
training dataset and the annotation of regions or targets of inter-
est. The need for manual annotation of structures and primitives 
in three dimensions by a domain expert will necessitate efficient 
and user-friendly interactive software. These tools will need to be 
flexible enough to allow the user to navigate through the 3D vol-
ume and to refine and update annotations of primitives and regions 
of interest. Although tools such as Sedeen (from Pathcore)177 and 
QuPath178 allow for object annotation of 2D pathology images, they 
require substantial modifications to accommodate the annota-
tion of structures in large 3D pathology datasets. Alternatively, to 
bypass the requirements for laborious manual 3D annotations by 
domain experts, which is somewhat subjective, certain structures 
can be labelled using molecular biomarkers (for example, keratin 
8 to identify the luminal epithelial cells that line all prostate glands 
and CD31 to highlight the lymphovasculature) such that traditional 
intensity-based and morphology-based segmentation methods 
can be more reliably employed. Although this molecular labelling 
approach is objective and may bypass the need for manual annota-
tions, one downside is that the antibody-based labelling of thick 3D 
tissues can be very slow and expensive. However, if a deep learning 
model can be trained to predict the appearance of 3D immunofluo-
rescence staining on the basis of images generated with inexpen-
sive and fast small-molecule fluorophores (for example, an H&E  

analogue), or even without the use of labels171,172,179,180, it should be 
possible to develop an annotation-free segmentation algorithm 
based on synthetic immunolabelling of specific structures. Such a 
method would be objective (no human annotations needed), fast (as 
it could rely on small-molecule labels that diffuse rapidly in thick 
tissues) and inexpensive (because it would be antibody-free).

Quality control in AI-based analysis. An important factor influ-
encing the performance of AI in digital pathology is the inherent 
quality of the data fed into the algorithms. AI analysis of 2D pathol-
ogy is often limited by pre-analytic sources of variation. Although 
the sources of image variability are different for non-destructive 
3D pathology, there is a similar need to control for such variations 
when it comes to implementing AI approaches. For example, factors 
that can influence the quality of 3D pathology include the degree of 
fixation, cold and warm ischaemia times, deparaffinization quality 
(if FFPE blocks are being used), variations in staining and in clear-
ing protocols, fluctuations in laser intensities, optical alignment and 
software post-processing routines. In 3D microscopy, images are 
typically always in focus, provided that the alignment of the micro-
scope is maintained. Image quality is therefore most influenced by 
tissue preparation. As with slide-based histology, the automation 
of tissue-preparation steps can reduce variability, but quality con-
trol metrics are still needed to ensure that 3D pathology datasets 
are reliable for AI-based analyses. Automated and semi-automated 
quality control methods for 2D WSI, which can be modified for 3D 
pathology, aim to automatically detect variations in colour and in 
staining as well as common artefacts present in histology images. 
One such tool is HistoQC181, which interrogates digital tissue-slide 
images and provides a quantitative score of the overall image qual-
ity. The software also enables the precise identification of localized 
regions that have been compromised by artefacts, such as cracks in 
the glass, hair shafts, tissue folds and pen markings. Similar tools 
will need to be extended for the quality control of 3D pathology 
images, for which image artefacts include stitching defects and 
regions of poor staining or clearing.

Some level of variation in image quality is unavoidable in 2D 
and 3D pathology, regardless of the degree of automation and pro-
cess standardization. Nevertheless, a hand-crafted feature-based AI 
approach for image interpretation would offer advantages. First, it 
could find histomorphometric features that are relatively insensi-
tive to variations in image quality, as exemplified by a recent sen-
sitivity analysis that identified a subset of quantitative features in 
2D pathology images that could be integrated into robust clinical 
classifiers182. Second, segmentation algorithms (for the extraction of 
quantitative features) can be trained with diverse datasets such that 

Fig. 5 | Non-destructive 3D pathology of clinical specimens. a, Twelve core-needle biopsies from the prostate of a single patient, imaged comprehensively 
in three dimensions with an OTLS microscopy system77. The specimen was labelled with a fluorescent analogue of H&E staining, and pseudocoloured to 
mimic the appearance of standard H&E histology. b, Benign and malignant glands were easily identified, with significant variations in appearance as a 
function of depth, which suggests that 3D pathology may improve the diagnosis and grading of prostate carcinoma19,20. c, A bladder cancer FFPE specimen 
was deparaffinized, cleared (right), fluorescently labelled for nuclei and N-cadherin, and then imaged by light-sheet microscopy43 (left). Scale bars, 80 μm 
(yellow) and 1,600 μm (cyan, red). Pseudo, pseudocoloured. d, A number of vascular features (tortuosity, radius and density kurtosis) for 45 human 
bladder specimens, showing significant differences (asterisks) across normal specimens (blue), specimens with a non-muscle-invasive tumour where 
the pathological stage is less than T2 (< pT2, green) and specimens with a muscle-invasive tumour (≥ pT2, red)43. These quantitative vascular features 
were obtained after segmenting out the vessel network. e, Renderings of light-sheet microscopy data of a CD34-immunolabelled tumour43. Individual 
blood vessels (thin, blue; thick, red) of the 3D vascular network can be appreciated at both low magnification (bottom left) and at high magnification 
(right). Scale bars, 80 μm. f, A receiver-operating-characteristic (ROC) analysis for the ability to detect muscle-invasive versus muscle-non-invasive 
tumour showed that 3D vascular features outperform 2D features, and that combining all 3D features yielded the best performance43. g, Multiplexed 
3D immunofluorescence imaging with confocal microscopy of intact core-needle biopsies of cancer45. h, Normalized densities of CD3+CD8+ cytotoxic 
lymphocytes (CTLs) and of CD31+ microvasculature in EGFR+ (epidermal growth-factor receptor) parenchyma were used to cluster human tumours into 
inflamed and non-inflamed phenotypes. P, patient. i, The 3D spatial mapping of an inflamed patient sample revealed that over 54% of CD3+CD8+ CTLs 
were located within 10 µm of microvessels45. The inset shows a colour map that denotes distance from a blood vessel, where the arrow indicates the 
distance from the vessel surface and the surface of a CTL. Figure reproduced from: a, ref. 77, under a CC BY 4.0 licence; c,f, ref. 43, Springer Nature Ltd; h,i, 
ref. 45, Springer Nature Ltd. Figure adapted from: d,e, ref. 43, Springer Nature Ltd; g, ref. 45, Springer Nature Ltd.
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they are robust against image quality variations. Although this is 
also possible with an end-to-end classification approach if sufficient 
numbers of patient datasets are available for algorithm training, the 

use of a hand-crafted approach would allow pathologists to visually 
inspect the results at a critical intermediate step (the segmentation 
of tissue structures). In addition, since each 3D pathology dataset 
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often contains hundreds to thousands of diverse examples of vari-
ous primitives (basic structures), smaller patient cohorts could be 
used to accurately train the algorithms to segment such structures 
(such as glands, collagen, nuclei and broad classes of cells).

Challenges for clinical adoption
There are substantial technical, regulatory and financial challenges 
to overcome for the clinical adoption of 3D pathology.

Clinical studies with archived tissues. In contrast to clinical tri-
als involving therapeutics, for which new patients must be recruited 
and followed over time, new technologies in pathology can often 
be validated using established slide repositories or tissue biobanks 
with detailed follow-up data (such as The Cancer Genome Atlas183 
and the Prostate Cancer Biorepository Network (http://prostatebio-
repository.org)). These biobanks permit prospective–retrospective 
study designs. For instance, a 21-gene expression assay using FFPE 
tissue, the Oncotype DX Recurrence Score by Genomic Health, 
was validated using archived specimens from the National Surgical 
Adjuvant Breast and Bowel Project (NSABP) trials B14 and B20184,185. 
These randomized clinical trials were completed more than a 
decade before the validation of Oncotype DX, enabling the use of 
10 year recurrence-free survival as the primary endpoint, and thus 
reinforcing the value of well-characterized archival tissue in trans-
lating promising diagnostic technologies to the clinic186. However, 
pre-analytic factors (such as formalin fixation time, cold ischaemia 
time and freezing methodology) all affect the quality of tissue stored 
in a biobank187. If the effects of these pre-analytic factors are severe, 
the assay can be negatively impacted, or samples must be removed 
from the study, which can introduce bias. An additional concern 
with the use of archival tissue is that standard-of-care treatments for 
the target population could have changed over time, which could 
potentially confound studies in which the primary endpoints are 
clinical outcomes rather than biological measurements. To further 
extend the example of the Oncotype DX Recurrence Score, the assay 
was later validated by a prospective randomized trial (TAILORx), 
which reinforced the value of the test188. The cumulative body of 
evidence, including prospective–retrospective studies and prospec-
tive randomized studies, led to the categorization of the Oncotype 
DX Recurrence Score as the only preferred test in the 2018 National 
Comprehensive Cancer Network (NCCN) treatment guidelines 
for a specific subset of patients with breast cancer (early-stage 
hormone-positive node-negative) facing a chemotherapy decision, 
which is the highest level of clinical acceptance.

Regulatory strategies. The development of 3D pathology imple-
mentations that can meet the requirements for regulatory approval 
will require close collaboration with relevant regulatory stake-
holders, such as the United States Food and Drug Administration 
(FDA). Below, we provide a high-level overview of potential regu-
latory scenarios, along with examples from devices and diagnostic 
approaches that are currently in the market. There are two primary 
regulatory pathways in the United States for diagnostic tests in 
pathology: FDA approval and laboratory-developed tests189 (LDTs).

Diagnostic tests and kits are classified as medical devices by the 
FDA, and are subject to the same regulatory processes as other such 
devices. Medical devices are categorized according to the perceived 
level of risk for their intended use, from class I to class III. Class III 
devices carry the highest risk, and include implanted devices and 
those that are used to sustain life. Class II devices are considered 
to have moderate-to-high risk, and have a predicate device that can 
be used for comparison. For example, a whole-slide scanner for 2D 
digital pathology was first approved by the FDA in 2017 as a class 
II device, after an extensive clinical study, for an intended use of 
primary diagnosis190,191. Class I devices are the lowest-risk devices, 
which include the analogue light microscopes used in pathology 

laboratories. A recent microscopy device for use with ex vivo tissue 
(the Caliber ID Vivascope 2500) was classified as a class I device.

For many diagnostic assays, the LDT regulatory pathway can 
be an alternative if the test is provided as a medical service by a 
single laboratory. Tests designated as LDTs must be performed in 
a Clinical Laboratory Improvement Amendments (CLIA)-certified 
laboratory with appropriate analytic and clinical validation docu-
mentation. The FDA does not currently regulate LDTs, but in recent 
years has expressed its intentions to issue an oversight framework 
for them192,193.

The regulatory strategy for 3D pathology will be largely depen-
dent on how the technology is disseminated. If the technology is 
developed as a device that is marketed to pathology laboratories, 
FDA approval will be necessary for use of the device, and potentially 
for decision-support algorithms based on the device. If individual 
laboratories develop customized 3D pathology tests, the LDT path-
way could be a viable option. Regardless of the regulatory pathway 
and the world region in which it is implemented (regulatory path-
ways may differ markedly by country), a strong base of evidence for 
clinical utility will be crucial for the adoption of 3D pathology.

Financial considerations. The workflows for conventional pathol-
ogy and 3D pathology are similar, at least for the accessioning, 
grossing and initial tissue-processing steps (that is, fixation and 
dehydration). The differences begin after the tissue is embedded in 
paraffin (conventional pathology) or placed in the clearing solution. 
In a conventional pathology workflow, the tissue must be physically 
sectioned (by hand), placed on a glass slide, stained, cover-slipped 
and scanned using a whole-slide imager to produce a digital 2D 
dataset. Using a set of 12 prostate biopsies as an example, this pro-
cess requires about 40 minutes of hands-on histotechnologist time, 
about 4 hours of total time and about US$300,000 in capital equip-
ment costs. In the 3D pathology workflow, automated tissue scan-
ning using light-sheet microscopy with similar resolution to that 
provided by a 10× to 20× objective (NA around 0.4) in a standard 
pathology microscope requires roughly 30 minutes (if 10% of the 
sample is digitized) to about 4 hours (if 100% of the sample is digi-
tized)77. Because manual sectioning is not required, the 3D pathol-
ogy workflow can be entirely automated, and thus does not depend 
on timing of labour shifts or on the availability of histotechnolo-
gists. The capital equipment costs are likely to be similar for 2D and 
3D pathology (currently, there are no FDA-approved devices for 
3D pathology). Hence, the 3D pathology workflow can reduce the 
labour burden on histotechnologists while non-destructively gen-
erating orders of magnitude more data than a whole-slide imager.

AI-enabled pathology workflows. Although a fully automated 
diagnostic and decision-support workflow for pathology could 
become a reality, the integration of AI will probably occur in a step-
wise fashion (Fig. 6). For 3D pathology, this integration will proba-
bly entail at least three stages, starting with the direct interpretation 
of 3D image datasets by pathologists. This first step is time-intensive 
but is the least risky, because datasets could be rendered to mimic 
the current standards of H&E histology and immunohistochemis-
try and would be viewed much like 2D whole-slide images, albeit 
with the ability to scroll through the depth of a specimen. There is 
preliminary evidence that such a strategy could be highly informa-
tive, in particular for preventing the over-grading (and consequent 
overtreatment) of disease19 and for identifying regions of malig-
nancy that could be missed or misinterpreted with slide-based 2D 
histology20. Similarly, the sampling limitations and ambiguity of 2D 
histology are known to lead to misdiagnosis and under-grading of 
certain patients194–196, which presents an opportunity for 3D pathol-
ogy to improve on the standard of care. Because 3D assessments of 
tissue (entire biopsies, in particular) are more time consuming than 
2D assessments of sparse 2D sections, a second stage of integration  
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could use AI to automatically triage diagnostically unambiguous 
specimens, with only ambiguous cases requiring interpretation 
by a pathologist. For example, with 2D digital pathology images it 
may be possible to triage up to 75% of cancer cases on the basis 
of computational analysis while retaining 100% detection sensitiv-
ity197. As clinical studies prove their effectiveness, fully automated 
computational 3D pathology workflows may emerge. Moreover, 
3D pathology will need to seamlessly be integrated into labora-
tory information management systems such that various sources of 
patient data can be used by clinicians and by AI algorithms.

Future directions
There are substantial opportunities in the integration of 3D pathol-
ogy with molecular assays, in the co-registration of multiscale 
imaging data, and in the use of 3D pathology to reduce healthcare 
disparities and aid decision-support systems.

Integration with molecular assays. Precision medicine will 
undoubtedly benefit from adopting an approach that combines 
multiplexed and multiomics diagnostic technologies for patient 
stratification and clinical decision support. In particular, the 
complexities of the tumour immune microenvironment, and the 
various factors that contribute to an individual’s inherent immuno-
logical status (recently referred to as the cancer-immune set point) 
are critical factors to take into account when driving improve-
ments in immuno-oncology198. For example, factors that correlate 
with the response to immune-checkpoint blockade include the 
tumour’s mutational burden199, microbiome profiles200,201, patterns 
of expression of biomarkers (such as PD-1, PD-L1 and chemokine 
receptors)12,202,203, and the spatial distribution of tumour cells and 
immune cells (that is, tumour-infiltrating lymphocytes)204. To facili-
tate the integration of 3D pathology with other clinical assays such 

as DNA or RNA sequencing, a first step is to ensure that 3D pathol-
ogy methods do not interfere with standard laboratory methods. 
Certain clearing and fluorescence-labelling methods are relatively 
gentle, and often use reagents (such as xylene and ethanol) that 
are already part of the standard histology workflow. Once tissues 
have been formalin-fixed per standard clinical practice, most clear-
ing reagents are less harsh than the initial fixation step, and stan-
dard FFPE processing and histology assays can still be performed. 
Modernization of pathology workflows will follow, for example by 
developing formalin-free tissue-preservation methods as well as 
labelling and clearing protocols that can maintain RNA integrity. 
3D analogues to existing pathology practices, such as laser-capture 
microdissection and the manual slide-based macrodissection of tis-
sues, would also be of value. Such 3D tissue-enrichment techniques 
could generate orders of magnitude more material for downstream 
assays than slide-based tissue shavings and laser-captured regions, 
which could result in a significant leap in sensitivity and accuracy 
for detecting rare mutations. For rare cell types, the 3D microaspira-
tion of individual cells or cell contents within thick specimens is also 
a possibility, as shown in a neuroscience context205–207. The ability to 
extract lysates from tens to hundreds of individual rare cells—such 
as aggressive tumour cells exhibiting lymphovascular invasion—fol-
lowed by the low-input sequencing of those lysates, could enable the 
discovery of new biomarkers of aggressive disease (for prognostica-
tion), druggable targets or mechanistic insights.

Co-registration of multiscale imaging data. Modern 3D pathol-
ogy, when deployed with the types of computational tools that 
radiography has pioneered, could provide a cell-to-organ view that 
is not possible with any other currently available clinical imaging 
strategy. The co-registration of conventional 2D pathology with 
medical images for the improved characterization of diseases over a 

Molecular assays

Lowest risk Medium risk

Pathologist interpretation
of visual data

AI analysis for triage
and/or guidance

Pathologist interpretation
of visual data

Decision support for oncologist and patient

Prognostication of disease aggressiveness Prediction of treatment response

3D pathology

Higher risk

Pathologist oversight if
needed

Full AI analysis of digital
data

Radiology

3D pathology data generation

External reference laboratory In-house equipment

Fig. 6 | Implementing 3D pathology in clinical practice. 3D pathology datasets, generated by reference laboratories or by in-house pathology laboratories, 
may initially provide additional visual information for pathologists as they seek to improve their diagnostic determinations. The early low-risk incorporation 
of AI analysis will probably involve the triaging of unambiguous cases to reduce the workload of pathologists and guide their efforts towards regions 
of ambiguity and diagnostic importance. As AI algorithms are increasingly validated and trusted by clinicians, they may eventually be used for the fully 
automated analysis of 3D pathology datasets, with optional oversight by a pathologist. The overarching vision for 3D pathology is to provide clinical 
decision support (prognostication and prediction) to guide treatment decisions, ideally in conjunction with other molecular and imaging assays.
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large range of spatial scales208–211 is motivated most often by the use 
of pathology as a gold standard to confirm changes seen at mac-
roscopic tissue scales with whole-body imaging methods212. For 
example, in current clinical practice, radiology techniques are often 
used for the early detection of various diseases, where histopathol-
ogy is subsequently relied on to provide diagnostic, prognostic and 
predictive insights. Pathology and radiology approaches are also 
often used for cross-validation. For example, PET imaging results 
have been correlated with histologically determined metrics such 
as proliferative index (Ki-67 expression), microvessel density and 
immune phenotype213–215 (in particular, CD8 expression). However, 
correlative studies would benefit from increased standardization 
in medical imaging and histopathology. Previous efforts to stan-
dardize the co-registration of radiology and pathology approaches 
include placing fiducial markers to guide ex vivo mould-based tis-
sue slicing216. 3D reconstructions of 2D pathology data have also 
been generated to improve registration accuracy209. The emergence 
of non-destructive 3D pathology, which can enable the visualiza-
tion of large tissue volumes, has the potential to greatly facilitate 
and improve co-registration with radiographic images. In addition, 
preclinical imaging modalities such as micro-CT, MRI or PET may 
be helpful to bridge large gaps in spatial resolution and volumetric 
field between microscopy and whole-body imaging techniques217.

Mitigation of healthcare disparities. Histomorphometric features 
of cancer can exhibit population-level differences. For instance, 
a recent study of H&E-stained whole-slide images showed that 
stromal features of prostate cancer differed significantly between 
African American and white American men, and a computational 
prognostic model trained with these stromal features strongly pre-
dicted risk of recurrence in two independent validation datasets 
of African American men169. Interestingly, this prognostic model, 
which was trained with data from African American men alone, 
was nearly twice as accurate than a model trained with a combina-
tion of data from both African American and white American men. 
Considering that significant 2D morphometric differences have 
been identified between African American and white American 
men with prostate cancer, there is optimism that the computational 
interrogation of 3D stromal and epithelial morphology can further 
improve the treatment of disparate populations. This includes those 
who have traditionally been underserved, such as African American 
men with prostate cancer, whose mortality rate in the United States 
is nearly 2.5 times that of white men with prostate cancer218.

Holistic decision-support algorithms. Recent research has 
expanded from interrogating a single source of information (such as 
radiology, pathology, genomics or metabolomics) to merging data 
from multiple modalities in a bid to improve prognostication and 
prediction. This is an especially attractive approach for AI-based 
methods that thriveon large amounts of orthogonal and comple-
mentary data. AI-based integration of multiple data types has 
already been used in cancers of the lung219,220, breast221,222, brain223 
and prostate224, as well as for cardiovascular225 and neurological dis-
eases226. These examples indicate that holistically combining data 
from various diagnostic modalities and patient records can yield 
accurate decision-support algorithms (Fig. 6).

Outlook
Many technologies in radiology have been developed and refined 
over the past five decades, yet pathology remains rooted in over 
a century of tradition. However, the fact that pathology is still 
regarded as the gold standard for clinical diagnosis attests to the 
wealth of insight that tissue microscopy offers, even when obtained 
from small numbers of thin 2D sections. The recent FDA approval 
of digital pathology solutions indicates that pathology is enter-
ing a phase of modernization that will continue to evolve over 

the next half century. This advent of 2D WSI will pave the way 
for non-destructive 3D pathology; for example, by establishing 
the clinical information technology infrastructure and resources 
needed to support a digital 3D pathology workflow. In many ways, 
non-destructive 3D pathology represents the ultimate and ideal 
fulfilment of the vision for digital pathology. Just as digital X-ray 
and X-ray CT imaging at the end of the twentieth century enabled 
analogue film to be replaced by reusable X-ray panels, with strong 
economic benefits227, non-destructive 3D pathology similarly 
offers the potential to bypass the use of glass slides and associated 
tissue-sectioning processes in favour of a simpler digital approach 
that generates superior data. Convenience and cost savings alone 
may not provide sufficient motivation to drive the rapid adoption of 
3D pathology, but clear advantages that improve clinical outcomes 
may tilt the balance.
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