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We present constraints on the existence of weakly interacting massive particles (WIMPs) from
an 11kgd target exposure of the DAMIC experiment at the SNOLAB underground laboratory.
The observed energy spectrum and spatial distribution of ionization events with electron-equivalent
energies >200 eV in the DAMIC CCDs are consistent with backgrounds from natural radioactivity.
An excess of ionization events is observed above the analysis threshold of 50 eVee. While the origin
of this low-energy excess requires further investigation, our data exclude spin-independent WIMP-
nucleon scattering cross sections oy—, as low as 3x10~*" cm® for WIMPs with masses m,, from 7

to 10GeV e 2,

These results are the strongest constraints from a silicon target on the existence

of WIMPs with m, <9 GeV ¢ 2 and are directly relevant to any dark matter interpretation of the
excess of nuclear-recoil events observed by the CDMS silicon experiment in 2013.

The DAMIC experiment at SNOLAB employs the bulk
silicon of scientific charge-coupled devices (CCDs) to
search for ionization signals produced by interactions of
particle dark matter from the Milky Way halo. Weakly
interacting massive particles (WIMPs) are leading can-
didates to constitute the cold dark matter in the Uni-
verse [1]. WIMPs would have characteristic speeds of
hundreds of kms™! and would scatter elastically with
nuclei to produce nuclear recoils [2, 3], which generate
ionization signals in detector targets. By virtue of the
low noise of the CCDs and the relatively low mass of
the silicon nucleus, DAMIC is particularly sensitive to
WIMPs with masses m,, in the range 1-10 GeV c 2.

In 2013, the CDMS Collaboration reported an ex-
cess of nuclear-recoil events observed above their back-
ground model in their silicon detectors [4], which
could be attributed to the scattering of WIMPs with
my~9 GeV ¢~2. Although null results from multiple ex-
perimental searches are in tension with this interpre-
tation [5, 6], detailed analyses demonstrate the large
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sensitivity to theoretical assumptions in the comparison
of WIMP search results between different nuclear tar-
gets [7]. In this Letter, we explore with the same nu-
clear target the parameter space that corresponds to the
CDMS event excess.

Throughout 2017-2018, DAMIC acquired data for its
dark matter search with a tower of seven 16-megapixel
CCDs (6.0g each) in the SNOLAB underground labora-
tory. Each CCD is held in a copper module that slides
into slots of a copper box that is cooled to ~140 K inside
a cryostat. The top module (CCD 1) was made from
high-radiopurity copper electroformed by Pacific North-
west National Laboratory [8], and is shielded above and
below by two 2.5-cm-thick lead bricks. The other mod-
ules (CCDs 2-7), made from commercial copper, popu-
late the bottom segment of the box. The box is shielded
on all sides by ~20 cm of lead and 42 cm of polyethylene
to stop environmental v rays and neutrons, respectively.
The innermost 5cm of the lead shield and the bricks in-
side the box are ancient (smelted more than 300 years
ago) and have reduced radiation from 2'°Pb (T1/2=22y)
contamination. Boiloff from a liquid nitrogen dewar is
used to purge the volume around the cryostat from radon,



whose level is continuously monitored. The overburden of
the laboratory site (6010 m water equivalent) suppresses
cosmic-muon backgrounds to a negligible level. Details
of the DAMIC infrastructure can be found in Ref. [9].

The DAMIC CCDs were developed by Lawrence
Berkeley National Laboratory MicroSystems Lab [10].
The CCDs are 674+3 pm thick with an active thickness
of 66545 um that is fully depleted by a bias of 70V ap-
plied to a back-side planar contact. Ionizing radiation
produces free charges (electron-hole pairs) in the active
bulk. The holes are drifted along the direction of the
electric field (—2) and collected on an array of 4116x4128
pixels of size 15x15 um? (2=0 plane). Because the drift-
ing charge diffuses with time, there is a positive corre-
lation between the lateral spread (ogy) of the collected
charge on the pixel array and the depth of the interac-
tion (z). After a user-defined exposure time, the charge
collected in every pixel is transferred serially into a low-
noise output node for measurement. A CCD readout
where columnwise segments of 100 pixels were grouped
in a single charge measurement results in an image with
4116x42 pixels. The image contains a two-dimensional
stacked history (projected on the z-y plane) of all ioniza-
tion produced throughout the exposure. For details on
the readout of DAMIC CCDs see Ref. [11].

The DAMIC detector was commissioned in the summer
of 2017 with a red (780 nm) light-emitting diode installed
inside the cryostat. Images were acquired with varying
light exposures to confirm the efficient charge transfer
and to calibrate the output signal of each CCD in units
of eV electron equivalent (1e~=3.8eV) following the
procedure in Ref. [11].

For the dark matter search, data images were acquired
with 3x10%s or 10° s exposures, immediately followed by
“blank” images whose exposure is solely the 130s read-
out time. Image quality was monitored throughout data
acquisition, including visual inspections. Images with
visible gradients from transients of leakage current af-
ter restarting the electronics or caused by temperature
changes, or with visible patterns from readout noise, were
discarded before processing. Images acquired when there
was a measurable level of radon (>5Bqm™2) around the
cryostat were also excluded because they have an in-
creased background from penetrating « rays emitted by
short-lived radon daughters. A total of 5607 images from
801 exposures, together with their corresponding blanks,
were considered for this analysis, with an integrated ex-
posure time of 308.1d.

Image processing started with the pedestal removal
and correlated-noise subtraction procedures of the
DAMIC analysis pipeline described in Refs. [11] and [12],
respectively. We used the images for this analysis and im-
ages from higher-temperature data runs acquired in early
2017 to identify spatially localized regions of high leak-
age current due to lattice defects and generated “masks”
following the procedure in Ref. [11]. Additionally, pix-
els on the edges of the CCDs with coordinate <128 or
x>3978, which exhibit transient leakage current following
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FIG. 1. Data cluster in the WIMP search energy region. The
black markers show the pixel values along the row while the
red histogram is the result of the best-fit Gaussian function.
Cluster variables are given in the inset.

the restart of the electronics, were included in the masks.
The application of the masks removed 7% of pixels and
results in a distribution of pixel values centered at zero
and dominated by white noise with opix~1.6e~. Only
29 of the processed images have readout noise that is in-
consistent with white noise, having at least one negative
pixel with value <—5 o, and were discarded.

For the low-energy events of interest, the range of the
ionizing particles is much smaller than the CCD pixel
size and diffusion dominates the distribution of charge
on the pixel array. Because the charge was read out in
columnwise segments 100 pixels high, information on the
distribution of charge along the y axis was lost. Hence,
the pattern on the image can be described by a Gaussian
distribution along a row, whose amplitude is proportional
to the deposited energy F, mean pu, is the x coordinate
of the interaction, and o, is the spatial width in the z
dimension. We identified clusters of charge using both
a “fast” algorithm, which groups contiguous pixels with
signal larger than 4oy, and a “likelihood” algorithm,
which performs a statistical test in a moving window
along a row to search for the preference of a Gaussian
template over baseline white noise. In addition, for the
likelihood clusters we computed ALL, the result of a like-
lihood ratio test between the best-fit Gaussian function
and a flat baseline, such that more negative values cor-
respond to a higher statistical significance of the cluster.
Figure 1 shows an example of an identified low-energy
cluster and the corresponding best-fit Gaussian function.
The clustering algorithms, and the accuracy and preci-
sion of event reconstruction are described in Ref. [11].

The relation between o, and the z coordinate of an
energy deposition in the CCD active region can be mod-
eled as 02=—AlIn|l — bz|. The values A=285+24 ym?
and b=(8.24:0.3)x10~% yum ™! were obtained from fits to
straight cosmic-muon tracks acquired when the CCDs
were characterized on the surface before deployment at
SNOLAB. The details on the diffusion model and the
specifics of the calibration can be found in Ref. [11].
A comparison between the observed maximum diffusion



(0max) in our data set and its expected value from the
diffusion relation showed a %-level deviation proportional
to E. A correction was applied to the model to match the
observed opayx in the data: o,=v/—AIn|l —bz| x (a +
BE), with @=0.956 and $=0.0059 keV_".

To construct a radioactive background model, we per-
formed a GEANT4 [13] Monte Carlo simulation tracking
the radioactive decay products of 23 isotopes in a detailed
detector geometry consisting of 64 separate volumes [14].
A custom simulation was used for the response of the
CCDs, which includes models for charge generation and
transport, pixelation and readout noise. The fast clus-
tering algorithm was run on the simulated events and
data to obtain distributions in reconstructed E and o,
for direct comparison. The simulations were grouped to
form 49 templates differing in event properties such as
common decay chain or material origin.

We then performed a two-dimensional binned Poisson
likelihood fit to the data from CCDs 2-7 with simulated
(E,0,) templates, reserving CCD 1 for a cross-check.
The fit was performed between 6 and 20keV., where
the presence of a statistically significant WIMP signal
has been excluded by previous silicon experiments [4].
We excluded clusters in which any pixel was touching a
masked pixel, or whose shape was not well described by
the best-fit Gaussian. The energy region 7.5-8.5keV,
was not considered in the fit to exclude the K-shell line
from copper fluorescence, a secondary atomic process
that was outside the scope of this work to reproduce
by means of GEANT4. The amplitude of each template
was a parameter in the fit. The activities of most iso-
topes were constrained by radioactive screening results,
using Gaussian penalty terms in the likelihood function
according to the uncertainty of each measurement. The
cosmogenic radioactivity of copper components was cal-
culated from the history of the copper assuming surface
activation rates from Ref. [15].

We present the fit results for all CCDs combined
and projected on the E and o, dimensions in Fig. 2,
together with the extrapolation of the best-fit back-
ground model in the 1-6keV,, range. The background
model is statistically consistent with the spectra observed
by CCDs 2-7 individually, and correctly predicts the
50% lower background measured by CCD 1. A dom-
inant component (3.8+0.4 keV;e1 kg=1d~! in the range
1-6 keVee) is from the decay of *'°Pb (and daughter
219Bi) on the surfaces of the CCDs. This contamina-
tion comes from radon exposure during storage and han-
dling of the devices, including contamination on the sur-
face of the wafer before fabrication, now buried 3 pm
from the surfaces of the CCDs. The bulk component
(2.940.7keV_! kg=' d™!) mostly comes from the decays
of ®H and *?Na from the cosmogenic activation of the
silicon while the CCDs were on the surface, with a sub-
dominant contribution (0.17+0.03keV_kg~'d~') from
328i (and daughter *?P), constrained from the number of
328i-32P spatial coincidences observed in the data follow-
ing the strategy from Ref. [9]. The background from
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FIG. 2. Projections in E and o, of the best-fit background
model (solid lines) compared to the fast clustered data (mark-
ers). a) The total background model spectrum is shown along
with four separate contributions grouped by background ori-
gin. Shaded energy regions are excluded from the analysis.
b) Comparison of o, distributions in the fit energy region
(red) and at lower energies (blue). The peak at low (high) o,
corresponds to events at the front (back) of the CCDs.

energetic electrons and photons external to the CCD
(4.440.5keV_ kg7t d™!) comes from cosmogenic cobalt
and 21°Pb contamination in the copper components of
the detector, as well as uranium and thorium in the Kap-
ton flex cables that connect to the CCDs.

The main systematic uncertainty in our analysis is re-
lated to the presence of an ~5 um-thick partial charge
collection (PCC) region in the back of the CCDs
(2~670 pm) caused by diffusion of phosphorous (P) from
the highly doped back-side electrical contact into the
lightly doped CCD active region. At intermediate P con-
centrations, some of the charge generated by ionization
events recombines before diffusing into the active region,
leading to PCC events. To model this transition, we
simulated at different depths charge packets under dif-
fusion and accounted for charge losses from recombina-
tion using the charge mobility and lifetime measurements
as a function of P concentration from Ref. [16]. The P
concentration was obtained by secondary-ion mass spec-
trometry of the CCD back side. We considered a dis-



crete set of variations within their uncertainties from
the nominal model and in each case simulated the re-
sponse of the CCD to back surface 2!°Pb (and ?'°Bi)
decays. The simulated spectra are almost identical in
the 6-20 keVe energy range and cannot be distinguished
by the background model fit but lead to significantly
different spectra at low energies. We found that differ-
ences between the simulated spectra for different PCC-
model variations and specific locations of the 21°Pb con-
tamination can be parametrized by the functional form
Cexp(—+/[E/keVee|/0.18), with C being dominantly de-
pendent on the relative depth of the 2!°Pb source and
the point at which the charge collection probability be-
comes >0. Thus, we consider this functional form as a
correction to our background model to account for the
systematic uncertainty in the details of the PCC region.

The likelihood clustering output was used to search
for any event excess in the energy range 0.05—6keVe,
over the prediction by the background model. Images
with average pixel charge >0.47 e~ were excluded due to
their high levels of shot noise associated with transients
of leakage current following the restart of the electronics
or LED illumination for CCD calibration. This results in
a final target exposure of 10.93kgd. We selected clusters
that were not touching the mask or another cluster, and
whose pixel-value distributions were well described by the
Gaussian fit. A selection on ALL as in Ref. [11] was then
used to reject clusters compatible with noise. We started
with blank images, which contain only readout noise, and
added leakage charge according to the value measured in
the corresponding exposed image. The likelihood cluster-
ing algorithm was run on the simulated images to obtain
a sample of simulated clusters. We determined from the
ALL distribution of all simulated images that a selection
of ALL<-22 results in <0.1 clusters from noise in the
final dataset.

The detection efficiency for ionization events as a func-
tion of energy was estimated with the CCD-response
Monte Carlo following the procedure that was validated
with ~-ray calibration data in Ref. [11]. We simulated
pointlike ionization events with uniform distributions in
energy and depth (z) and added the pixel values directly
on the blank images. The likelihood clustering algorithm
was run, and from the fraction of simulated clusters of a
given energy that survive the selection criteria, we recon-
structed the acceptance for ionization events as a func-
tion of energy. The acceptance starts at 10% at 50 €Vee,
increasing to 50% at 77 eVee, until it plateaus at 90%
above 120eV,. because of the fraction of clusters that
touch the mask.

To obtain background predictions that can be com-
pared to the likelihood clustering output, we produced
images with simulated events sampled randomly from the
(E, z) templates of the baseline background model and
an additive systematic correction to account for the PCC
region on the back side, treating CCD 1 and CCDs 2-7
separately. We applied the same clustering, reconstruc-
tion, and selection procedure as in the data to construct
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FIG. 3. Best fit to the final likelihood clustered data sample
in (E,o0.) space. The blue data points are overlaid on the
best-fit background model in gray. Open circles correspond
to CCDs 2-7, while filled circles correspond to CCD 1. The
red contours represent the best-fit exponential excess with
e=67eVee. The Ne K deexcitation line (0.87keVee) emitted
following electron capture by **Na in the CCD bulk is visible.

probability density functions (PDFs) in (F,o0,) space
normalized to 1 in the fit region E € [0.05,6] keVee
and o, € [0,1.2] pixel, excluding Si K fluorescence E €
[1.6,1.8] keVee. For a statistical test to check the consis-
tency between the background model and the data, we
assumed a decaying exponential with characteristic decay
constant € convolved with the detector energy response
as a generic signal PDF obtained from the (E,o,) tem-
plate of uniformly distributed events in (E, z) space by
scaling the amplitude as a function of energy and normal-
izing to 1 in the fit region. We defined a two-dimensional
(E, 0;) unbinned extended likelihood function following
the formalism in Ref. [11]. Clusters from CCD 1 and
CCDs 2-7 were considered independent datasets with
their own background PDFs. We minimized the joint
—In £ using MINUIT with the PDF amplitudes b; 27, c,
and s (baseline background, PCC correction and generic
signal), and e as free parameters. We included Gaus-
sian constraints on by »_7 according to the uncertainty in
the amplitude of the background model above 6keV,.
Our best fit exhibits a preference for an exponential bulk
component with s=17.1+7.6 events and decay constant
€=67137eVe. The best-fit value for ¢ corresponds to a
distance between 1°Pb contamination on the back side
of the original wafer and the start of charge collection of
0.7570:59 jim), consistent with results from *°Fe x-ray cali-
brations [17]. Figure 3 shows the data clusters overlaid on
the background model, with contours delimiting the pre-
ferred bulk component. We estimated a goodness-of-fit p
value of 0.10 by running our fit procedure on Monte Carlo
samples drawn from the best-fit PDF. A likelihood ratio
test between the best-fit result and the background-only
hypothesis (s=0) disfavors the background-only hypoth-
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FIG. 4. Upper limit (90% C.L.) on 05—, obtained from this
analysis (solid red line). The expectation +1¢ band if only
known backgrounds are present in our data set is shown by the
red band. For comparison, we also include 90% C.L. exclusion
limits from our previous result with a 0.6kgd exposure [11],
other experiments [4, 6], and the 90% C.L. contours for the
WIMP-signal interpretation of the CDMS silicon result [4].

esis with a p value of 2.2 x 10~%. If we perform the fit
to the data from CCD 1 or CCDs 2—-7 separately, the re-
sulting bulk component is statistically consistent between
the two datasets with a higher statistical significance in
CCD 1, which has the lowest background.

The statistical significance of the exponential bulk
component is driven by an excess of events at low energies
with o,~0.2 pixel. We explored the possibility that these
events arise from an improper modeling of front-surface
(2~0) events, which can also populate this region of pa-
rameter space. We removed from the data and in the
generation of the PDFs clusters where only one pixel has
a value greater than 1.6 opix, which correspond to 56%
of front-surface events but only 6.5% of bulk events with
energies <200eVg.. A fit performed to the data follow-
ing this selection returns values for s and e consistent
with the previous result, with an increased p value of
2.6 x 1073,

Limited statistics and possible unidentified inaccura-
cies in the detector background model prevent a definite
interpretation of this event excess. We plan to further in-
vestigate its origin by improving the measurement of the
ionization spectrum with lower noise skipper CCDs [18]
deployed in the DAMIC cryostat at SNOLAB. Never-
theless, we set upper limits on the amplitude of a sig-
nal from spin-independent coherent WIMP-nucleus elas-
tic scattering. Starting from the (E,o,) template of
uniformly distributed events, we constructed a PDF of
a WIMP signal by scaling the amplitude as a function
of energy by the expected spectrum from nuclear re-
coils [3] for a given m,. We used a speed distribution
with standard galactic halo parameters: escape speed
of 544kms~!, most probable Galactic WIMP speed of
220kms ™!, mean orbital speed of Earth with respect

to the Galactic Center of 232kms™ !, and local WIMP
density of 0.3GeV ¢ 2cem™ 3. To translate from nuclear-
recoil energy to the measured electron-equivalent energy,
we used the parametrization from Ref. [11] based on neu-
tron calibrations [19] that cover the nuclear-recoil energy
range 0.7-20keV (0.06-7 keVee) with a linear extrapola-
tion toward lower energies that results in no ionization
below 0.3keV. We included in our fit function a WIMP-
signal PDF with m,, and performed the fit with o,_,
free. From likelihood ratio tests between this best-fit re-
sult and the result of a constrained fit with fixed oy _,
we calculated the statistical significance for the WIMP
signal in (m,, oy_y) space. Figure 4 shows the 90% C.L.
upper limit obtained from our data compared to other
experiments. We also present the +1 o expectation band
by running the limit-setting procedure on Monte Carlo
datasets drawn from our best-fit background model, in
the absence of the unknown bulk component.

The derived exclusion limit is the most stringent
from a silicon target experiment for WIMPs with
my <9 GeV ¢ 2. Although the presence of the unknown
bulk component causes a mismatch between the derived
and expected upper limit at small m,, the agreement
for m, >6 GeV ¢~ 2 implies that the observed excess is in-
consistent with the standard WIMP-signal interpretation
of the nuclear-recoil event excess from the CDMS sili-
con experiment [4]. Consequently, we excluded with the
same nuclear target a significant fraction of the parame-
ter space that corresponds to this interpretation. Gener-
ally, this result uncovers with a sizeable exposure the ion-
ization spectrum in silicon down to nuclear-recoil energies
of 0.6keV, an order-of-magnitude improvement from the
7keV threshold of the CDMS experiment, providing a di-
rect constraint for any dark matter interpretation of the
CDMS excess.
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