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Abstract

We carry out the homogenization of time-harmonic Maxwell’s equations in a
periodic, layered structure made of two-dimensional (2D) metallic sheets im-
mersed in a heterogeneous and in principle anisotropic dielectric medium. In
this setting, the tangential magnetic field exhibits a jump across each sheet. Our
goal is the rigorous derivation of the effective dielectric permittivity of the sys-
tem from the solution of a local cell problem via suitable averages. Each sheet
has a fine-scale, inhomogeneous and possibly anisotropic surface conductivity
that scales linearly with the microstructure scale, d. Starting with the weak
formulation of the requisite boundary value problem, we prove the convergence
of its solution to a homogenization limit as d approaches zero. The effective
permittivity and cell problem express a bulk average from the host dielectric
and a surface average germane to the 2D material (metallic layer). We discuss
implications of this analysis in the modeling of plasmonic crystals.
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1. Introduction

Recent advances in the design and synthesis of thin materials have challenged
traditional notions of optics such as the diffraction limit. The emerging class
of metamaterials enable the control of the path and dispersion of light, which
may in turn result in unusual optical phenomena that include no refraction
(“epsilon near zero” effect) and negative refraction [18, 21-24, 34, 37|. In fact, the
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optical conductivity of certain two-dimensional (2D) materials in the infrared
spectrum permits the excitation of short-scale electromagnetic surface waves,
called surface plasmon-polaritons, in the electron plasma under the appropriate
polarization of the incident field [7, 13, 19, 31]. This type of wave is tightly
confined near the 2D material. The existence of this wave has inspired the design
of layered plasmonic structures that exhibit unconventional optical properties
via the tuning of frequency or geometry [13, 21-23]. This physical prospect
motivates our present work.

In a layered structure of 2D metallic sheets, the surface plasmon-polaritons
excited in the electron plasma of the layers may constructively interfere in the
dielectric host. This wave coupling can be enhanced for small enough inter-
layer spacing at the microscale; and can give rise to a slowly varying wave that
propagates through the structure at the macroscale. By a suitable adjustment
of the operating frequency or interlayer spacing, this wave may experience no
phase delay [21, 23]. Mathematically, it is tempting to view this possibility as
an outcome of homogenization, expecting that there is an effective description
of wave propagation as the spacing approaches zero. The phase of the optical
conductivity of each sheet plays a key role.

In this paper, we rigorously carry out the homogenization of a boundary
value problem for the time harmonic Maxwell equations in a periodic, layered
structure. The geometry consists of 2D plasmonic sheets in a heterogeneous
dielectric medium. The surface conductivity, 0%, of each sheet varies spatially
with the microstructure scale d and may be anisotropic. The dielectric per-
mittivity, e?, of the host medium has an analogous, d-periodic microstructure
in the ambient space and can be anisotropic. Our main result is the rigorous
extraction of an effective dielectric permittivity and the related cell problem as
d — 0. Specifically, we complete the following main tasks.

— We develop the weak formulation for the associated boundary value prob-
lem of Maxwell’s equations for the electromagnetic field (Ed, H d) in some
generality. The tangential vector component, H dT7 of the magnetic field
obeys a jump condition on each sheet; and the jump is proportional to
o?E%, the current induced on the sheet. We make the assumption that
0@ scales linearly with d, which is consistent with the experimentally ob-
served fine-scale surface plasmon-polaritons.

— We address the simplified case with planar sheets, and scalar ¢? and o?
first. In this vein, we prove a theorem (Theorem 2.3) asserting that for
fixed d, the weak formulation admits a unique solution in an appropriate
function space.

— We then show that the electromagnetic field (E¢, H?) converges weakly in
L? to the solution (€, ) of the homogenized problem (Theorem 2.4). The
homogenization limit reveals the effective permittivity, e°, via a suitable
average and the solution of a local cell problem; cf. (4). To obtain these
results, we establish requisite a priori estimates in the context of two-scale



convergence. For an overview of important results related to two-scale
convergence, see Appendix A.

— We discuss the relevance of our model and analysis to the application area
of plasmonics, especially the design of plasmonic crystals that exhibit no
refraction (epsilon-near-zero effect).

— We point out extensions of our analysis to more general settings. In partic-
ular, our analysis can treat tensorial parameters ¢? and ¢, and non-planar
sheets (see Appendix B).

In our analysis, for the sake of mathematical convenience we assume that the
bulk material surrounding the metallic sheets is slightly lossy. This assumption,
which is not uncommon in electromagnetics [26], amounts to the addition of a
small, positive imaginary part to the dielectric permittivity ? (under an e~**
time dependence). Consequently, we conveniently obtain the desired a priori
estimates for (E?, H).

There is extensive literature in the theory of periodic homogenization that
is akin to our approach; see, e.g., [1, 3-6, 11, 29, 32, 38-40]. Notably, the
idea underlying the two-scale asymptotic analysis for (Ed,H d) can be found
in [6, 30]; and our proof of homogenization relies on the known notion of two-
scale convergence [1, 29]. In the setting of time-harmonic Maxwell’s equations,
our analysis brings forth the feature of averaging on hypersurfaces (metallic
sheets) across which the magnetic field undergoes a jump involving the surface
conductivity, ¢?. A similar jump condition is considered in [4], albeit in a
different geometric setting which is motivated by geophysical applications: In [4]
the jump condition accounts for interfacial currents that are present along the
closed surfaces that separate two distinct phases of a composite material (with
periodic structure). In our setting, on the other hand, surface currents on
large 2D sheets are discussed. This suggests a different approach to handle the
contribution of these currents in our proof than the one employed in [4]. We
refer to Sections 1.4 and 5 for further discussion and a comparison of the two
problems and respective approaches.

We focus on the rigorous analysis of the periodic homogenization for plas-
monic layered structures. Hence, numerical computations tailored to applica-
tions lie beyond our present scope, and will be the subject of future work. We
assume that the reader is familiar with the fundamentals of classical electromag-
netic wave theory; for extensive treatments of this subject, see, e.g., [26, 33].
The e~ ** time dependence is employed throughout.

1.1. Problem formulation

Our goal with this work is to extract effective material parameters in time-
harmonic Maxwell’s equations for layered systems of stacked, metallic sheets
immersed in a non-homogeneous medium.

For ease of discussion, we will introduce the homogenization problem in this
section for the (infinite) domain R®, assuming suitable boundary conditions.
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Figure 1: Geometry of the problem. (a) The unit cell, Y = [0,1]%, with hypersurface g,
(b) a layered structure consisting of parallel, conducting sheets 2% equipped with a spatially
dependent surface conductivity o?(x). We assume that the layered structure is immersed in
a (unbounded) medium with a spatially dependent permittivity ().

The actual proof assumes a more restrictive “reference configuration” which is
described in Section 2. The geometry is shown in Figure 1. The (complex)
surface conductivity o? of every sheet, which is in principle frequency (w-)
dependent, has real and imaginary parts that can be tuned to allow for the
propagation of surface plasmon-polaritons on the isolated sheet [20, 22].

The scaling parameter d, d < 1, describes the fine scale of the problem and
in particular the distance separating the conducting sheets: Let Y = [0, 1]® de-
note the unit cell and let Xy denote a smooth hypersurface in ¥ (with smooth,
periodic continuation); see Figure la. We then define a union of stacked, dis-
connected hypersurfaces by

= | d(z+30);
zCZ™

see Figure 1b. For all £ € 3¢, the surface conductivity o?(z) is a tensor acting
on the tangent space TpX¢. We assume that o?(x) exhibits both fine-scale
(periodic) and large-scale variations in space. We also assume that o¢ ~ d so
that the total conductivity remains finite when d <« 1. (This scaling is also
consistent with the fact that || must be small enough for the appearance of
a fine-scale surface plasmon-polariton on an isolated sheet [20, 22]). We thus
write

ocl(z) =do(z,z/d),

where o(x,y) is a tensor acting on the tangent space T3, for all (z,y) €
R3 x ¥ and is independent of d and periodic with respect to . Similarly, the
permittivity of the ambient medium e%(x), defined for € R? \ ¥4, is assumed
to be given by

el(x) = e(x, x/d)

for some tensor £(x,y) independent of d. The quantities ¢(x,y) and o(x,y)
will be henceforth referred to as the rescaled permittivity and surface conductiv-
ity, respectively. Additional conditions on the domain, geometry and material
parameters are provided below.



We now consider time-harmonic Maxwell’s equations written in the form
V x EY = iwpH?, (1)
V x H* = —iwe?EY + J,.

Here, E? and H? denote the electric and magnetic field, respectively; and J
is the (externally applied) source current density. The parameter p denotes the
magnetic permeability of the ambient space; e.g., u = g, a scalar constant, for
the vacuum.

In order to write the boundary conditions across ¢, we introduce the normal
unit vector field v(z) on X%, and let [.]x. denote the jump over £

[Flya () = lim (F(w +av)— F(x — au)) x el

We also denote by Fr the tangential component of any vector field F', viz.,
Fr = (v x F) x v. The current density induced on the sheets because of
the effect of 0% is Jsa = 6EdadEdT. Hence, the boundary conditions for the
tangential components of the electromagnetic field across ©¢ read [20, 22]

[u X Ed} o 0,
[l/ X Hd} = olEY @
sa L

1.2. Main result

We will show that as d — 0, the electric and magnetic fields, E?and H d,
converge to the solutions, £ and H, of the homogenized system

V x &€ =iwuH,
{ (3)

V xH=—iweTE+ J,,

where the effective permittivity e = e°f(x) is given as an appropriate average
involving the d-independent (rescaled) permittivity and conductivity ¢ and o

eM(x) .= /Yf(l” Y) (s + Vyx(e,y)) dy

_i [ (otay)Pr(is + Vyx(@,y) oy (4)

In the above, I3 denotes the identity matrix in R®, Pr is the projection matrix
onto the tangent set of Xy and V,x(z, y) denotes the matrix [0y, x;(x, y)] (4,5 =
1,2,3). The corrector y — x(x,y) solves the following cell problem (for all x



in some bounded open set 2 C R?):

Vy - (E(w, y)(Is + Vyx(z, y))) =0, iny

[V ' (5(‘”’ y)(Is + Vyx(z, y>)} So
%Vy-(o(m, y)Pr (I3 + Vyx(w,y))) on Y.
(5)

As mentioned in the introduction, this cell problem is similar to equation (34)
in [4] for the case (scaling regime) of “strong interface layer”. Note that even
when ¢ and o are scalars, the effective permittivity € is a 3 x 3 matrix as
typically expected for the case of a bulk material, that is, if ¢ = 0 [17]. Under
the assumptions of Theorem 2.4 (see (19)), we have

Im (e*T(2)€ - &) > ¢ (1 + i) €%,

which ensures the well-posedness of homogenized system (3).

We alert the reader that the proofs in this paper are only developed in the
scalar case, i.e., when the material parameters ¢? and o? are scalars, for the
sake of simplicity. On the other hand, the above statements are written more
generally, for tensorial ¢? and ¢?. Our analysis can be extended to the tensor
case without difficulties.

1.3. Nowelty and application

The insertion of an array of metallic sheets, each of which can sustain surface
plasmon-polaritons, into dielectric hosts with small enough interlayer spacing
has significant physical appeal [21, 23, 24]. From an analysis perspective, this
type of structure motivates the homogenization procedure of this paper, and
leads to an intriguing homogenization result; cf. Section 1.2.

Foremost, effective permittivity (4) is now the combination of two averages,
namely, one average stemming from the ambient-medium permittivity tensor
e(x,y), and another from the surface conductivity o(x, y) of each metallic sheet.
To our knowledge, this combination of two effective parameters, one coming
from a bulk property and another expressing the property of a hypersurface,
has not occurred in most of the previous homogenization results; see, e.g., [1,
40]. An exception is the homogenization of Maxwell’s equations in a two-phase
composite material carried out in [4], which we mentioned above; see also the
discussion in Sections 1.4, and 5.

For applications in plasmonics, the case with a surface conductivity, o?,
that has a dominant imaginary part, viz., Imo? > Reo? > 0 in the case of a
scalar 0%, has attracted particular attention. Such a surface conductivity can be
created with novel 2D materials, for example graphene [13]. By carefully tuning
the frequency, geometry, or the surface conductivity, o, via doping of the 2D
material, one may obtain £ with eigenvalues that have vanishing, or negative



real part. The homogenized system described by (4) can thus be viewed as a
metamaterial exhibiting highly unusual optical phenomena such as the epsilon-
near-zero effect or negative refraction [21, 23, 24]. This implication and the
connection of our homogenization result to existing predictions of epsilon-near-
zero behavior are discussed in Section 5.

1.4. On past works

Our analysis relies on firm concepts of homogenization theory ([1, 6, 11, 29,
32]), which we employ in the setting of electromagnetic wave propagation in the
presence of 2D plasmonic materials. Over the past decade, numerous studies
have been conducted on related applications, especially because of the prospect
of fabricating metamaterials with unusual properties in nanophotonics. These
properties come from combining and averaging out suitable microstructures.
For recent reviews from an applied physics perspective, we refer the reader to
[8, 16, 41].

From the viewpoint of analysis, we should highlight a number of homoge-
nization results [3-5, 38-40] that are relevant to our problem formulation, as
well as the germane notion of two-scale convergence [1, 29] which underlies
our approach. In particular, the homogenization results obtained in [3, 5, 38—
40] coincide with (4) in the special case with a vanishing surface conductivity,
o(xz,y) =0.

As mentioned above, our work is related to that in [4] which also analyzes the
effect of surface currents in the homogenization of the time harmonic Maxwell
equations. In [4], however, the authors focus on a different geometric and phys-
ical setting, which involves two-phase materials with certain inclusions. Various
regimes, which depend on the strength of the interfacial currents, the wavelength
and the skin depth, are studied in [4]. Both the mathematical formulation and
the homogenized equations that we derive in the present paper are closely re-
lated to the case referred to as the strong interface layer in [4] (see Theorem 2
in [4]).

However, there are key differences in the geometric setting of the two prob-
lems. In [4] the authors consider a material (e.g., clay) containing periodically
distributed rock inclusions; thus, the hypersurfaces are boundaries of small dis-
connected sets rather than the large 2D sheets studied here. Most notably, in [4],
a key tool in [4] is the generalization of the notion of two-scale convergence to
functions defined on periodic surfaces [2, 27], which exploits the geometric set-
ting of small inclusions in a crucial way. The proof that we develop in the present
paper, however, is directly motivated by our geometry consisting of large 2D
interfaces and does not rely on this notion of two-scale convergence on surfaces
but instead recovers directly the convergence of the currents to the appropriate
term in the sense of distribution; cf. Proposition 4.4. We point out that in
principle our results can be extended to the geometry of closed inclusions con-
siderd in [4], and vice versa. In that sense we offer an independent proof of the
homogenization result.

We should also mention a number of related results for periodic media that
are obtained by use of the Bloch wave theory; see, e.g., [35] where the authors



conclude that only a few Bloch waves effectively contribute to the macroscopic
field. In a similar physical context, the application of homogenization to finite
photonic crystals is described in [14]; and its connection to certain numerical
multiscale methods for Maxwell’s equations in composite materials is elaborated
in [9, 15]. In particular, in [14] the authors formally apply a two-scale asymptotic
expansion to derive effective bulk parameters that take into account the crystal
boundary. To these works we add the homogenization of Maxwell’s equations
in the presence of rough boundaries and interfaces pioneered in [28].

1.5. Outline

The remainder of the paper is organized as follows. In Section 2, we in-
troduce the weak formulation of the problem, along with two key theorems
(Theorems 2.3 and 2.4) which permeate our analysis. Section 3 focuses on the
proof of one of these theorems (Theorem 2.3), namely, the existence of a weak
solution to Maxwell’s equations for a finite microstructure scale, d > 0. In Sec-
tion 4, we prove the second key theorem (Theorem 2.4) which establishes the
convergence of the weak solution for d > 0 to the homogenization limit as d — 0
and recovers the cell problem. Finally, in Section 5 we conclude our work with
a discussion of its relevance to the design of plasmonic crystals with unusual
optical properties. In Section 5, an outline of related open problems is given as
well. Appendix A provides an overview of important results in two-scale con-
vergence. Appendix B contains details of the extension of our analysis to more
general hypersurfaces for the metallic sheets. At the risk of redundancy, we
repeat that our analysis in this paper focuses on the scalar case. The extension
of our proofs to tensorial parameters does not present any difficulties, and is
not pursued here.

2. Homogenization of layered structures

In this section, we introduce a weak formulation of (1) and (2), and state the
main theorems of this paper. At this stage, we will analyze a special choice of ge-
ometry (“reference configuration”), in which the hypersurfaces are flat. (We out-
line an extension of our proof to curved hypersurfaces in Appendix B). Specif-
ically, let Q be a bounded open set in R? of the form Q = ¥ x I', where g
is a (bounded) subset of R? and I' = (—L, L). The layered structure is then
described by

5t = | Zo x {kd},

keTd
where T4 = {k € Z; kd € (—L,L — d)}.

Remark 2.1. We point out that our homogenization result holds for a larger
class of geometries. In fact, all theorems and proofs that are presented in this
section can be readily extended to cases of periodic structures that are diffeomor-
phic to the above reference configuration (as depicted in Figure 1). We outline
an extension of our proof to such curved hypersurfaces in Appendix B.



We will use the notation & = (x’,23) € ¥ x I' when necessary. For later
convenience, we also define I'" = J, .ra [kd, (k + 1)d]. Hence, we have

(-L+d,L—d)cT?c (-L,L). (6)

2.1. Weak formulation
Formally, our problem is equivalent to the system

V x EY = iwpHY,
in Q (7)
V x HY = —iwe?E? + J¢,
where
J = (0?EL) 6sa + J,. (8)

Note that (7) implies the following Helmholtz-type equation for the electric field
1
~V x (V x EY) = w??E? + iwJ", (9)
1

ﬁv x E. On the boundary of 2, we supplement

this equation with the following impedance boundary condition [25]:

along with the relation H d—

%(v x B x v = iw\E%. on 0. (10)

Recall that v denotes the normal unit vector. Boundary condition (10) is often
used for scattering configurations: For the particular choice A = y/u~le, formula
(10) recovers a first-order absorbing boundary condition [25].

By multiplying (9) by the conjugate of a smooth test function ¥, we obtain
the following formulation for Maxwell’s equations in domain §2:

/l(vXEd)-(vX\iJ)dH/ lyx(vXEd)-xilez
Qb o M

:/wzsdEd.\ifdwa/Jd-\Irdx.
Q Q

By substituting expression (8) for current J¢ and using boundary condition (10)
on 0f), we thus obtain the following weak formulation:

1 — _
/ ~(Vx EY) . (VxW®) dxf/ iWAES - W do,
QM o0

_ 2 dpd | L dpd . T

f/w eE ~\Ild:v+/ iwoEp - W donr/szaJIldx. (11)

Q sd Q

Remark 2.2. In order to obtain the desired a priori estimates below, we will
need to assume that the bulk material (ambient medium) is dissipative. This
property can be ensured by addition of the current density ooE® in the bulk
material, where og > 0. Alternatively, this current ensues by addition of the
term %% to the permittivity e, This is the reason why * will be complex

valued, with strictly positive imaginary part, in this section (see also conditions
(15)-(16) and Remark 2.5).



2.2. Function spaces

The space H(curl; ) denotes the set of complex valued vector functions
u € L?(Q;C?) such that V x u € L?(Q;C?). Given a hypersurface A C Q, the
trace vxXu|p (where v is the unit normal vector to A) is well defined for functions
in H(curl; Q) and it belongs to H 2 (divy, A). We denote by ur = (v x u) X v
the tangential component of w. In view of (11), the function space that is
natural for our problem is

X% ={ue H(cur;Q); ur € L*(0QC?), ur € L*(£4C3)},
equipped with the norm
el = lullZa ) + IV < wllZao) + lurlizoo) + lurlias.),
where
a2 ey = d/ furl? do, = 3 d/ ur(@ k) do. (12)
= kerd UE

Note the presence of the factor d in this last norm. This is a natural definition
since with this scaling the L?(X¢) norm is a Riemann sum approximation of the
L?(Q2) norm when d < 1. With these prerequisites at hand we can introduce a
precise problem formulation: Equation (11) is equivalent to

Ele x4  «YEYL®) = iw/ Jo.-¥dr V®eX? (13)
Q
where the sesquilinear form a? : X¢ x X? — C is defined by
1
a(u,v) :/ —(Vxu) - (Vx0)de— / wrelu T d
QM Q
—/ iwaduT - o7 dog — / iwAur - o dog.
»d oQ

We will show that (13) uniquely determines the electric field E? (see Theorem
2.3). The corresponding magnetic field is then given by

1
HYz) = — E%z). 14
@)= -V x E) (14)
2.8. Main theorems

We are now ready to state our main results. Throughout the paper, we will
make the following assumption on the properties of the material:

Assumption: We assume (for simplicity) that p and A are positive, real, scalar
constants and that € and o are measurable complex valued functions satisfying

0<c<Ime¥(z) <C and [Rech(x) <C vV € Q (15)

10



and
1 d 1 d d
0<e< ERGU () <C and ‘Elma (9:)‘ <C Ve € X4, (16)

for some constants ¢ and C.

Our first result concerns the existence of a solution for the problem (13)
when d > 0:

Theorem 2.3. Under the assumption above, system (13) has a unique solution
in X4 for all J, € L*(;C?) and for all d > 0.

The proof of Theorem 2.3 is presented in Section 3. Next, we state our main
convergence result for the homogenization limit that was formally discussed in
Section 1.2.

Theorem 2.4. Under the assumptions of Theorem 2.3, we also assume that
el(x) = e(x,z/d), and o%(x)=do(x,x/d),

where e(x,y) and o(x,y) are complez-valued scalar functions, periodic with
respect toy € Y, and o is Lipschitz continuous:

|Veo(z,y)|, [Vyo(z,y)| < C V(x,y) € 2 xY. (17)

Then, for all J, € L*(;C?), the electric field E*(x) of (13) and the corre-
sponding magnetic field Hd(ac) defined by (14) converge weakly in L*(;C?) to
functions €(x) and H(x) satisfying the following weak form of the homogenized
system (3):

EeXx a®(E,) = / iwJ, - ¥dr V¥eX (18)
Q

and 1

H(x) = EV x E(x).

Here, the sesquilinear form a° : X° x X® — C is given by

o (u, v) :/ LV xu) (v xw) da:—/
QM Q

and the space X° is defined by

X% ={u € H(cur; Q) ; ur € L*(0;C*)}.

W2y T do — / wAur - o1 dog,
o0

The effective permittivity e is given by (4) (with Pr = diag (1, 1,0) € R3%3),
Note that o(x,y) is only really defined for y € Xy, but in our simple geom-
etry we can treat it as a function defined for all y € Y which is independent

of y3. In particular the gradient V,o in (17) is a tangential gradient. In the
framework of this theorem, conditions (15)-(16) are equivalent to

¢ <Ime(x,y), Reo(z,y) < C, |e(z,y)|, lo(z,y)|<C V(x,y) e QxY.
(19)
The proof of Theorem 2.4 is deferred to Section 4.

11



Remark 2.5. Theorems 2.3 and 2.4 also hold when yu, € and o are matriz
valued, provided all the respective assumptions are replaced with appropriate
matriz inequalities. For example, the first conditions in (15)-(16) should be
replaced by

[t

¢’ <Tm(e% - €) <O, clé? < —Re(o%-&) < Cl¢)?,  VEER

u

As a last step in this section, we establish the well-posedness of (18).

Theorem 2.6. Under the assumptions of Theorem 2.4, the homogenized prob-
lem (18) has a unique solution E(x) in X° for all J, € L*(Q;C3).

The proof of this theorem is deferred to the end of Section 3.

3. Proofs of Theorem 2.3 and Theorem 2.6

In this section, we prove the existence of a solution for both the weak for-
mulation of the problem for finite microstructure scale, d > 0, as well as for
homogenized problem (18). The proof is based on the Lax-Milgram theorem,
which we recall here for the convenience of the reader:

Theorem 3.1 (Lax-Milgram Theorem). Let X be a Hilbert space over C and
let b: X x X — C be a sesquilinear form such that

b is bounded: [b(u,v)| < Ch|lullx]|lv]x Yu, v € X,
b is coercive: Reb(u,u) > collul% Yu e X.

Then, for any L : X — C linear and bounded, there exists a unique u € X such
that

b(u,¥) = L(T) VT € X.

Proof of Theorem 2.3. In order to apply Theorem 3.1, we first replace the per-
meability 4 € R by p + in for some small n > 0 and consider the sesquilinear
form b (u,v) = ia%(u,v). Indeed, we have

/ |V x ul? dx—i—/ w?Im (¢%)|ul? dz

+d wfRe (oY) |ur|? do, +/ wA|ur|? dog,
wa d o9

Rebf](u,u) = ] +77

and so assumptions (15)-(16) implies
Rebl(w,u) > ¢yllul}a  Vu e X4,

for some small constant ¢, > 0 depending on 7 (and d). Furthermore, it is
readily seen that assumptions (15)-(16) also gives

by (w, v)| < Cllul|xal|v] xa.

12



Hence, the Lax-Milgram theorem (Theorem 3.1) implies the existence of a
unique u" solution of

u” € X9, bf](u",v):—/wJa~ﬁdx Vo € X4 (20)
Q
Next, we write
d o .
by (u, u') = f/QwJa -u" dz,

and by taking the real and imaginary parts of this relation, we obtain

/ 277 2|V><u’7|2 dx+/w2(1m5d)\u"\2 dz
QH”+1 Q

1
+d/ w(E Reo?)[ul|? doy, +/ wA|ul|? do, = —/ wRe(J,-u") dz
5 o9 Q
(21)

and

/ LV wn? dx—/wQ(Reedﬂu"F dz
Q 1+ Q

1
—|—d/ w(fhnffd)|u¥|2 do, = / wlm (J, -u") dz. (22)
wa o d Q
Using (15)-(16) and Young’s inequality, we notice that (21) gives
H'u,"||%2(m + ”u;}“HQL?(Zd) + HU;Y“HQL?(OQ) < C||Ja||2L2(Q)7 (23)
and the use of (15)-(16) and (22) combined with (23) in turn implies
IV x u"||72 0y < CllTall7z0)

for some constant C' independent of . Thus, we can pass to the limit 7 — 0 in
(20). This result completes the proof of Theorem 2.3. O

The corresponding result for the homogenized system can be established in
a similar vein.

Proof of Theorem 2.6. The well-posedness of (18) depends on the properties of
the effective permittivity, e°¥. We recall that formula (4) gives

i = [ stewes + V() ey

1

- — (a(w,y)(ej +Vyx;(®,y))r - eir doy,
w 2o
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where x/(, y) solves the cell problem (5). Furthermore, by multiplying the cell
problem by %; and integrating over Y (see also the weak formulation (45)), we
obtain

anw@+Wmmw%%E@My

1

T e s o(z,y)(e; + Vyx;(@.y))p - (VyXi(y))y do, = 0.

Combining the last two formulas, we arrive at the following alternative formula

for e°ff;

ﬁ=/d%W%+%%@w%@+%EmwMy
Y
1

- a . (U<m7y)(ej + Vij(wv y)))T : (ei + Vsz(wﬂ y))T doy‘ (24)

In this form, we see that when € and o are scalar (as in Theorem 2.4), we have

2

3
Eeﬁf'ﬁz/5(w,y)’£+zvy>(j(w»y)§j dy
Y j=1

2
dy, Ve € R?,

ww o

. i g(w,y)‘<€+ivaj($,y)§j)T

and thus assumption (19) implies the inequality

Im (= (2)¢ - €) > clé . (25)

We proceed exactly as in the proof of Theorem 2.3 (with inequality (25) playing
the role of assumption (15)-(16)). This concludes the proof of Theorem 2.6. [

4. Prerequisites and proof of Theorem 2.4

The core of this section is devoted to the two-scale convergence needed to
establish our main homogenization result. In order to pass to the limit in (13)
and prove Theorem 2.4, we must first establish an important a priori estimate as
explained below (Section 4.1). The related machinery of two-scale convergence
is utilized in Section 4.2. This leads to the proof of a main proposition for
the homogenized system (Proposition 4.3 in Section 4.3); and the extraction of
the requisite cell problem (Section 4.5). We conclude this section by proving
Theorem 2.4; see Section 4.5.

4.1. An a priori estimate

We start with the following proposition, which establishes a crucial uniform
a priori estimate that is used throughout the proof of this section. We recall
that the norm || - || 2(54) is defined by (12) and includes a factor equal to d.

14



Proposition 4.1. Under the assumptions of Theorem (2.4), the solution E? of
(13) is bounded in X uniformly with respect to d. More precisely, there evists
a constant C independent of d such that

1
;”vXEd”%%Q)""qud”%Z(Q)+”E%”%%E%"‘HE%”%?({)Q) < ClJallz2(0)- (26)

Proof. We take ¥ = E¢ in (13), to obtain

1
/ Ly x B2 do = w2/ e(m, z/d)| B da —H’wd/ o (@, 2/d)| EL2 do,
QK Q sd

+iw)\/ |E? dom—f—iw/ Jo B da. (27)
o0 Q
Taking the real and imaginary part of (27) gives, respectively,

/ l|V x BEY? da :wz/ Ree(x, z/d)|E%|? dx
QK Q

—wd/ Imo(z, x/d)|EL|? doI—w/ Im(J,-E") dz, (28)
3d Q
and

wz/ Ime(x, z/d)| E)? dx—i—wd/ Reo(z,x/d)|EX|* do,
Q xd

+m/ [EL2 do, — —w/ Re(J, - E%) de. (29)
o0 Q

By invoking (19) and Young’s inequality, we derive from (29) that

w/ |EY)? d:c—i—d/ |EL|? doy—i-)\/ |EL? do, < C/ |Jo|? da.
Q »d o0 Q

Furthermore, by virtue of (28) and (17) we infer that
1
/ Z|IV x EY? de < Cw/ |Jo|? dz.
QM Q
The last two inequalities assert the desired result. O

4.2. Two-scale convergence

The proof of our homogenization result (3) relies on the well-known notion
of two-scale convergence (see [1, 29]). Several important results related to two-
scale convergence are summarized in Appendix A for the convenience of the
reader. Recall that the space L3, (Y;CF) (respectively H} (Y;C*)) denotes the

closure under the L? norm (respectively H! norm) of the set C;’;(Y;Ck) of
smooth Y-periodic functions defined on R? with values in C* (with k& = 1 or 3).
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Let E%(z) be the unique solution of (13) as established by Theorem 2.3.
We define H?(z) by (14) for & € Q. Proposition 4.1 implies in particular that
H® ¢ [?(9;C?). The weak formulation of (14) thus reads

/ EY (V x W) de = iwu/ H? ¥ dz V¥ e Hp(curl;Q), (30)
Q Q

where Hyp(curl; Q) = {u € H(curl; Q); up = 0 on 9Q}. Furthermore, in view
of (14), we can now write (11) as

Hd(VXW) dz — AEd'@T doz+/lwe(m7m/d)Ed$dl‘
Q o0 Q

zd/ o(x,z/d)ES - Uy dox—|—/.]a-$dx Ve e X4 (31)
xd Q

Our goal is to pass to the limit d — 0 in (30) and (31). We start with the
following lemma.

Lemma 4.2. Up to a subsequence, the functions Ed(az) and Hd(:n) two-scale
converge to functions E©) (z,y) and HO (2, y) in L2(; L3, (Y;C?)) which sat-
isfy

EV(z,y) = E(z) + Vyp(z,y),
H(O) (mvy) = %(CII),
for some functions €, H € L*(;C3) and o(x,y) € L?(Q; H#(Y, C)).

Proof. A proof of the Lemma can also be found in [38, 40]. Proposition 4.1
implies that the sequences E? and H? are both bounded in L?(Q;C3). The
classical two-scale convergence result (Theorem A.2) thus implies that there
exist some subsequences, still denoted E? and H?, which two-scale converge to
E(O)($,y) and H(O)(ac, y), respectively.

We now consider a test function ¥%(z) = dw(x)®(z/d) with ® € Cx(V;C%)
and w € D(Q). Since ¥ = 0 on JQ, integration by parts entails

/VXEd \Ilddx—/Ed V x ¥ldz
/ E(z) - [dVw(z) x ®(z/d) + w(z)V x &(x/d)] dz
This equation can be re-arranged as
/Qw(a:)Ed(a:) VY x ®(x/d) dz
:d/QVxEd( ®(z/dyw dx—d/ EY@) - Vu(a) x ®(x/d) dz

16



Passing to the limit (d — 0) via stability estimate (26), we deduce that

/ w(z) / EO(z,y) -V, x B(y) dy dz = 0. (32)
Q Y

At this stage, introduce the homogenized electric field
E(x) = / EO(z,y) dy.
Y

Equation (32) implies that the vector-valued function f(z,y) = E© (x,y) —
E(x) € L*(Q; L7, (Y;C?))) satisfies

Vy X f(z,y) =0 inD'(QxY), /f(w,y)dyzO for a.e. x € Q.
%

Utilizing a result from Fourier analysis (Lemma A.3), we conclude that there
exists a scalar (@, y) in L*(Q; Hy(Y)) such that f(x,y) = V,p(x,y). Thus,
we proved the first statement of Lemma 4.2, namely, that

EO(x,y) = E(x) + V,o(, y).

In order to derive the corresponding result for H(®), we first note that (31) and
the bounds of Proposition 4.1 entail the estimate

/Hd~V><lIldx
Q

< ClJallz) {1l L2) + 1¥7] L200) + [¥7| L2050y } -

(33)
By using a test function of the form ¥%(x) = dw(z)®(x/d) with ® € CP(Y;C?)
and w € D(N), by analogy to (32) we obtain

/ w(w)/ HO(x,y)- Vy x ®(y) de dy =0.
Q Y

By proceeding as above, we now show that there exists a scalar function o1 (x,y) €
L*(Q; H}(Y;C)) such that

HO (z,y) = H(z) + V01 (z, y). (34)

The substitution of test function ¥4 (x) = dV (u(z)v(z/d)) into (30) implies
0=d /Q H(z) - V(u(z)o(z/d)) d
= vl d x) - u\x X u\xr d xX) - v xT.
~d [ vla/0H @) V,u(a) do+ [ w@H @) (V,0)(/d) d

Passing to the limit (d — 0), we observe that

/ u(:c)/ HOz,y)- V,o(y) dy de =0.
Q v
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This equality implies that V, -HO (x,y) = 0 in the sense of distribution. Thus,
by combining this result with (34) we conclude that

Ayoi(z,y) =0in D'(Y) fora.e z€Q.

Together with the periodic boundary conditions (y — o1 (,y) is in Hj(Y;C))
this statement implies that ¢1(x,y) is constant and, thus, V,¢1 = 0. Equality

now reduces to the equation r,Y) = x). 1s result concludes the
34 d h ion H” H(x). Thi 1 ludes th
proof of Lemma 4.2. O

4.8. Derivation of the homogenized system

We now fix a subsequence {d; };en such that lim;_, o, d; = 0 and the functions
E%(z) and H% (z) two-scale converge to B (z,y) = E(x) + Vye(x,y) and
HO(x,y) = H(x) as in Lemma 4.2. We denote

E'(z):= E%(z), H'(x):= H"%(x).

We will then prove that the limits £(x) and H(x) solve the homogenized problem
(3). More precisely, the main result that we establish in this section is the
following:

Proposition 4.3. The functions E'(x) and H' (x) converge weakly in L*(; C?)
to E(x) and H(z), where € € X° and H € L*(Q; C3) satisfy

/ H(z)- (Vx¥(2) dz— | Ar(w) Ur(z) do,
@ o0
—|—/ﬂ/yiw€($c,y)(5($) +Vyg0(sc,y)) W (z) dy dx

- / / o(@.y)(E(@) + V0@ y)r - Tr(z) do, dr = / To(x) B(x) dr,
QJX, Q (35)

for all ¥ € X°, and
/£~(V><$) dx:iwp/%~@dx V¥ € Hr(curl; Q). (36)
Q Q

Furthermore, the corrector p(x,y) € L*(Q; Hy(Y,C)) satisfies Vyp(z,y)r €
L?(Q x Xy) and is determined by the following problem:

iw/ya(w,y) (E(x) + Vyo(z,y)) - V,u(y) dy
- / o(@, ) (E@) + Vyo(@. ), - Vo) do, Vo HY(Y:C) (37)

and for a.e. x € Q. In the above, ¥ denotes the hypersurface {ys =0} in Y.
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In order to prove Proposition 4.3 we have to pass to the limit in (30) and
(31), as d; — 0. While this procedure is relatively straightforward for (30), the
passage to the limit in (31) is more delicate because of the presence of surface
integrals on X¢. We will prove the following key proposition that establishes
the limit of the requisite surface integrals:

Proposition 4.4. The corrector ¢ satisfies Vyp(x,y)r € L2(Q x o), and for
all functions F(x,y) defined in Q XY that are periodic with respect to y and
admit F, V,F, V,F € L*°(Q xY') there holds:

lim d; E.(x) - Fr(x,x/d;) do, =

k—o00 sd

/ / (E(@) + Vyp(@ y))r - Fr(z,y) doydr. (38)
QJX

The proof of this proposition is deferred to Section 4.4.

Proof of Proposition 4.3. The choice of the subsequence E'(x) and H'(x) to-
gether with classical two-scale convergence results (Theorem A.2) imply that
E'(xz) and H'(x) converge weakly (in L?(€;C?)) to the functions &€(z) and
#(x). Furthermore, Proposition 4.1 implies that £(x) is in X°.

Passing to the limit in (30), as d; — 0, we obtain

/S~(Vx@) dmziwu/?{~@dx V¥ € Hr(curl; Q), (39)
Q Q

which implies (36).

Next, the estimate of Proposition 4.1 implies that V x E' is bounded in
L?(Q) and thus converges weakly in L%(2) to V x £. Furthermore, Proposition
4.1 also implies that E'|sq is bounded in L2(9Q). In particular, there is a
subsequence E%|agz which converges weakly in L?(92) and for any smooth test
function ¥ we have:

Ef - (¥ xv) dom:/(vXEl’)@—El’-(in)dx
oN Q

= [ (VXE)- ¥ —-E-(VxWU)dx
Q

= Er - (¥ xv) do,.
o0

We deduce that this weak limit is E7|gq. Since the limit is independent of the
subsequence I’, the whole sequence E'-|sq converges weakly, viz.,

EYloq — Erloa  weakly in L2(99).
We can now pass to the limit in (31). By invoking the usual properties of

two-scale convergence in combination with the results of Proposition 4.4 and
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the choice F(x,y) = o(x,y)¥(x,y), where ¥(x,y) is a smooth vector-valued
test function, we deduce that

H(x) - (V x ¥(x)) do — Aer(x) - Or(x) do,
Q 09

i /ﬂ /y iwe(x,y)(E(x) + Vyp(z,y))  ¥(x) dy dz
:/ / o(@ y)(E(@) + Vye(@ y)r - Fr(@) do, o+ / Jo(x) B(z) dz,
QJx, )

which in turn gives (35).

Finally, by taking ¥(x) = d;V(u(x)v(z/d;)) as a smooth test function in
(31), as well as by using Proposition 4.4 with F(x,y) = u(x)V4v(y) we pass
to the limit (as d; — 0):

/ (z) / iwe(z, y)(E() + Vyo(@, ) - V,0(y) dy dz
Q Y
- / () / o (@, y)(E@) + Vypl(z,y)r - Vou(y) doy dz, (40)
Q b

which is the weak formulation of cell problem (37). This concludes the proof of
Proposition 4.3. U

4.4. Proof of Proposition 4.4

To simplify the notations in this proof, we drop the [ dependence of the
subsequence, although it is understood that all limits are taken along the sub-
sequence d;.

Recalling our notation = (x’,z3) € ¥ x I', we note that

d | E%(x) Fp(z,z/d) do, = Z d/ ES(x' kd) - Fp(x' kd;x'/d, k) da’
nd )
lerd

> d/ El(x' kd) - Fr(x', kd; ' /d,0) da’.
kerd z

Here, the second equality stems from the fact that F'r is ys-periodic with period
1. We now introduce the function

ity =3 d/ B, (k+0)d) - Fr(a', (k+ t)d; 2 /d, 0) da’,
b

kerd

defined for t € [0,1). We point out that we only have E} € H~Y/2(%), so
the integral above is not well defined in the classical sense. However, F' is a
smooth test function, so we can make sense of the integral as a duality bracket
{*s*)g-1/2,g1/2. The limit that we need to characterize in order to prove Propo-
sition 4.4 is limg_,0 a?(0). The desired result will ensue from the following two
lemmas.
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Lemma 4.5. Under the assumptions of Proposition 4.4, the function o satis-
fies
la 22 (0,1) < CIF |z () | B[l 120 (41)
< C|F|lp=@) 1 Jallz2(0)

and is thus bounded in L*(0,1). Furthermore, when d — 0, it converges weakly
in L?(0,1) to the function

a’(t) ::// EW (@yy' 1) Fr(z;y',0) dy da,
Q !’

where Y' = [0,1]2.

Lemma 4.6. Under the assumptions of Proposition 4.4, there exists a constant
C (depending on F, but independent of d) such that
‘ da||?

2 d||2
W < C(l +d )”E ||L2(Q)

L2(0,1)
+CA*(|V x B3z (0 + |1 BI72(00)) (42)
< C(L+d)|TallZ2(q)
Proof of Proposition 4.4. Deferring the proofs of the last two lemmas to the end
of the present section, we note that Lemma 4.6 implies that ad(t) is bounded in
C'/2(0,1) by virtue of the Sobolev embedding theorem and thus the convergence

established in Lemma 4.5 is uniform. In particular, a®(¢) is defined pointwise
with

2°(0) = / / (B (, )7 - (F(,9))r do, da

(recall that Yo =Y’ x {0}) and

lim ?(0) = / / (B y)r - (Fle.)r doyd,

which is (38). Note also that
1/2
ad(0)=d | E%(x)- Fr(xz,z/d) do, <C (d/ |Fr(x,x/d) dox> .
5d nd

Passing to the limit of this expression (using Lemma 2.4 in [2] and noting that
under the assumptions of Proposition 4.4 we have F7 € Wh*(QxY) C C(Q x
Y)), we deduce that

2%(0) < C (/Q /E P, y)? doydx>1/2.

It follows that (E©)(z,y))r € L?(Q x Xo) and thus V,¢(x, y)r € L*(Q x %),
which completes the proof of Proposition 4.4. U
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We return to the task of proving Lemmas 4.5 and 4.6.

Proof of Lemma 4.5. Note that to prove (41), we can first assume that E? is
smooth enough for the all the integrals below to make sense and conclude that
(41) holds by a density argument. We have:

1
/|ad(t)|2dt§0||F||2Loo/ > /|ET J(k+t)d)| da’| dt
0 0 kerd
2

< C P3P / > d| [ 1Bt s ) 0o

keld

< CIFE s Y //!Ed L 0d)|? da’at

keld

(k+1)d
<ClF-rie Y [ /\ETx 2)[? o’ das

keld

2
g0||F||2Lm\F|\Z|/d/ |Ef (', 25)|” da’ das.
s z

Recall that T = U, pa [kd, (k + 1)d] satisfies (~L +d,L —d) C ¢ c T =
(=L, L). This implies (41) and using Proposition 4.1 we get

e r2(0,1) < CIF| | B 220y < C|IF Lo [|Tall L2 (-

The last inequality entails in particular that, up to another subsequence, a?
converges weakly in L2(0,1) to a function a”. Furthermore, for any 1-periodic

test function ¢ : R — C, we assert that

la d ) x' ! o
/0 k%:dd/ /E +t)d) - Fr(z', (k+t)d; 2" /d,0)p(t) dz’ dt
(k+1)d
- E7(x,x3) - Fr(x',x3;2'/d,0)p(xs/d) da’ dz
kgd/ / 3 3 3 3

- / / B\ 23) - Fo(@, 232 /d, 0)p(ws/d) do’ ds
e Jy

— [ Bi@): Fr@e//doples/d) do
Y xId

Using the definition of two-scale convergence and (6), we see that

1
lim ad(t)ga(t)dtz//Egﬁ)(w,y)-FT(w;yCO)sO(ys) dy du
0 QJY

d—0

1
=/ (/Q EY (z,y) - Fr(z;y',0) dy dw) ©(y3) dys.
0 Y/
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The uniqueness of the limit implies that the whole original subsequence con-
verges to o, which completes the proof. O

We conclude this section with the proof of Lemma 4.6. We note that this
proof is the only instance in which the special geometry of our framework (the
fact that Q = ¥ x (—L, L) where X is a flat hypersurface) plays a significant
role. A generalization of this result to geometries with non-flat hypersurfaces is
given in the Appendix B.

Proof of Lemma 4.6. We prove (42) by first assuming that E? is smooth enough
for the all the integrals below to make sense (and conclude that (42) holds for
our E? by a density argument). We start with the formula

=3 d2/ Ous BS (', (k + t)d) - Fr(a!, (k + t)d; 2’ /d,0) dz’

keld

+ Y d2/ EL (2!, (k+t)d) - [0, Fr](, (k + t)d; 2’ /d,0) dz’
keld

=: B1(t) + Ba(t).
Now consider the second term, 32(t). Using the fact that 9,,F € L*, we have

2

1 1
/|52(t)|2dt§|\8xsFH§wd2/ > /\ET J(k+t)d)| da’ | dt
0

kerd

< 90 F 3 IT1d? / > a( [ Bt +t)d)]dm’)2 a

keld

< |0y F |2 |1“|d2|2\/ Z d/ |Ef (2!, (k + ¢ d)|2 da’ dt

keld

< 00, Fll3 DI 2] S d// |EL (@', (k + t)d)|” dt da’

keld

(k+1)d
< |02, F||2 |T| d2|3 Z/ /}ET (@',x3)|” day da’

keld
2
<10 Fl 01 15] [ [ B4 2 o’ doy
rJx

d
< |Qd?(|0, F (|70 | B[22 -
To determine a bound for £ (t), we use the fact that the derivative d,, E is a
combination of Vx E? and VTEg. After expanding the dot product in f; (), we

end up with two similar terms (involving 9, Eil F; and 0, Eg F; respectively),
and we will find a bound for the first one only (the second term is handled in

23



the same way):

Bu(t) ==Y d2/8L3Ed ,(k+O)d)Fy (2, (k +t)d, ' /d,0) dz’

kerd

=Y d2/ Du, Bl (2!, (k4 t)d) wi(z',t) da’

keld

where wi(z',t) = F1(z', (k +t)d,z’/d,0). Using the definition of the curl and
integration by parts once, we can then write

B =Y d2/ (V x Y@, (k + t)d)uwl (@ £) de’

kerd

+ > d2/ Oy, B4(x' | (k 4 t)d)wi(x', t) dz’

keld

=) d2/E(V>< EYy (!, (k + t)d)wi(x', t) da’

kelrd

-> d2/ E{(x, (k +t)d)0,, [wi(a',1)] . da’

keld

+ Z d? x', (k+t)d)wl(z',t) vy do,.
kerd ‘92

By using the estimates
1
i@, Ol < [Fillpe, and  [[0n,wi(@', )] < [VaFalle + S [VyFire,

we conclude that (proceeding similarly to the case with the bound for Sa(t)
above)

1
/ Bua (8)[2 dt < C2|T||3) // (V x BV (a!, 25)2 da’ das
0 rJx
+(Cd + O[T / / B (2, 23)[2 da’ s
rJx
+C’d2|I‘||8Z|// |Ed(x, z3)1|* dol, dus.
T Jox
We notice that Eg is part of E% on the boundary 9% x T' C 9€; thus, we have
1
[ 18U at < CIRIPIT x B 0 + CIOONENE o0

+ QUL+ &) B2 )

By combining these estimates, we obtain (42). The last inequality in Lemma 4.6
then follows from Proposition 4.1. U
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4.5. The cell problem and proof of Theorem 2.}
We now turn our attention to the cell problem (37). We will prove the
following proposition:

Proposition 4.7. Given E(x) € L*(Q;C?), the cell problem (40) has a unique
solution p(x,y) satisfying ¢ € L*(Q Hy(Y;C?)), and (Vyp)r € L*(Q x o).
Furthermore, we can write

o, y)=> x;(@,y)E; ), (43)
j=1

where for a.e. © € Q, y — x,(x,y) is the unique solution in

H={ue HY(Y;C%; (V,u)r € L*(Zo)}

of
Vy - (iwe(zx, y)(e; + Vyx;(z,y)) =0 inY \ Xo,
liwe(z, y)(e; + Vyx;(,y) vy, (44)
= VT ’ (0'(.’137 y)(ej + VUX] (iﬂ,y))T) on Eo,

and satisfies x; € L>(; H).

Proof. We first prove the existence and uniqueness of x; for j = 1,2,3. This
implies the existence of ¢(x,y) given by (43). The uniqueness of ¢ can be
proved with exactly the same procedure as that for x;.

The weak formulation of (44) reads

/Y iwe(z,y)(e; + Vyx(z,y)) - V,o(y) dy

- / o(@,y)(e; + Vyx;(@ y))r - Vou(y) do,. (45)

We note that x plays the role of a parameter here. Thus, for a fixed € ), we
find the function y + x,(x,y) by solving

b (X (2,-),v) = /

iwe(@, y)e; - V,5y) dy — / o(@,y)(e;)r - Voi(y) doy,
Y

3o
(46)
with the sesquilinear form b, defined by

b (1, ) = /Y (—iwe(, ) Vyuly) - Vyoly) dy + / o(@, y)Vru(y) - Vo(y) do,,

0

for all functions u(y) and v(y) in H. Under the assumptions of Theorem 2.4,
the form b, is continuous and coercive on H equipped with the norm

lul2, = / IV, u(w)l? dy + / Vru(y)P? doy.
Y >o
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In particular, the coercivity follows from assumption (19):

Re (bo(u,)) = [ () Vyuw) dy+ [ Reala,y)Vrulw)? do,

0

> cl|ullf. (47)

The existence and uniqueness of x; thus follows by virtue of the Lax-Milgram
theorem 3.1. The bound in L*(2; H) follows from (47). O

We are finally in a position to prove our main homogenization result:

Proof of Theorem 2.4. Let d; be any subsequence such that E¥ and H" two-
scale converge as in Lemma 4.2. Then, using Proposition 4.3 we see that E%
and H™ converge weakly in L2(Q;C?) to £(z) € X° and H(z) € L*(Q;C?).
Furthermore, by inserting the representation (43), which holds true by virtue of
Proposition 4.7, into the weak formulation (35) of Proposition 4.3, we conclude
that € solves the homogenized equation (18). The uniqueness of this limit,
provided by Theorem 2.6, then implies that the whole sequences E¢(x) and
H d(a:) are in fact convergent thus proving Theorem 2.4. Note that the fact that
the corrector x(«,y) solves (5) is an immediate consequence of Proposition 4.7.

O

5. Conclusion and discussion

In this paper, we rigorously derived an effective description for electromag-
netic wave propagation in a plasmonic crystal consisting of metallic sheets im-
mersed in a non-magnetic dielectric medium. The main result of our analysis is
a formula for the macroscopic dielectric permittivity, e, that combines a bulk
average pertaining to the microstructure of the ambient medium and a surface
average that takes into account the surface conductivity of each sheet. The ac-
companying corrector field is subject to a cell problem in which the divergence
of the (microscale) dielectric permittivity enters as forcing along with a jump
condition across the sheet that is proportional to the surface conductivity and
involves the surface Laplacian of the corrector. In our analysis, we made use of
the well-known notion of two-scale convergence from [1, 29].

It is worthwhile to compare our approach and main result to the ones in [4].
Although that work ([4]) reports a similar result for the effective permittiv-
ity, the geometric setting (in the context of geophysics) in [4] is different from
ours. The mathematical formulations bear a resemblance; the respective proofs,
however, are quite different. In [4], a key tool is the generalization of the no-
tion of two-scale convergence to functions defined on periodic surfaces [2, 27].
This immediately implies the two-scale convergence of the interfacial currents
(adE%)(;Zd, and the difficulty is to properly identify the corresponding limit.
This part of the proof in [4] exploits in a crucial way the particular geometry
of small inclusions as opposed to the large sheets of our work. (Note, however,
that the main ideas in [4] could certainly be adapted to our setting). The proof
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that we develop in the present paper does not rely on this notion of two-scale
convergence on surfaces but instead recovers directly the convergence of the
currents to the appropriate term in the sense of distribution; cf. Proposition
4.4. This aspect of our work, and in particular the introduction of the function
ad(t), is close, in spirit at least, to the unfolding method developed in [12].

From a physical viewpoint, the plasmonic structure analyzed here has been
proposed as a type of metamaterial that may achieve the epsilon-near-zero ef-
fect. According to this effect, a macroscopic electromagnetic wave can propa-
gate through the structure almost without any phase delay. This possibility has
been recently predicted for isotropic and homogeneous metallic sheets hosted
by relatively simple, anisotropic dielectrics (ambient media) by use of classi-
cal solutions to Maxwell’s equations via the Bloch wave theory [21, 23]. Our
analysis here is more general since it relies on intrinsic properties of Maxwell’s
equations, without recourse to particular solutions. Thus, our homogenization
result is a promising tool for understanding how the epsilon-near-zero effect can
possibly emerge in a broad class of plasmonic structures. The implications of
our homogenization outcome are the subject of work in progress.

To link our homogenization result to predictions related to the epsilon-near-
zero effect, e.g., [21, 23], consider cell problem (5) in the simple case with V,, -
e(x,y) = 0. By this hypothesis, we deduce that the corrector field must vanish,
i.e., x(x,y) = 0. Hence, formula (4) for e* reduces to the average

e = /Ye<y> Q- /E {o(y)Pr(Ln)} doy, (48)

under the additional, simplifying assumption that the dielectric permittivity, 2,
of the ambient medium and the surface conductivity, o¢, of each sheet depend
only on the fast coordinate of the problem. For a plasmonic sheet such as doped
graphene it is possible to have Imo > 0 and Imo > Reo > 0 [10, 13]. Thus,
by inspection of (48) one observes that ¢ = o(w) = o0%(w)/d can possibly be
tuned so that at least one of the eigenvalues of £ is close to zero. This in turn
implies that an electromagnetic wave propagating in the appropriate direction,
determined by the respective eigenvector of £, may experience almost no phase
delay. For examples in the relatively simple setting with a diagonal £ and scalar
constant o, the reader is referred to [21, 23].

Specifically, if one chooses e(y) = diag(e,(y), ey (y), €. (y)) with e, = const.,
ey(y) = €:(y) = €,0f(y1), €20 = const. and o = const. for some positive and
bounded function f [21], by (48) the effective dielectric permittivity becomes

1 1
e = diag (&m gz’()/ f(y1) dyr +io/w, 52,0/ fy1)dyr + ia/w) .
0 0

Notice that if Reo ~ 0 and Im ¢ > 0, the two diagonal elements of ° are close
to zero if w or d is adjusted so that the following relation holds:

d =~ dy :—_w’i(w)</01f(yl)dy1)

WE~ .0

-1
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Note that the quantity —ic?/ (we o) is the plasmonic length, which expresses
the scale for the decay of a surface plasmon-polariton away from the sheet
in the case of transverse-magnetic polarization [23]. The condition d ~ dy
has dramatic consequences in the dispersion of macroscopic waves through the
plasmonic structure [21].

This discussion points to a few open problems with direct implications in
plasmonics. For instance, it is of interest to define the epsilon-near-zero effect in
situations where the dielectric permittivity of the ambient medium or the con-
ductivity of the metallic sheet also depend on slow spatial variables (in isotropic
or anisotropic settings). A related issue is to understand the role of the corrector
field if V, -e(x, y) # 0. Our assumption that the ambient medium and sheet are
non-magnetic can be deemed as restrictive, and could in principle be relaxed.
In the presence of magnetic media, the homogenized Maxwell equations may
include an effective magnetic permeability, u°, that should combine bulk and
surface averages. In fact, the jump condition across the sheet can be general-
ized to also include a discontinuity in the tangential electric field which may be
relevant to the magnetoelectric effect [36]. This and other generalizations can
lead to rich homogenization problems in plasmonics.

Appendix A. Two-scale convergence: A few results

First, we recall the following classical definition and corresponding theo-
rem [1].

Definition A.1. A sequence u? in L?(Q;C?) is said to two-scale converge to
u® € L2(Q x Y;C?) if

jim [ wl(e) - ¥(w.a/d) dx,// (2, y) dy dz,

d—0

for all test functions ¥ € Cy(; C(Y;C?))

Theorem A.2. If the sequence u is bounded in L?(§2;C?), then there evists
a subsequence which two-scale converge to a function u(® (z,y). Furthermore,
the sequence u? weakly converges in L*(Q;C?) to the function

i) = /Y i (, y) dy.

Next, we prove the following lemma which is also relevant to our exposition.

Lemma A.3. Let f € Li&(Y;(CS) be such that

Vx fley) =0 nD@xY), [ flay) dy-
Y
Then, there exists a scalar function o(z,y) € L*(Q; Hy(Y)) such that

f(z,y) = Vyp(z,y).
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This result is a slight variation of Lemma B.5 in [40]. We give the proof for
the sake of completeness.

Proof. We can write the following Fourier expansion of f in Y:
Fay) = Y enl@ez,
kezZ3

The conditions on f imply that ¢ x k = 0 for all k € Z3, ¢y = 0. In particular,
for k # 0, the vector ¢ is parallel to k; and if we define dy, = % then we
have ¢ = (i27)d;k. This in turn implies that the function

plxy)= Y de?™y

kez3\{0}
satisfies
Vyp(m,y)= Y i2ndpke®™ Y = f(a,y).
kez3\{0}
Furthermore, ¢(x,y) € LQ(Q;H#(Y)) since f € Li(Y;(C:)’). O

Appendix B. General hypersurfaces ¢

In this section, we generalize the main result to non-flat hypersurfaces . In
particular, we show how to prove our main result (4) when the hypersurface ¥
is not necessarily a plane, but forms the graph of a smooth Y’-periodic function
h (for which, for simplicity, we assume that —1 < h < 1). More precisely, we
still assume that the domain Q has the form

Q=Y xT,
where Y’ is a smooth bounded subset of R? and I = (—L, L). But we now take
Y = Upera{ (2, dh(x'/d) + kd) ; ' € X'},

where 'Y = {k € Z; kd € (~L +d, L —d)}. Note that this definition of I'* (and
the assumption —1 < h < 1) ensures that >4 does not intersect the boundaries
Y x {—L} and ¥’ x {L}. Finally, we recall that ¥ denotes the graph of h in
Y:

Yo ={( h(y);y €Y'}

The only part in the proof of Theorem 2.4 that utilized the particular structure
of ¥¢ was in the proof of Proposition 4.4. We will thus show in the following
that the result of Proposition 4.4 still holds in the more general framework
described above. In order to state the corresponding result, we introduce the
matrix P(y’), which expresses the projection onto the tangent space of X at
the point (y', h(y')). For & € %¢, we thus have

El(x) = P(z'/d)E%(z).

Our goal is then to prove the following proposition.
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Proposition B.1. Assume that h € W;’OO(Y’) and recall that E® is bounded

in X% and two-scale converges to the function E(O)(az,y). Then, for all func-
tions F(x,y) defined in Q x Y that are periodic with respect to y and admit
F,V,F, V,F e L*(QxY), we have

limd [ EX(xz) - Fp(z,z/d) do, =
d—0 nd

/Q / P(y)E© (x,y) - P(y)F(z,y) doydz. (B.1)

Proof. As in the proof of Proposition 4.4, the key step is the introduction of the
following function (defined for ¢t € (0,1)):

odt)y=d | Ei(x' ,zs5+td) Fp(x' zs+td;x'/d, x3/d) do, (B.2)
nd
=y d/ P (%) E% (2, (k+t)d + dh(x'/d))
kerd ¥

P (Z) F (@, (k+t)d+ dh(a’ /d); @' /d, h(a' [d)) /1 + ‘Vh (=) ’2 da'.

The main difficulty is to derive the appropriate bounds on a? and its deriva-
tive (see Lemma 4.6). For this purpose, we introduce the diffeomorphisms
g : R® = R? and g? : R® — R? defined by g(z) := (z',h(z') + z3), and
g’ (x) := dg(x/d) = (z',dh(z'/d) + z3). We have ¢ = g¢(£%), where

id = Ukepdz/ X {kd},
and Q = g4(Q%), where
Q= {(«',23); 2’ € Y, —L — dh(a'/d) < x5 < L — dh(2'/d)}

(note that [QAQ?| < Cd). We also define
~d ~
E (z) = E'(¢g%(x))Vg'(x), €@
~d
that is, E, () = Z?Zl E;(g9%(x))9;g%(x). This is a natural definition when
E? is the gradient of a potential (that is when E? is curl free). We will see
below that this change of function also preserves the curl estimates that played

a crucial role in the proof of Lemma 4.6. More precisely, we will make use of
the following properties:

1. Since Vg*(x) = Vg(z/d), we have ||0;g}||L~ < C for all i, j, indepen-
dently of d. Furthermore, a simple computation gives

| det Vg¥(z)| = 1. (B.3)

In particular, we have (with d-independent constants)

/~ B (2))? dae < c/ |E(2)|? da < C. (B.4)
Qd Q
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~ ~d ~

2. For & € ¥%, the projection E; onto the tangent plane to ¥¢ only depends
on EdT, the projection of E? onto the tangent plane to £%. Indeed we can
write

Ef(w) = (B (2), By(@),0)"
= (019" (z) - E*(9"(2)), 029" (2) - E* (¢"(2)),0)"
= (019’ (@) - EZ(g"(2)), 29" (@) - E7(g%()),0)" .
In the last equality we used the fact that 0; g% and 9,9 are tangent vectors

to X4, Using the fact that the vector (—d;h, —d2h, 1) is normal to g (it
is the vector d;g? x dg?), we can rewrite this equality as

Eqp(z) = M('/d)E (g% (x)), (B.5)
with the matrix
1 0 O1h(x)
M(z') = 0 1 Ozh(x')

—81h(w’) —82h(:c’) 1

This M (') is smooth and invertible. (The latter attribute can be read-
ily deduced from the determinant of M(z’), which is 1 + |01h(z'/d)|* +
|O2h(x' /d)|?). We can also write

E(2) = M(a'/d)P(a’ [d)E* (" (x)). (B.6)

~d ~

3. The definition of ¢ immediately gives E;(x) = Eg (gd(:c)) in Q4. Fur-
thermore, since Eg is part of E% on 9% x I, using (B.3) we conclude
that

// Bl (2, 29) 2 da’ das g// B2/, 24)[2 da’ das < C. (B.7)
T 4 I >

4. The curl of Ed only depends on the components of V x E¢, and is thus
~d
bounded in L?. Indeed, writing E (x) = Zj’:l Eg(gd(m))Vg?(a;), we find

() x Vg?(a:)

3
"= 2V
3
Z AE](g'(x)) Vgl (x) x Vgi(x),

where we used the chain rule V(E;(g(z)) = Zle 0 E;(g(x))Vg,(x).
Using the anti-symmetry of the cross product, we deduce the relation

Vx B'(z) = 5 3" Vai(@) x Vglle) (0B g (@) - 0, (g @))].
J#l
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~d
We thus see that Vx E (x) depends in a linear fashion on the components
of V x Ed(gd(ac)) and, since [|9;g4||p~ < C, we obtain

IV x E' (@) < OV x B(g"(x)) [

In particular, (B.3) implies the estimates
~d
/~ IV x E ()] dx < c/ IV x E%(x)]?dx < C. (B.8)
Q¢ Q

We are now ready to prove Proposition B.1. Using the change of variable
introduced above, we can rewrite the function a?(¢) in a form similar to the one
appearing in Proposition 4.4. Indeed, using (B.2) and (B.5), we find that

=> d/ Ep(@, (k+)d) - Fo(@', (k + t)d: &' /d, 0) da’

kerd

where

Fir(z,y) = (M) Fr(g’(x), g(u)\/1+ [VA(y)
=M@y ) YW Fr(z',dh(y') + z3,9(y)) V1 + |VA(y) %

In order to finalize this step, we only need to show that the results of Lemma 4.5
and Lemma 4.6 hold in our framework. The proof of Lemma 4.6 requires only

~d ~d ~d
appropriate bounds on E and F' . In particular, we realize that F satisfies

~d ~d ~d
|F |loe@xy) < C, [[VoF |L=xy) <C, |[VyF |[1=@xy) <C,
(with constant C independent of d) which, together with the bounds (B.4),

(B.7) and (B.8) are all that we need to prove Lemma 4.6. These same bounds
are also sufficient to show that a?(t) is bounded in L?(0,1). To prove Lemma

4.5, we therefore only need to identify the limit of fol a(t)p(t) dt. Using (B.6)
and (B.2), we write

/Olad@@(t)dt_/wM(g)p( ) B (o, dh (%) + 2s)
(3 (%)) B (wan (%) + 239 (5-0)) elas/a

1+ [vh (5)] de
= [ P(5) B @) (5) F (0.9 (520)
o(5 -0 () Y1+ [vn ()] do
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with T4 = Upepalkd, (k + 1)d] = [dko, dky] and @ = {(a,23); ' € X, dko +
(x'/d) < x3 < dki+dh(2’/d)}. The usual properties of two-scale convergence
imply that the above expression converges to

/ / P(y)EO (2, y)-P(y)F (2.9 (4/,0)) o(ys—h (' )/ 1 + VA (o) dy dae
- / / P()E©) (x,y) - P/)F (2.9’ h(y))
QJY
(s — h (¥ 1+ |Vh () dy dae
//P NEO) (w9, ys + h(y') - P(y')F (.9, h(y))

o(ys)\/ 1+ |Vh (y)|? dy da.

It follows that a?(t) converges L?(0,1) weakly to

/Q / (@'t + h(y) - P(y')F (2., h(y)
1+ |Vh(y)| dy de.

Analogously to the proof of Proposition 4.4, we can thus conclude that

limd | E%(z)- Fr(x,z/d) do,
d—0 Ed

/ / P)EO (g hy) - PWF (2,9, k() 1+ VA () dy de

~ [ [ PwEV@.y) PW)F @.y) do, do.
QJX

This completes the proof of Proposition B.1. O
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