BOUNDARY VORTEX FORMATION IN
POLARIZATION-MODULATED ORTHOGONAL SMECTIC LIQUID
CRYSTALS

CARLOS J. GARCIA-CERVERA*, TIZIANA GIORGI', AND SOOKYUNG JOO*

Abstract. We investigate the relaxation of an energy functional originated in the physics lit-
erature to study the bistability of polarization modulated orthogonal smectic phases (SmAPrpoq) of
bent-core molecules liquid crystals. We show that the interplay between the mixed boundary condi-
tions and the shape of the sample results in boundary defects. We also analyze the bistable switching
due to an applied electric field via gradient flow numerical simulations. Our computations reveal a
novel dynamic scenario, where switching is achieved by the formation of two internal vortices.

1. Introduction. A liquid crystal (LC) is a material that exhibits states be-
tween liquid and crystal, where it loses some or all of its positional order, but main-
tains partial orientational order. In the nematic phase, only some orientational order
is preserved, and molecules tend to locally orient along a preferred direction, repre-
sented by a unit vector, n, called director. As temperature decreases the mechanical
interactions become more pronounced, some degree of positional order appears, and
layered structures form, entering the realm of smectic phases. Two common smectic
phases are the smectic A (SmA), and the smectic C (SmC), with their chiral variants,
SmA* and SmC*. In the SmA phase, the axes of the orientational and positional
orders are parallel, while in the SmC they are tilted one with respect to the other.

At the base of most practical uses of LC is the observation that the local orien-
tation can be changed by applying an electric or a magnetic field. At the moment,
display devices are mostly based on nematic LCs, but operate close to physical limits,
[33]. Hence, the interest in smectics, which have potential for superior operational
speed and resolution, [19]. An attractive feature of the SmA phase is its high con-
trast ratio, and excellent bistability [22, 21, 27]. Bistability means that there are
two energetically equivalent global minimal states, which implies the possibility of
maintaining a static image without requiring a continuous source of power [12, 6, 7].
Thus, bistable LCs capable of SmA-like phases are desirable for devices, such as mo-
bile phones and large area signages, where saving power consumption is critical. The
available bistable devices are based on nematic chiral or ferroelectric SmC* LCs [8].
But, synthesizing chiral molecules is expensive, and for the past decade [25, 9, 17]
scientists have been extensively studying LCs composed of achiral bow-like shaped
molecules, so-called bent-core liquid crystals (BLCs), where the bent shape allows for
efficient packing, and results in ferroelectric properties. And, while ferroelectricity in
rod-like LCs is caused by the tilt of the molecules with respect to the smectic layer
normal, thus it is present only in SmC* phases, the layers of BLC compounds can be
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polar also in the SmA-like phase (SmAP). The discovery of a ferroelectric SmA phase
(SmAPy) in BLCs, announced in a 2011 Science Magazine article [28], see also [16],
introduced scientists to the first experimentally confirmed “proper fluid ferroelectric”,
[26]. A one-dimensional continuum model for this phase is presented in [14].

We are interested in the ferroelectric bistability of polarization-modulated orthog-
onal smectic LCs described first in [36], where the authors report a BLC compound ex-
hibiting a SmAP: phase at a lower temperature, and a polarization splay-modulated
orthogonal SmA phase (SmAPy,,.q4) at a higher temperature. The tendency to splay
results in a periodically splay-modulated bulk phase, where each splay domain is sep-
arated by a domain wall, and which experiments show has a bistable response to
an applied electric field. In [36] is theorized that opposite anchoring at the stripe
boundaries, and in-polarization form topological singularities (Figure 1) leading to
bistability, and a one-dimensional energy is introduced to model this effect.

We study a two-dimensional version of a relaxation of the energy proposed in [36],
see also the dimensional reduction argument presented in [11], which depends on a
physical parameter, ¢, and is defined on a square domain, §2, modeling the cross section
of one thin splay domain. Adapting, and generalizing methods from [32], [1] and [2], we
prove that for small values of ¢, global energy minimizers, p* = (p5, p5), of this energy
(denoted by E.) converge up to subsequences to an S! valued function, which has
always boundary vortices, but never internal ones. Converging subsequences exhibit
at e-distance from the boundary, and having location consistent with the formation
of boundary vortices located on opposite sides of the sample away from the vertices of
the domain, what we informally call near defects. These are e-dependent sets where
the relaxed polarization director has modulus less than one-half, roughly speaking,
their union is the set S. defined in (4.1), and which we expect will contain the vortices
of the limiting problem. Our main analytical result reads as follows:

Theorem 4.3: Let p° be a minimizer of E.. For any sequence ¢ — 0, there is
a subsequence €, — 0, and two points {b3, b5}, on opposite sides of the horizontal
boundary, T g, such that p — p* in HE NCioc(Q\{b7,b3}), and p* : Q\{b3, b3} — St
satisfies the equation Ap* + |Vp*|?*p* = o(os pip* —e). Furthermore, p* is a piecewise
constant vector field on Ty \ {b}, b5}, with values +e1; and p* = v on the vertical
boundary, I'v. Additionally, osp5 > 0 a.e. for o # 0. In here, ¢ > 0 is proportional
to the applied field, o is the sign of the applied field, and e = oses.

Previous studies on boundary vortices formation in Ginzburg-Landau-type models
[24, 18, 1, 2] deal with smooth domains, and the presence of defects is a result of the
imposed boundary conditions, and values of physical parameters. Instead, in here, the
interplay of boundary conditions and shape of the domain is essential for the formation
and location of the boundary vortices, and for the absence of global minimizers which
have internal vortices. And, novel ideas are needed to estimate the energy signature
of defects at and near the corners (see Propositions 3.5 and 3.6), to deal with different
boundary conditions (Dirichlet and Robin) in different parts of the boundary.

We also numerically study the dynamics of the model bistability, that is we ex-
amine how the polarization is switched when the direction of the applied electric field
is reversed. While one might expect that the switching happens with the nucleation
of one internal vortex, which then travels from one side to the other, [36]; our simula-
tions suggest the formation of two distinct internal vortices, which move towards the
center of the sample, where they annihilate with each other, see Figures 5 and 6.

The paper is organized as follows. In Section 2, we introduced the mathematical
setup needed to study the proposed energy functional. Section 3 contains the deriva-
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tion of an energy upper bound, and standard estimates used to obtain the convergence
result of Theorem 4.3. In Section 4, we derive a matching energy lower bound, and
show that up to subsequences global minimizers have only near boundary defects.
Finally, in Section 5 we present our gradient flow numerical simulations.

Fic. 1. Polarization splay stripes

2. Model. The bow-like shape of BLCs is described by the nematic director n,
directed along the molecular axis, and the polarization director p, along the bow of
the molecules; which is the same as the direction of the spontaneous polarization,
P = Pp, and is perpendicular to n. Hence, the constraint n - p = 0. The layers of
smectic phases are model through the so-called smectic order parameter U.

To describe the experiments in [36], we start from an energy in terms { ¥, n and
p; and, as in [36], we assume P = Pyp, with P constant; n = e3; and ¥ constant.
Since n and p are constrained by n-p = 0, these assumptions imply that only in-layer
polarization is possible, i.e. p € S!, and p = (p1,p2,0). Again following [36], we also
assume constant applied electric field. In conclusion, we have: E., = F.,.es,n =
es, P = Pyp with [p| = 1, and E., and Py fixed constants. Note that the applied
electric field tends to make the polarization orient along the y direction.

The intrinsic property of the SmAPy,,.,4 phase, where a periodic array of domains
with linear polarization splay is formed, gives rise to opposite strong anchoring, see
Figure 1. In other words, the polarization splay stripes are separated by domain walls,
where the polarization has opposite direction on each side of the wall. This suggests
that one polarization splay stripe can be modeled by a square domain with polar
director pointing in opposite directions on the vertical sides of the sample.

Following [36] and [11], we adopt the free energy:

E(p):/ (K|VP|2_POEezP2) dX+W (p'y)Qu
Qs Isu

where Qg = (0,5)? and T'sg = (0,5) x {0,S} . We then rescale length by S, to
rewrite the energy in dimensionless units:

E 1
ﬁ:/uw—zaasm)dﬁ—/ V)
K Q € Jry

with Q = (0,1)2, Ty = (0,1) x {0, 1},0 = 501l 5 — gign(E,,), & = 5.
We assume Dirichlet boundary condition for p on the vertical sides:

(2.1) p=v for x € 'y = {0,1} x (0, 1),

where v is the outward normal vector. The surface energy on the horizontal part of the
boundary is included to model the polarization structure along the stripe boundaries.
Part of this term models the electric self-interaction energy presented in [3], see [11].
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The explanation proposed in [36], for the mechanism driving the bistable response
to an applied electric field of the SmAPp,,0q4 phase, envisions vortices moving from
one side of the horizontal part of the boundary to the other. However, it is known that
an interior vortex for a map p € S! has infinite energy [5]. We follow the standard
literature in the Ginzburg-Landau theory, and relax the p € S' constraint. Up to
constants, we arrive to the following energy functional:

1 1
2 Bw)= | (|Vp|2+< —|p|2>2+a|e—p|2> drdy+ L [ -0 de,
Q € 2¢ Jry,

where e = 0, e5. We impose the Dirichlet boundary condition (2.1), and define
(2.3) Hi = {pe H'(R?) : p|r, = v}
The remainder of the paper is dedicated to the study of minimizers of E. in Hj,.

PROPOSITION 2.1. For each fized € > 0, the functional E. attains its minimum.

Proof. Existence of minimizers of E. in Hj, follows by standard calculus of vari-
ations arguments. Let {p;} be a minimizing sequence for E. in H},. Taking p(z) =
(221 — 1,0), we see that E. is bounded above in H},. Therefore, llpjllwr2) < C,
and so there is a subsequence, still labelled {p;}, and a po, € W12(Q), such that

Pj — Poo in WH3(Q)  and  p; — poe  in L*(Q) and a.e. in Q.

L?-convergence on the boundary follows from the estimate in Theorem 1.5.1.10 in
[15], which holds for any Lipschitz domain, and all 0 < ¢ < 1, giving fasz Ip;|* <

c (\/Sfﬂ |Vp;|* + % Jo |pj|2) . Thus, ps € H}, and E.(po) < lijrgg.}fEs(pj). 0

LEMMA 2.2. Let p. € H}, be a critical point of E-. Then |p:| < 1 and |Vp.| <
C/e for some constant C.

Proof. The proof of this lemma follows classical ideas, see [1], albeit modifications
needed to treat the non-standard boundary conditions of the problem studied in here.

A critical point of E.(p) in H}, satisfies weakly the Euler-Lagrange equations:

I — o
—Ap+ Tp—l—a( e)=0 inQ,

0 1
(2.4) 8§+ (p-v)r=0 only,

p=v only.

We set V = |p|* — 1, so that VV = 2p - Vp, and 1AV = p- Ap + |Vp|%.
Then, by (2.4), we have AV =p (‘ pl°~ Lp+o(p — )) +|Vp|?, which yields 1AV >

= [IpP([pl* = 1) + 0e*(]p|* — [p2])] - Multiplying by Vi = max{V,0}, we gather I =
= Jo (IPPP(Ipl> = 1) +0€2(Ipl2 - Ipzl)) Vi <5 JqAV - Vi But, Vi g% =0 on Ty,
since p = 1/ there and V+ 2V+ (p-v)? < 0 on I'y; therefore, we conclude,

2 fasz V- 2 fsz |VV+| <0.

On the other hand, I > & [q |p| (Ip[(Ip]> = 1) + o<*(|p| — 1)) Vi > 0since |p| > 1
where V. # 0. Therefore I = 0, hence either V, = 0 or/and |p|*(|p|? — 1) + o?(|p|* —
|p2]) = 0. However, the second case is not possible if |p| > 1; and, since V; > 0 implies
Ip| > 1, we conclude V4 = 0, which yields |p|? < 1.
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To prove the gradient estimate, we proceed by contradiction. Suppose there is
a sequence {ex} — 0, and x;, € Q for which ¢, = |Vpr(zx)| = ||[Vpr|leo satisfies
extr — 0o. Define vy (z) := pi (:zzk + i), thanks to the bound proven above, we have
Avg, = ﬁ [(lvx|? = 1)v + o€?(vi — €)] — 0 uniformly. Since the domain of vy, is
(2 — z1), due to the mixed boundary conditions (2.4), we have four possible cases.

Case 1: tpdist(zg; Q) — co. In this case, the domain of vy converges to R2.
And, we have that the limit v of the v}’s is a bounded harmonic function in R?. By
Liouville’s theorem, this implies v constant, which in turn gives Vo(z) = 0, and we
have a contraction, since |Vvy(0)] =1 for all k, hence |Vu(0)| = 1.

Case 2: tdist(xg; Ty) — oo but tgdist(zg;Ty) is uniformly bounded. In this
situation, the domain of v; converges to a half plane. For simplicity, we may assume
it to be R%. Thus, the limit v is an harmonic function on R with homogeneous
Neumann boundary condition: % = —ﬁ(vk -v)v — 0. But, then the even reflection
principle yields a constant solution v in all of R?, and we are back to Case 1.

Case 3: tpdist(xp; Ty) — oo but tgdist(xg;T'y) is uniformly bounded. We can
then assume that the domain of v, converges to the half plane R x R, and that the
limit function v is an harmonic function verifying the Dirichlet boundary condition:
v = v = —e;. Consider w = v + e, then w is a bounded harmonic function with
homogeneous Dirichlet boundary condition. Applying the odd reflection principle to
w, we obtain that the extension of w is a bounded harmonic function in R?, therefore
w is constant, hence v is constant, and as before this leads to a contradiction.

Case 4: tpdist(xg, 'vNI ) is uniformly bounded. We can assume that the domain
of vy converges to the first quadrant, R, x Ry, with Dirichlet boundary condition,
v = v = —ep on {0} x Ry, and homogeneous Neumann boundary condition on
Ry x {0}. By applying the even reflection principle along the positive z-axis, we
obtain v iconstant following the argument in Case 3, hence we have a contradiction.

We conclude that there exists a C' such that |Vp.| < C/e. O

For global minimizers, in the presence of an applied electric field, it is easy to see
that the y-component of p. follows the field. In the absence of an applied field, i.e.
when o = 0, we instead expect global minimizers to have y-component either always
positive or always negative, in accordance with the expected bistability of the phase.

LEMMA 2.3. Let p. = (p1,p2) be a global minimizer for E.(p) in HP. We have
that if o # 0 then osps > 0; while if o = 0 then ps does not change sign in €.

Proof. Assume o # 0. Given a global minimizer p. = (p1,p2), we consider
Pe = (P1,05 |p2|), and compute its energy: E.(p:) < Ee(pe) — 20 fQ(|p2| — 05 p2) dz;
and, since pe is a global minimizer, this implies o5 p2 = [p2| > 0 a.e. in Q.

If o = 0, and p. = (p1,p2) is a global minimizer, as above we have that p. =
(p1, [p2]) is also a global minimizer, since F.(p.) = F-(p.). In particular, both p. and
pe verify (2.4). Set w = 3(p2 — |p2|) = min{0, p2} < 0, then w € H*(€2;R); moreover,
because |p:| = |pe|, it holds

2
-1
Aw P ;—w>0 inQ,
g
0 1
(2.5) a—j+gw:0 on Ty,

The right hand-side of the first equation in (2.5) is bounded in €2, hence we can
apply Theorem 8.22 in [13] to obtain that w is continuous in €.
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Assume that there exists z¢ € € for which w(zg) = 0, pick R > 0 small enough so
to have Br(zo) € €; given that w < 0 by definition, this implies supp, (,,,) W = supg w.
Therefore, by Theorem 8.19 in [13], we gather that w = 0, or in other words py > 0
in Q. If such xg does not exist, then w < 0 in §2, and we conclude p, < 0in Q. O

REMARK 2.1. A solution in H*(Q;R?) of (2.4) belongs to C™=(; R?)NCY(Q; R?)
by the classical reqularity theory for elliptic problems (for boundary regularity of mized
boundary value problem see [20], and reference thereafter).

In the remainder of the paper, we assume o = O(1) for € — 0; and for a € R?,
and R > 0 we adopt the following notation:
Qr(a) = QN Bg(a), I'}(a) =Tv N Bg(a), andT' (a) = Ty N Br(a);
'L and T'Z are the top, and bottom portions of I' 7, respectively;
Given a set G with GNQ # 0, E-(pe; G) is the restriction of E.(p:) to G;
Ay r(a) = Qg(a) \ Q-(a) for 0 <r < R;
V is the set of the four corners of €;
B and v denote any two numbers such that 3/4 < § <y < 1.

A e

3. Basic estimates. To show convergence of global minimizers, we need up-
per and lower bound estimates for the energy of near defects, obtained following
ideas first introduced in the classical work of Bethuel, Brezis, and Hélein [5], for the
Ginzburg-Landau energy of superconductivity. The task here is to refine and adjust
this approach to accommodate the new specific properties of our model: a Lipschitz
domain, and a mixed of strong and weak anchoring conditions. The main references
we follow are the works of Alama et al. [1] and [2], Struwe [32], and Moser [23].

3.1. Energy upper bound. In this section, we obtain an upper bound for the
energy F. of global minimizers, which combined with the lower bound estimates for
the energy of near defects derived in Section 3.3 will show that having internal near
vortices is too energetically demanding compared to having near boundary vortices.

PROPOSITION 3.1. There is C > 0, and €9 > 0 such that for e < g9 any global
minimizer of E- in H}, satisfies E.(p.) < w|lne|+ C(1+ o).

Proof. Our numerical results in Section 5 suggest that stable minimizers have
two off-domain symmetric boundary vortices at distance € from an horizontal side.
Thus, we pick a; = (1/2,0), az = (1/2,1), and R > 0 so that Q3r(a;) are disjoint half
discs, for i = 1,2; and, following [23], we define locally an S! valued map p°, which
has exactly two boundary vortices located at distance € from a; and as. That is,
we set pf(x) = (v — a1e)/|x — a1e| if © € Bag(ay), and p*(z) = (x — age)/|x — aze| if
2 € Bag(az). Inhere a;c = a;+ev(a;) fori = 1,2. Pick g > 0 small enough depending
on R, we estimate the contribution to the energy density by direct computations:

1 1
—/ |Vp©|? dx < —/ |Vp©|?dx < E(ln(?R) —Ine);
2 QR(al) 2 B;R(ala)\Bj(ala) 2

1 2R 2
—/ |Vp©|>dz < C; and / (p°-v)?da < / -
2 Jasr(an)\Qr (a1) T (a1) 2R T+ €

where, for s > 0, B (a1.) denotes the upper-half of the ball of radius r and center
a1.. We extend p® to the whole domain, in such a way that its energy contributions
will be of lower order. Specifically, along the horizontal boundary we define p* = —e;
ifz < % — 3R, and p* = ey if x > % + 3R. On the rest of the horizontal boundary,
2 (a;)\I'4 (a;), we continuously connect the map at |z —a;| = 2R and |z —a;| = 3R.

dx < 7e;
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Then p§ < Ce there, 50 that i, \pr (4, (07 - v)? < Cc®. Proceeding similarly on
3R\ 2R\
Qor(az), we arrive to E.(p%; Qar(a1) UQsr(az)) < mlne[+ C(1 + o).
To extend p: to the region Q = Q\ U7_, Qsr(a;), we consider the function g°(z) =
von 'y, g°(x) = p. on 92\ T'y, and notice that deg(g®;9€2) = 0; then as in [1], we
can define p. on Q to be the S'-valued harmonic extension of ¢°. O

3.2. n-compactness. A key ingredient in the derivation of an energy lower
bound is the so-called n-compactness (Proposition 3.3), which is essential in proving
a bound for the number of near defects allowed in a global minimizer (Lemma 4.1).

Define F'(r; g, p,e), which we will use to bound the penalty terms of E.(p), as

1
F) = Fraoper | [ {|Vp|2 LA pP 4 ole- p|2}
OB, (z0)NQ 2e

+§ > v’

z€IB,(xo)N'y

LEMMA 3.2. There are Cyrg > 0 such that for e < 1,z¢9 € I',;7 < r¢ and for a
critical point p. of E., we have

1 1 1
3.1 — (1 = |p|?)? — |2 7/ )2 ds< - F 2.
( ) »/S;T(:Eo) |:2‘€2( |p€| ) " U|e p5| - 2e Ff(wo)(ps V) "= 2 (T) I

Proof. Consider the following Pohozaev identity, which we derive by multiplying
the Euler-Lagrange equations (2.4) by X - Vp (see [34, 1]):

dp 1 9 1 — ,
/897[ g, % Vet 5Vl (X u)+{4€2(1 p)? + Zle—pl*p X v do

(3.2)

— [ - bR+ Gl o b v X4 LR X) - VDX s
e 2 2

for any X € C°°(Q;R?), where DX denotes the matrix of partial derivatives of X.
Let ro small enough, so that if » < 9 and 0B, (z9) Ny # 0, then OB, (xg) NN

consists of either two points on I'yy or one point on 'y if B.(z9) NTy # (). Given

xo € Ty, and r < 1o, suppose that B, (xg)NTy = 0. Take X =z —12( , then X-v =0

on I'g(z9) and X - v = r on 98, (zo) N . Using equation (2.4), we can find an upper

bound for the left hand side LHS of (3.2). We start from

0 1
/ —8—pX -Vpds = —/ p2(z1 — (z0)1) (p2)a, ds
TH (o) v € JTH (x0)
— o [ G- Gonds =g (v X - [ s
Xy - )
2 Jr# (zo) 26\ eorF (wo) 7 (20)

and, noticing that X -7 =0 and X - v = r on 9Q,(zo) N, we gather

0 1
[ (Exwegmkeen) sy [ ju
09, (wo)n \ OV 2 2 Jaq, (zo)ne

Therefore, we conclude
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1
as<o|(r ¥ pg(x)_/ pdds +i/ Vol ds
2 OTH (z0) H (z0) 2 Joq, (z0)ne2

1 1
+r/ (—(1 — [p/*)? + =ole —p|2) ds.
09, (z0)n0 \ 4€* 2

But, X = x — 2 implies DX = Id, and V- X = 2, so the last two terms of the right
hand side of (3.2) vanish. Inequality (3.1) is then a consequence of (3.2) and (3.3).
If instead, B,(xo) N Ty # 0, we rewrite LHS in three parts:

LHS :z/ l(s)dSZ/ l(s)ds+/ l(s)ds+/ I(s)ds.
afzr(xo) FY (:Eo) Ff (:Eo) BQT(IQ)QQ

The last two integrals can be estimated as above. For the first integral, we instead

(3.3)

0
notice that p = v on I'Y (x¢) gives |[p| = 1 and 8_p =0and X -v > 0 on I'Y (), so
T
that

— Ip op  Op 1
/FY(%) o) ds = /ry(mo) ( 3VX (8yy+ 377—) + 2|Vp| X v

Tle = v2(X - 1)) = _y g, .
+2|e v|*(X u))—Ay(m0)< 8V8VX V+2|Vp|X v+o(X -v)

1
:/ (——|Vp|2X-1/+0(X-I/)> < or?,
Iy (@o) \ 2

which yields (3.1). The case x¢ € I'y can be treated similarly. O
The n-compactness result stated in the next proposition is proven using Lemma 3.2,
and proceeding with suitable adjustments as in Proposition 4.1 of [1].

PROPOSITION 3.3. There exist n,C,eq > 0 such that for every zo € €, and
e < €0, and every critical point p. of E. with E.(pe; Qs (x0)) < n|lne| it holds

1 .
(34)  |pe| = 3 in Qv (z0),

1
(3.5)  |pe-v| < 1 on Fg (zo),

1 1
(3.6) / (—2(1 — [p:[*)? + ole —pa|2> dz + = / (pe-v)*ds < Cn.
Qo (10) 25 g T

2 (z0)

Proof. If g € QUT'y the proposition is proven as in [32]. Assume xg € I'y. As

8
in [1], we note that n|Ine| > B (pe; Qs \ Qer) = [© () dr, which implies

(3.7) F(re)(y=8) <,

for some r. € (¢7,£7). Define E.(pe; Q) = E.(pe; Qen) — s Jo | Vpe|?, and use

Lemma 3.2, to obtain E’;(pa; 0y) < E;(pa; Q) < %F(ra)—i—arf <C [77 + 052/3} < Cn.
Inequality (3.4), is proven by contradiction. Assume there exists 1 € Qv (x0)
such that |pe(z1)| < §. Since Lemma 2.2 implies [Vp.| < C/e, this gives [p.(z)| < 3/4
in B% (1), which together with (3.6) yields Cp > -1 fQE7 (mo)(l —|pel?)? = 1%, for
sufficiently small g, which results in a contradiction if 7 is sufficiently small.
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We are left to show (3.5). We pick €y small enough, so that either Q,(zo)NT'E = 0
or Q.(z9) NTE = 0, (note that » = r. in (3.7)), and apply Pohozaev identity (3.2),
with X = —rey if Q.(29) NTL =0, and X = rey if Q,(zo) NTE = 0. With these
choices, except at the two points where dB,(xo) meets 9, we have:

(38) X - I/(x) =0 ifz € 897«(.%0) NIy,
(3.9) | X -v(z)| <rand | X -7(x)] <rifx € 0Q(x0) \ Tv UTy),
(3.10) X vz)=rand X -7(z) =0 if z € 0Q(zo) NTx.
d awl|> o o
On the other hand, we have -3 X - Vp = —X -v |28 — 32 22 X . 77 and
2 2
|Vp|? = gfj + % . Thus, (3.8), (3.10), and the fact that % =0 on 'y, imply
T
2
op Vol _1]op|”
(3.11)
1|0p 2 dp Op
_5’5 (X'V)_E'EX'T on 99, (zo) \ (T'v UT'H),
Op |Vpl|? _r|op S Op 2
— X Vp+ (X -v)= =5 |3, 213, on 0Q,.(xo) NTy.

Going back to the Pohozaev identity, we notice that X constant results in the
right hand side to be zero, that is we have
(3.12)
dp 1 9 1 oo O 9
-—X- - X —(1 - —le — X - dx =0
[ S g9+ { 0= o+ Gle ol [ X o]

If we use equations (3.11), (3.8) and (3.10) in (3.12), we can further simplify:

2
r r 1 .
—_ d;[;:/ — _T{_l_p22+_e_p2} de
2 /aszmrH 90, lQ 452( Ipl%) 2| |

-/ L) |or :
99, \(TyUT'y) | 2 v

@2

or

op
ov

2

Op dp Op
+ or (X-v) ov 87’X
X v

1 22 [ O 2
2 2
OnaQT\(FVUFH),itholds;{— gl’j —|—% ](X-V)—gfj~g§X-T§

2 2
r ( % + }% ) , thanks to (3.9). From this, using (3.9), and (3.13) we gather
ap|? ap|?
r / | g < / L L .
2 Joq,nry | OT o,.nry 2 | OV

1 o
+or [|Vp|2+{<1—|p|2>2+|e—p|2}] .
89, \(TyUT 1) 4¢? 2
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Dividing by r, and recalling the definition of F(r), we see that

1 1
- de < -
2 Joa,nry 09,My 2

And, combining it with (2.4), (3.7) and (3.6), we conclude
op 2

1 1 1
(3.14)/ dxg/ 2(p'V)2dx+On§O77<+)§
0Q,-Nly or 90, Ny € r e &7

Following [1, 23], since the bound in (3.14) does not depend on zy, by Sobolev em-
bedding theorems there exists C, independent of z¢, verifying

2 2

%)
P dxr +

or

dp

F(r)
v '

lp(z) —p(y)| < C1 |z —yle /?  fora,yely,

then a similar proof to the one used to obtain (3.4) can be applied: If there was an
z1 € T (o) with |(p- v)(z1)| > L, we could pick 2p = /(8 C1)?, so that

l(p-v)(@)] = [(p-v)(@1)| = |(p-v)(2) = (p-v)(21)] = i — |p(z) — p(1)]
- 1
= 4

1 1/2
Cl\/|$_$1|5_1/22Z_Cl\/2p5_l/2 °

— O — e 12 = 1
for xz € By(z1) NTx. Then by (3. 6) and €’ > € for € < 1, we would have Cn >
frH (#0) ps v)tds > 1 64 (851)2 = 64 (SC vz, Which for 7 small enough would lead
to a contradlctlon. Note that for ¢ small enough, we should have that the length
of By(x1) NTy is at least p, for any @1 € T2 (z), since all the constants C' and C;
above are independent of € and xy. O

MH

8C 8’

3.3. Energy cost of a vortex. In this section we derive estimates needed to
evaluate the energy cost of vortices; the cost will vary depending on the vortex location
(see Lemma 3.4 and Proposition 3.5), with lowest energy achieved by vortices on the
horizontal boundary. In order to establish comparison arguments as in [32], we need
a lower bound of the energy in an annular region around a near defect.

For zg € T'and R < 1/2, 9Bg(xo)NT consists of two points, which are either both
on only one of the four sides of €, or one is on I'y and the other on I'y. Additionally,
0A, r(zo) NOQ consists of two connected components, which we denote by Ff R

Following [23], one sees that on T'yy the inequality [p-v| < 1/4 implies [p-7| > v/3/4.
So, if |[p-v| < 1/4 then p-7 does not change its sign on a connected component. Note
that 7 = (—19,11) when v = (v1,v2), hence p-7=p; on 'S, and p- 7= —p; on I'L.

As in [23, 1], we will need to represent p in polar coordinates to estimate the
energy around a near defect, and this representation will depend on its location.

Assume R < 1/2, 7 < [p| <1 on A, g(zo), and [p-v| < I on FiR NTy. And,
recall that p-v =1 on I'y. We begin with the following three cases.

Case 1: w9 € Ty, Br(zo)NT'y = 0. If p-7 does not change sign on FT R» We extend
p to pon all of Br(zo) Ny, so that p is smooth as p, || > 1/2, and |- v| < 1/4 on

Br(xo) NT. Set p = p on the rest of dQg(xo), and define d = deg (I |,8QR(:1:0))

Letting p = |z — x|, and with § measured with respect to the posmvely oriented
horizontal line segment FT r» we have the representation: p = ((p,0)e’ i(2d6+(p, 9))
where ¢ is a smooth single valued function in A, g(zo), and © = x¢ + pe
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If p- 7 does change its sign, assuming, without loss of generality, o = (0,0),
p-T>0on F:F,R’ and p-7 < 0onl' p; then, pe~ " .1 does not change its sign on | gy
And, we can extend pe~? to OQg(x) as above, and define d; to be the degree on
O g(x0) of this extension. We represent p in A, g(x0) by p = ((p, §)e!0F200+(r.0)),

Case 2: 29 € V. Without loss of generality, we again assume xy = (0,0), so that
I’j) R is along I'Z and I', g is along I"L/, the left portion of the vertical boundary. Note
that the angle measured for every point on ', p with respect to the positively oriented
horizontal line at xq is w/2. Also, recall that p “T = p1on '8 and p = (—1,0) on F‘L,_.

If p; changes sign on Ff R+ we consider pe~2%. Then, the first component of pe 2%
does not change sign on FfR, and we can extend pe~2" to a p in Qg (zo) so that
|p| > 1/2 on Br(zo)NT and |p-v| <1/4 in Br(xo) NI'y. We denote by dy the degree
on dNg(xg) of p, and consider the following representation of p in polar coordinates
p = C(p, 0)e!P0F4d04¢(n.0) " \ith ¢ smooth single valued function in A, g(zo).

If p1 does not change its sign on F;E’R, we extend p on Qg (xo), define d to be the
degree of this extension, and represent p in polar coordinates as p = ((p, 9)6i<4d9+¢(p"9)).

Case 3: 7y € 'y, and Bgr(zg) NIy = 0. By the assumptions on R, we have that
p-v = constant # 0 on Br(xg) N Ty, hence we just consider d = deg (I%I’ BQR(:UO)) ,
and the representation: p = ((p, 9)ei(2d9+¢(p’9)).

Let v be as in Proposition 3.3, using the representations just introduced, we are
able to provide energy lower bounds analogous to the ones of [32].

LEMMA 3.4. Let xg € Q, and e < r < R < 1/4. Suppose that % <|p| <1 on
Ap (o) pv] < 4 on FfRﬁFH, and there are constants C1, Cy with E.(p) < Cy|lne|,
ond [y (21— )2 4 ole —pl2) do L oy (p-0)?ds < O,

Then, there exists a constant C' such that

1

(a) If Br(zo) C , deg(p,0Br(xo)) # 0, then 5/

AT,R(wo)
(b) If 2o € T, Br(axo) NTy =0, and p- 7 does not change sign in I‘Ti)R, then

whenever J;ﬁ 0, for d defined as in Case 1 above, we have

|Vp[?dr > 7ln R +C.
r

1 2d)27 . R R
—/ |Vp|2dxzwln—+022ﬂ'ln—+0.
2 AT,R(wo) 2 T T

(¢) If xg € Ty, Br(zo) NTy =0, and p- T changes sign in I‘iR, then for d
defined as in Case 1 above, we have

(1 + 2d1)2ﬂ' R
2

L w2 o™l e
r 2 r

—/1 \Vp|? da >
2 J A, r(z0)

(d) If o € V, and p1 has same sign on I‘iR, then whenever d # 0, for d defined
as in Case 2 above, we have
1

5 R R
—/ Vpl2de > (4d)2 ZIn = + O > drln — + C.
2 Ar,R(lEO) 4 T T

(e) If zo € V, and p1 has opposite sign on FT%R, then for dy defined as in Case 2
above, we have

1 R R
—/ |Vp|2da:2(2—|—4d1)ziln—+027rln——|—0.
2 Ar r(zo0) 4 T r
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(f) If xg € Ty, and Br(zo) Ny = 0, then whenever d # 0, for d defined as in

Case 3 above, we have

1 2d)? R R
—/ |Vp|2dxzwln—+0227rln—+0.
2 A r(zo) 2 T r

Proof. The energy bounds follow from the arguments of [32] and [23], with mod-
ifications analogous to the ones presented in Proposition 3.5 below. O

To narrow down the possible locations of near boundary defects, we need to
account for annuli with center not on a corner, whose outer circles intersect both the
horizontal and vertical boundaries. The cases in which the center is on the horizontal
side (see Figure 2) is discussed in Proposition 3.5. If the center is on the vertical side,
due to the boundary conditions, under the assumptions made, only B,.(z¢) N Ty = ()
is possible, this case is addressed in Proposition 3.6.

Xo-T Xo xotr M x9+R

X0 Xo+r Xxo+R

Fic. 2. The left figure depicts the annular sector Ay r, and the constant extension of p
outside Q. The right figure depicts the annular domains Aram and Anr,r, and p on their
horizontal and vertical boundaries.

PROPOSITION 3.5. Letxg € I'y, ande <r < R <1/2. Assume Br(xzo)NTy # 0,
and p1 changes its sign on F:R. Suppose that 3 < |p| <1 on the annulus A (o),

lp-v|[<Lton I‘iR NTy, and there are constants Cy,Cy with E.(p) < Ci|Ine| and
1 22 2 1 2
(3.15) (1 —p|*)" +ole—p|" ) dr+ - (p-v)*ds < Cs.
Qur (w0) \ 26 € JrH, (a0)
There exists a constant C' such that if B.(xzg) NTy # 0, then

1
5[ e
2 JAr r(w0)

for some 1 < a < 2; and

2
an(l+2da)° lnE—i-CZ%lnE—i—C
2 r 2 r

1 R
7/ |Vp|2dxziln—+0 if Br(xo)NTy =0.
2 A, (10) 2 T

Proof. 1f 0B, (xo) NT'y # (), without loss of generality, we may assume I',, C L,
and F:R along T'B. Let 7/a be the angle for the point dB,(xo) N I'y, measured
with respect to the positively oriented line at zo € I'S. See Figure 2 for the case
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B, (x9) NT'y # 0, r >dist(zo, V). Note that 1 < o < 2, so that 7 < 7 < m. Consider
the annular sector with central angle 7/«, and denote it by Al p. This sector is
bordered by two straight lines through z¢: one is FI r» and the other is denoted by
' . Since p = v on 'Y, we may extend p to be a constant vector field on AY R\ Ar R,
so that this extension, still denoted by p, satisfies fAT,R |Vp|? > fAi‘,R |Vp|? —

If p; changes its sign, since this means that we have p; > 0 on I’:R, and p; = —1
on I'! p, we may estimate the cost of the vortex on A, in the same way as done for

the case of the half or a quarter annular domains considered in Lemma 3.4. Noticing
that in this situation the first component of pe ~**? does not change its sign on Ff r and

I'Y g, we define dq, the degree of the extension of pe~ "% on OQRr(x). And, represent
p in polar coordinates (p, @), centered at xg, with p = |z — x|, and 6 measured with
respect to the positively oriented line at zo € I'B that is p = ((p, §)e’(@0+20da0+6(p.0))
with ¢ smooth single-valued function in A7 ;. Furthermore, we may assume that

(3.16) || < Clp-v|] on I’:R and =0 on I'Tx
In fact, from [p - v| = |¢||sing| > %[sin¢| at & = 0, we have [¢| < C|p-v| on I‘:R.
While, from p = —e; on I'}!  we may choose ¢ = 0 there. Set k = a(l + 2d,), then
2 2 2y 2 2y 9¢
IVl = Ve + {02 | 50t Sry=> e {iver+ 5 (k2 + 2057
k2 2 - 1 2k (9 210
€1 200, C 100

p? p? 00 p?
::Il+12+13—|—14+15.

5+ IVl

The first term is the dominant term that gives the desired lower bound, since

Z /R

a 1
/ 11:k2//—dpd@:kzzlnﬁ:wa(1+2da)21n§.
A2, o Jr P a T r

To estimate Iz, I3 and Iy, we split the domain into Az = AY_, U AZ, 5, define
B% to be the sector with radius R and central angle o, and proceed as follows.
In Iy, since 1 — ¢* = 0in AYp \ A, g, we use (3.15) in A, g, to gather

/A 1;—2@ = [52/357 (1;&} [/Ow/jv %dpd&}%

<[ee(-mm)] <

and the upper bound estimate from Lemma 3.1, to derive

_ (2 _2 %
[ L e
A~vgr P Br

1 1
S |:Cl€2| ln€|(877 — ﬁ)] S 0(1)

being 3/4 < v < 1. We thus conclude |I5] < C' + o(1).

N

=



14 C. J. Garcia-Cervera AND T. Giorgi AND S. Joo

To estimate I3, we use (3.16) to obtain that fA?,R p%% _ er fow/a %dﬁ % =
fR (6(p, Z) — #(p,0)) % < CfFiR lp-v| %. And, again apply (3.15) and Lemma 3.1,

T
1

0" <

o(1).

. d
to see that as ¢ — 0, it holds frisv Ip - v 7p < UFI,EW Ip-v|? dpfFisv p%

d
1 1
Cs [e(2 — £)]? < C, and, similarly fFjw . Ip - l/|% dp < [Crellne|(L — £)]* <

For Iy, we have that fA?w . %(1 - <2)%% < L UBQ (1—¢2)2 an Vol }

1
=[G me|[V8I3]* = o()[[Vllraag ) < C+0(1)[VSlFa(4e i and fAsa s
§2)l@ C|Vo|a < C + 8||V<;5||L2 Ao, Fmally, we notice that for I5, it holds
fAQ §2|V¢|2 > 4||V<;5||L2 As Wthh can be used to control 1. Putting all the terms

together, we find: [, |Vp|2 2 mo(l + 2do)?In £ — O, for a constant C' depending
only on Q,C1, Cy, and 7

Next, we consider the case B, (a:o) NIy = (. Without loss of generality, we assume
L opN I'L £, and F*R along I'B. We split the domain A, g = A,y U Ay g, where
M is the distance from zg to the left bottom corner, so that A, »; becomes a half
annulus, and AI\*/[_’ r C I"L/. Note that, M = r is an allowed possibility. We apply
Lemma 3.4 part (c), and follow the proof above, assuming now o = 1 we conclude
Ja o IVPP = [y L IVPP+ [y, VPP >rmM4rmE+C>rmi + 00

PROPOSITION 3.6. Letxg € I'y, ande <r < R <1/2. Assume BR(ZC())ﬂrH # 10,
and p changes its sign on I’Ti)R. Suppose that 3 < |p| <1 on the annulus A (o),

lp-v| <5 on IF LNy, and there are constants Cy,Cy with E.(p) < Cy|Ine| and

1 1
(3.17) / (—2(1 —p|*)* + ole —p|2) dz + —/ (p-v)*ds < Co.
QE’Y(IO) 25 g H

rx (z0)
Then, there exists a constants C such that we have, for some 1 < o < 2,

1
—/ Vp|* dx >
2 Ar r(zo0)

Proof. As in the proof of Proposition 3.5, we assume I', , C T{ and ') ;T # 0.

3 < Ipl <1 on A gr(xo),

and |p-v| < i on F;‘fR N Ty, together with the boundary conditions, imply that

I‘:R C I‘g. We extend the ray between the center x, and the point 9B,(x¢) ﬂl"ﬁ, SO
to meet 0B;(wp), for any 7 < s < R, and denote this extended ray by I'y' ;. We then
let A% be the annular sector bordered by ', and I'y', and 7/« its central angle,

.S .89

1+ da)?
Mlnﬁ-i-cza—;lnﬁ—f—c if Br(zo) NIy # 0.
r T

In fact, our assumptions that p; changes its sign on Ff R

note that o does not depend on r < s < R. Our assumptions imply that p; > v/3/4
and |p2| < 1/4 on I‘:R, and

(3.18) /F+ p3 < Che|lng| and /+ p3 < Coe.

R FT,E'V
Next, we assign continuous boundary values holding these conditions also on the
other parts of the boundary of A}p \ A, g, with (3.18) valid on Iz and I'?_,

And we consider the S'-valued harmonic extension, of these boundary values, to
AR \ A, r. This allows us to define an extension p of p in AP g, for which py has



Boundary vortex formation in SmAPg0a 15

opposite sign in ', p and I'Y , and fAT,R |Vp|? > ngR |[Vp|? — C. Considering polar
coordinates centered at zo, so that Az = {(p,0) : r <p<R-B<H< w/2} where
8= W(é — %), we can proceed as in Proposition 3.5. Indeed, the first component of
pe~"@(®+6)) has now constant sign on I pand I'T . therefore we may write p(p, 0) =

C(p, 0)eie(14+2d)(0+8)+0(p.0) | with ¢ single valued, and follow our previous proof. 0

REMARK 3.1. If in Propositions 3.5 and 3.6, p1 does not change sign, we can
extend p as done in Lemma 3.4, and if the degree d of this extension is non-zero, the
arguments of our previous proofs imply %IA~R($0) |Vp|?dz > 7ln % +C.

4. Convergence. Using the estimates of Section 3.2, we can show that the
number of near defects, and the size of the sets containing them are uniformly bounded
in € small. From this, thanks to the results of Section 3.3, we obtain a lower bound
for the energy, which, combined with the upper bound of Section 3.1, implies that for
small € only two boundary near defects are allowed in global minimizers.

For a minimizer p® of E., we define the set

(4.1) Ssz{xeﬁ:|p5(a:)|<%}U{IEFH:|p5-V|>i}

LEMMA 4.1. There exist No = No(2), K > 1, and points ai, a5, ... a7 € Se such
that I. < Ny, and S: C (UZ—I;1 QKE(af)), with {Qre(a§)}<;<; mutually disjoint
sets, and |a§ — a5| > 8Ke, whenever i # j.

Proof. The lemma can be proven as the analogous results in [32] and [1, 2]. In fact,

Lemma 3.2 and Proposition 3.3 allow us to follow the line of proof of Proposition 5.1
in [1]. The bound [a§ — aj| > 8 K¢ is obtained as in Lemma 4.4 of [2]. O

REMARK 4.1. Let e < g9, with €y defined as in Proposition 3.1. If we take ¢ — 0,
Lemma 4.1 implies that there are an integer I, elements ¢, € Q,k =1..N < I, and a
subsequence {e,} such that it holds I., = I, and a;" — ¢y for some k depending on
i. Note that distinct sequences a5, aj” could converge to the same ci, hence N < I.

We set s1 = min{|c; — ¢j| : ¢ # ¢}, s2 = min{dist(c;;V) : ¢; ¢ V}, and s3 =
min{dist(c;;T) : ¢; ¢ T'}; and define so as so := ;min{sy, s2,s3,1}. Additionally,
passing to another subsequence if mecessary, still denoted by {e,}, we can assume
Kep, < s0/4, and |a5™ — ci| < so/4, if ai™ — ci.

We also divide the ci’s in three subsets: wp = ¢ € Q, k = 1.N,; by = ¢, €
I'yUly, k=1..Ny; vgy =c € V,k=1..N,, where N, + N, + N, = N.

For s > 0, we introduce the set g := Q\ (Ufil Qs(ci))

LEMMA 4.2. Given a sequence of global minimizers {p.}: for {e,} and so as in
Remark 4.1, we have that for any firted 0 < s < sg, as €, converges to zero, there exist
constants Cy = C(Q,0) and Cy = C(Q,0) such that

En

N
1 1
E., (psn; U QS(CZ')> > (Nw + §Nb + §NU> In s + O,
i=1

1 1
and  E. (pe,;Qs) < (Nw + §Nb + §Nv) |In s| 4+ Cs.

Moreover, N,, = N, = 0, and Ny = 2, that is there are exvactly two near defects
b1,b5 € I'y, and, they are on opposite sides of the horizontal boundary.

Proof. As e, tends to zero, we assume Ke, < s/4, and |a;" — ¢| < s/4 if
a;™ — c¢g. The ball construction of [31], and the modification dealing with boundary
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vortices presented in Lemma 7.1 in [2], can be directly applied to our problem, and
we refer the reader to [2] for details. In the following, we just emphasize a few issues.

If ai" € §, we pick a small enough ball centered at a;", and define the degree
of pe, in the standard way. If ai € T, since the sets Qk., (a;") of Lemma 4.1
are mutually disjoint, with |a$ — a§| > 8K e whenever i # j, we consider the annulus
Age2re(as), and associate to af the degree of the extension p,,, defined in Section 3.3.

Under our assumptions, the sets Qg., (a;") of Lemma 4.1, which have centers
tending to some wy, do not intersect I', that is Qx., (a;") = Bgk.,(a;"), and their
union can be included in a set ) € €.

In the spirit of Remark 7.3 in [2], we start the process by including only the sets
Qke, (a5™) C Q, for which p., has non-zero degree, the sets Q. (a5™) whose center

tends to a by € I" and p,, - 7 changes sign on r1i<a,21<57 and the Q. (ai")’s whose
center tends to a v, € I and (p., )1 changes sign on FiEQKE.

For the balls in  the classical construction method of [31] can be used. Instead,
in the merging process for the sets Qx., (a;") with centers tending to by’s or wvy’s,
we can apply the strategy of Lemma 7.1 in [2]. Because of our assumptions these
sets are either balls contained in €2 or boundary balls with center on I', the merg-
ing of an interior ball touching the boundary or of an interior and a boundary ball
touching each other is handled by creating a new boundary ball with the center on
T". Thus, in all situations the results of Section 3.3 are sufficient to derive the energy
lower bounds during the merging process, and the ball construction in Lemma 7.1

of [2] leads to E., (pgn; Uf\il Qs(ci)) > (Nw + %Nb + %Nv) In Ei + C;. But, from
Proposition 3.1, we know that E., (pc,;Q) < w|lne,| + C(1 + UT)L. Hence, we have
0 < E., (p-;9) < w|lne,| — 7 (No+ LN, + %Nv)mgi + Cy, which gives 0 <

n
E., (pe,;Q%) < (Nw + %Nb + %NU) [lns| 4+ 7 (1 - N, — %Nb - %NU) [lne,| + Cs.
This, for s fixed, and ¢,, going to zero, implies N, + %Nb + %NU < 1, as otherwise the
right hand side would be eventually negative. Now, p., - 7 must change sign at least
once on each component of I'y, due to the Dirichlet boundary condition on I'y/, so we
also have N, + %Nb + %Nv > 1, and we gather N, + %Nb + %Nv = 1. But, again the
boundary condition does not allow for N, = 1, N, = N, = 0, and requires at least
one sign change on each component of 'y, that is N, = 0, %Nb + %NU = 1, with
exactly one near defect on each component of Ty, say ¢}, ch, and E., (pe,;Qs) <
m|lns| + Cy. Assume that ¢ or ¢ is in V, then by Lemma 3.4 we would have:
Ee, (P, 2\ (Bs(ci) U Bs(c3)))) 2 Ee, (pe,; As,so(€1) U As () 2 %Wln T +C
but, for s small, this would be in contradiction with E., (pe,; Q) < 7|lns|+ Ca. We
then conclude that the points are on opposite sides of I';. O

THEOREM 4.3. Let p° be a minimizer of E.. For any sequence € — 0, there

is a subsequence £, — 0, and two points {b7, bi} on opposite sides of Uy, such that
pr = p*in HE N Cloc(2\ {b7,b5}), and p* : Q\ {b3,b3} — S' satisfies the equation

Ap* + |Vp*|*p* = o(0s pip* — e).

Furthermore, p* is a piecewise constant vector field on T \ {b3, b3}, with values +e;;
and p* =v onTy. And, osp5 > 0 a.e. for o #0. Recall that o5 = sign(Fey).

Proof. Consider the sequence {e,}, and the points b7, b5, which lie on opposite
sides of I'y, found in Lemma 4.2; and, for 0 < s < s¢, let Qf = Q\ (B;s(b7) U B,(b3)) .
Since Lemma 4.2 implies E. (p., Q%) < C(s), weakly convergence in H} _(Q\ {b3,03}),
and in W4 for ¢ < 2 is obtained as in [32], while the stronger convergence follows as
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in [5] and [29] (see also [2]). To show (4.3), we take the exterior product of equation
(2.4) with pg, and pass to the limit as k — oo, to gather —Ap* x p* + o,0p] =
limys00 —Apr X Vpi + 050 (pr)1 = 0. But, from [p*| = 1 on Q\ {b7,b3}, we have
|Vp* |2 + pi Apt + p3Aps = 0, so Ap* + |Vp*|*p* = o(0s psp* — e). Finally, Mazur’s
lemma [35, page 120] and Lemma 2.3 imply o, p5 > 0 a.e. for o0 #0. O

o=

Fic. 3. Numerical solution of the gradient flow (5.1) for o = 0, with € = 0.03. The left
figure depicts the polarization field, the right the contour map of |p|.

5. Numerical simulations. We consider the gradient flow (in L?) of the energy
(2.2), and study the behavior of the solutions of the following gradient flow equations:

1 ap lpl> -1 :
_— = A _—— —_ —_ Q'
e o Pp-olp—e), g
(5.1) —8p—|—l( vv=0, onTlpy; =v, onl
. 8V c p - Y H, p " V.

We use a random S'-valued vector as an initial condition, and a Fourier spectral
discretization in the 2 and y directions, computed using the FFTW libraries [10]. For
the time discretization, we use an implicit scheme. Setting N(p) = (1 — [p|*)p/e2.

Given pF, we solve: rple 22— AphHT— gpRtl 4 e+ 2N () — N(pF).
There has been extensive work done in the dynamics of vortices in a smooth
domain, for ¢ = 0. In the first analytical study of motion of vortices, [4], the authors
consider the gradient flow of the classic Ginzburg-Landau energy in R? (with ¢ = 1)
for t — oo. In [30], the authors prove that the speed of a vortex is O (1/|1n¢e|); they
also analyze the creation of a pair of vortices of degree +1, by constructing specific
initial data, which are expected to annihilate each other in finite time. This is what we
observe in our simulations, following the formation of two interior vortices, Figure 5.
Figure 3 shows the polarization field plots, and the contour map of |p| at o = 0.
As initial condition we use random unit vectors. As expected from Theorem 4.3, two
boundary vortices appear to accommodate the opposite directions of the boundary
values on the vertical sides, and the preference for the tangential direction along the
horizontal part of the boundary. The polarization points downward in Figure 3, but
since up or down states have the same energy cost (Lemma 2.3), the same behavior
would be observed in the reverse picture, with polarization now pointing upward.

To understand how the polarization reorients under the effect of the reversed
field, we investigate the switching dynamics proceeding as follows: we first obtain the
polarization profile of the equilibrium state for o = 70 (Figures 5 (a) and 6 (a)), then
we impose it as the initial value for ¢ = —70. Figure 5 demonstrates the switching
mechanism and Figure 6 depicts the contour map of |p| showing the vortex dynamics.
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t=0.018 t=0.0185 t=0.019
N S, -l ]‘/ >, ?
0s \o” % 05 0 h/—fui s o0 °®
(a) (b)
Fic. 4. Numerical solution of the gradient flow (5.1) for switching dynamics from
o =70 to o = =70, with ¢ = 0.03. The figures show the surface map of |p| at time
t = 0.018,t = 0.0185, and t = 0.019.

t=0 t=0.018 1=0.0195

=05 =05

(b)

=05 =05 =05

(d) (f)
Fia. 5. Numerical solution of the gradient flow (5.1) for switching dynamics from o = 70
to o = =70, with € = 0.03. The polarization fields are depicted at selected timest = 0,t =

0.018,¢ = 0.0195, ¢ = 0.021,¢ = 0.0215,¢ = 0.023.

Figure 4 shows the boundary vortex splitting process that occurs approximately
at time ¢t = 0.0185. The inset figure provided is the plot of |p| near z = 0.5 and for
0<y<005(0<y<0.2for (¢). In (a) we show the initial boundary vortices,
also depicted in Figures 5 (b) and 6 (b), showing half a +1 boundary vortex near
(0.5,0), and half a —1 vortex near (0.5,1). Figure 4(b) shows how the half +1 vortex
at (0.5,0) splits into a half —1 vortex at the boundary, and a +1 interior vortex.
Similarly, the half —1 vortex at (0.5, 1) splits into half a +1 boundary vortex, and a
—1 interior vortex. This can be seen in Figures 5 (c) and 6 (¢) as well. Subsequently,
these +1 interior vortices start moving toward the center, see Figure 4(c). Finally,
the vortices meet at the center and annihilate each other, as shown in Figure 6 (e).

The electric field strength o needs to be large enough to switch the polarization,
since, it needs to support a pair of boundary vortices and the nucleation of two
interior vortices. Considering the cost of a boundary vortex, §|Ine|, and of an interior
vortex, 7|Ilnel, for switching one needs /2 ~ 37|Ine|. In fact, with ¢ = 0.03, thus
67|lne| =~ 66, we observe that the switching occurs with o = 70, but not with o = 60.

To summarize: once a sufficiently large electric field is reversed, our numerical
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I ——— i} ' g ' T
08 09 08 08 08
o7 085 o7 o7 o7
0s 08 0s - 0s
=05 o7 =05 - ~05
04 o7 04 - 04
03 s 03 - 03
02 o 02 2 02
o1 - o1 - o1
L | )
DD 02 04 0.6 08 1 0 02 08 1 0 02 04 0.6 08 1
x x x
(a) (b) (©)
t=0.021 t=0.0215 t=0.023
1 N 1 ‘Wj a 1
0s 09 0s 09 0s
08 08 08 08 08
o7 o7 o7 o7 o7
0s I 0s I 0s
=05 05 ~05 05 =05
04 04 04 04 04
03 03 03 03 03
02 0z 02 02 02
01 01 01 01 01
Z—\ R —— e |

(d) (e) (f)
Fic. 6. Numerical solution of the gradient flow (5.1) for switching dynamics from o = 70

to o = —70, with e = 0.03. The contour map of |p| are shown at the same selected times as
in Figure 5.

gradient flow shows the formation of two interior vortices. When the polarizations near
the boundary have switched (Figures 5 (¢) and 6 (c)), the two interior vortices move
along the center line of the square domain (Figure 6(d)(e)), as this allows reversed
polarizations in larger regions (Figure 5 (d)(e)). Then, they collide and disappear,
leading to the reversed polarizations in the entire domain (Figures 5 (f) and 6 (f)).
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