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ABSTRACT

The multilayer urban canopy models (UCMs) building effect parameterization (BEP) and BEP1 building

energy model (BEM; a building energy model integrated in BEP) are added to the Yonsei University (YSU)

planetary boundary layer (PBL) parameterization in the Weather Research and Forecasting (WRF) Model.

The additions allow for the first analysis of the detailed effects of buildings on the urban boundary layer in a

nonlocal closure scheme. ThemodifiedYSUPBL parameterization is compared with the other 1.5-order local

PBL parameterizations that predict turbulent kinetic energy (TKE), Mellor–Yamada–Janjić and Bougeault–

Lacarerre, using both ideal and real cases. The ideal-case evaluation confirms that BEP and BEP1BEM

produce the expected results in the YSU PBL parameterization because the simulations are qualitatively

similar to the TKE-based PBL parameterizations in which the multilayer UCMs have long existed. The

modified YSU PBL parameterization is further evaluated for a real case. Similar to the ideal case, there are

larger differences among the different UCMs (simple bulk scheme, BEP, and BEP1BEM) than across the

PBL parameterizations when the UCM is held fixed. Based on evaluation against urban near-surface wind

and temperature observations for this case, the BEP and BEP1BEM simulations are superior to the simple

bulk scheme for each PBL parameterization.

1. Introduction

In comparison with the vegetation canopies, the urban

canopy layer (UCL), defined as the layer of air beneath

the mean height of buildings and trees (Oke 1976), has a

much larger variability in roughness elements, and stark

differences often exist in the albedo, evaporation, tran-

spiration, and heat capacities among various surface

types in residential, commercial, and industrial areas

(Arya 2001; Liu et al. 2017). This heterogeneity leads to

complex momentum and thermal forcing to the surface

and boundary layers.With growing populations in urban

areas globally, there is an increasing need to forecast

accurately the mesoscale and microscale meteorological

conditions there.

With limited computing power, current mesoscale

numerical models typically cannot be executed quickly

enough in real-time in a large-eddy simulation mode,

whereby buildings and other turbulent UCL features

and their feedbacks to the larger scale are explicitly re-

solved (Bauweraerts and Meyers 2019). Therefore, the

common practice has been to use parameterizations in

order to represent the net effects of the sub-gridscale

(SGS) urban processes on gridscale variables in meso-

scale model simulations that are typically run with hor-

izontal grid spacings of 1–10 km. An urban canopy

model (UCM) accounts for the aggregate effects of

processes in the UCL and the energy and momentum

exchanges there. In theWeatherResearch andForecasting

(WRF)Model (Skamarock et al. 2005), there is currently a

hierarchy of UCMs available. The simplest parameteriza-

tion is a bulk scheme, inwhich the thermal andmomentum

forcing of the urban area are accounted for by simple bulk

formulas. The bulk scheme assumes uniformity in the ur-

ban morphology, with increases in roughness length and

changes in the albedo and heat capacities/conductivities. A

slightly more sophisticated parameterization is a single-

layerUCM(Kusaka et al. 2001;Kusaka andKimura 2004).

This UCM improves upon the bulk scheme by considering

three different urban surface types (roof, wall, and road),

and a diurnal profile of anthropogenic heat can be

added. The third parameterization is a multilayer UCM

that mimics the three-dimensionality of buildings, and

solves the momentum and thermal forcings from walls,

roofs, and roads (Martilli et al. 2002). This parame-

terization considers more sophisticated shadowing andCorresponding author: Eric A. Hendricks, erichend@ucar.edu
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radiation trapping effects and modifies the turbulent

kinetic energy (TKE) prognostic equation and turbu-

lent length scales to take into consideration the pres-

ence of buildings. The final parameterization is the

building effect parameterization (BEP) combined with

what is called the building energy model (BEM) in the

WRF Model to take into account the heat exchanges

between the interior of buildings and the surrounding

environment (Salamanca et al. 2010). These processes

are the heat diffusion through walls, roofs, and floors of

buildings; natural ventilation and radiation exchange

between indoor surfaces; heat generation due to human

beings and equipment; and energy consumed by the

air conditioning system. In addition to the papers

above, some more details on each of these parame-

terizations are given by Salamanca et al. (2011) and

Chen et al. (2011).

Currently, the bulk scheme and single-layer UCM can

be run with any planetary boundary and surface-layer

parameterizations in the WRF Model. Prior to this

work, BEP and BEP1BEM were only implemented in

two PBL parameterizations: Mellor–Yamada–Janjić

(MYJ; Mellor and Yamada 1982; Janjić 1994) and the

Bougeault–Lacarrere (BOU; Bougeault and Lacarrere

1989). A number of real-case modeling studies have

been conducted using these PBL parameterizations with

BEP and BEP1BEM (e.g., Salamanca et al. 2011, 2018;

Gutiérrez et al. 2015; Barlage et al. 2016; Bauer 2020).

Both the MYJ and BOU PBL parameterizations have

1.5-order closure, with separate prognostic equations for

TKE and vertical diffusivities proportional to the TKE.

A limitation of the local schemes is that they only ac-

count for mixing between adjacent vertical layers and

thus do not account for mixing from large-scale deep

eddies in convective PBLs (Xie et al. 2012). Over the

years, nonlocal closure schemes have been developed

that include a gradient adjustment term to account for

nonlocal mixing (e.g., Deardorff 1972; Troen and Mahrt

1986; Hong and Pan 1996; Hong et al. 2006). Prior to the

work described in this paper, BEP andBEP1BEMwere

not implemented in any PBL parameterizations with

nonlocal closure. The purpose of this paper is to describe

the addition and demonstrate the potential usefulness of

BEP and BEP1BEM in a nonlocal closure PBL pa-

rameterization in the WRF Model: the YSU PBL pa-

rameterization (Hong et al. 2006). We will demonstrate

that BEP and BEP1BEM can be used to provide insight

into how urban areas affect the UCL and PBL in non-

local closure schemes, and that in many ways, the be-

havior of these UCMs is very similar to the behavior in

local closure PBL schemes. In section 2, we describe the

implementation of BEP and BEP1BEM in the YSU

PBL parameterization. We examine the modified YSU

PBL scheme in ideal and real cases in sections 3 and 4,

respectively. An interpretation of the principal results

from the ideal and real simulations is given in section 5, and

the conclusions are given in section 6.

2. Addition of multilayer urban canopy models to
the YSU PBL parameterization

The current YSU PBL parameterization as imple-

mented in the WRF Model is described by Hong et al.

(2006). The routine solves a vertical diffusion equation

(with vertical diffusivity, or eddy viscosity coefficientK),

wherein nonlocal effects are accounted for by a correc-

tion term gc to the local gradient, and there also exists an

asymptotic flux term at the inversion layer (w0c0)h(z/h)
3

(wherein w is the vertical velocity, c is a state variable, z

is the physical height above ground, and h is the PBL

depth). This term is parameterized proportional to the

jump of each variable at the inversion layer {Hong et al.

2006, their Eqs. [A.10(a)]–[A.10(d)]}. With BEP and

BEP1BEM added to the YSU parameterization, a

source term S 5 AC 1 B is added to the right side that

represents the forcing tendencies to the prognostic

variables from the effects of buildings. The source term

is split into an implicit component A and an explicit

component B. The modified YSU vertical diffusion

equation for a prognostic variable C with the inclusion

of BEP and BEP1BEM source terms A and B is
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TheA and B source terms are computed from the call

to the BEP and BEP1BEM subroutines in the land

surface model in the urban imprint region, following the

SGS parameterizations of Martilli et al. (2002) and

Salamanca et al. (2010), for BEP and BEP1BEM, re-

spectively. The source terms are linearly weighted be-

tween the urban and rural areas in the land surface

model using the urban fraction f [i.e., B 5 (1 2 f )Br 1
fBu, whereBr is the rural component andBu is the urban

component from BEP or BEP1BEM], and thus Eq. (1)

is solved at every horizontal grid point. BEP and

BEP1BEM provide net SGS tendencies of potential

temperature u, zonal velocity u, meridional velocity y, and

water vapor mixing ratio qy. BEP and BEP1BEM do not

produce any tendencies of cloud water mixing ratio qc and

ice mixing ratio qi, so A and B 5 0 for those prognostic

variables. The finite-difference method for obtaining nu-

merical solutions to Eq. (1) is given in the appendix.

Since the YSU PBL parameterization does not ex-

plicitly predict TKE, the modifications of Martilli

et al. (2002) for the turbulence length scales, TKE
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production/dissipation, and associated changes to the

vertical diffusivity are not added. The YSU PBL

scheme does have diagnostic TKE (Shin et al. 2013),

which is used when the topographic drag SGS pa-

rameterization (Jiménez and Dudhia 2012) is turned

on. In the future, the BEP and BEP1BEM TKE

source terms could be added to this scheme in order to

improve the representation of frictional drag on cities

in mountainous areas.

In the 1.5-order PBL schemes of MYJ and BOU, the

BEP and BEP1BEM TKE tendencies and turbulent

length scale modifications directly change the local

vertical diffusivities in the PBL above the surface. In the

YSU PBL scheme, the vertical diffusivities are also

modified, but in a different way. The YSU scheme has

separate vertical diffusivities for momentum Km and

temperature/moisture Kt. These diffusivities take the

functional forms (Troen and Marht 1986; Noh et al.

2003; Hong et al. 2006)

K
m
5 kw

s
z
�
12

z

h

�p
and (2)

K
t
5K

m
Pr21 , (3)

where k is the von Kármán coefficient, ws is the mixed-

layer velocity scale, z is the height from the surface, h is

the PBL height, p5 2 is a profile shape exponent, and Pr

is the Prandtl number. The mixed-layer velocity scale is

w
s
5 (u3

*1f
m
kw3

*bz/h)
1/3

, (4)

where u* is the friction velocity, fm is a wind profile

function, and the convective velocity scale for moist air is

w*b 5 [(g/uya)(w
0u0y)0h]

1/3
. When BEP and BEP1BEM

are active, the surface fluxes are a linear combination

of the urban and rural fluxes using the same weighting

function described above. Thus, BEP and BEP1BEM

directly modify (w0u0y)0 when the urban fraction is

greater than zero, which in turn modifies ws and finally

the amplitudes of Km and Kt. These fluxes also modify

the gradient correction term gc,

g
c
5 b

(w0c0)
0

w
s0
h

, (5)

where (w0c0)0 is the surface flux for momentum or po-

tential temperature (gc is not used for water vapor) and

b is a coefficient of proportionality.

In summary, in the YSU, MYJ, and BOU PBL pa-

rameterizations, BEP and BEP1BEM impact the re-

spective vertical diffusion equations through near-surface

source term forcing and modification of the vertical dif-

fusivities. One important difference is that in YSU, the

amplitude of the entire vertical diffusivity profile is

modified in response to the surface fluxes (which in turn

are modified by BEP and BEP1BEM forcing), while in

MYJ and BOU, TKE alsomodifies the vertical diffusivity

locally. Unique to the implementation in the YSU PBL

parameterization, the BEP andBEP1BEM source terms

contribute to the gradient correction term gc through

modification of the surface fluxes. In the next section, we

will examine the behaviors of the vertical mixing in all

PBL parameterizations.

3. Ideal-case numerical simulations

a. Model setup

Before evaluating the modified YSU PBL parame-

terization against a real case, we first evaluate the pa-

rameterization in an idealized urban heat island (UHI)

scenario. The WRF Model (Skamarock et al. 2005),

version 4.1, is used for the numerical simulations. In this

scenario, an urban patch of commercial and industrial

(COI) land use is placed in the center of the domain, and

the patch heats up from solar radiation, generating rising

motion and a secondary circulation. For this setup, a

square domain of 60 km 3 60km is used with uniform

1-km horizontal grid spacing. The central latitude is

23.38N, and central longitude is 08. The Coriolis force is

active. The entire domain has a land use of grasslands,

except in the center, where a 10km 3 10km patch of

COI land use exists (urban fraction of 0.95). The model

top is at 8 km, and 51 levels are used on a stretched grid.

For close inspection of surface and boundary layer

processes, 38 of these levels are below 2km. A model

time step of 10 s used. Sixth-order explicit diffusion is

used to damp 2-Dxwaves (Knievel et al. 2007). The set of

physical parameterizations used are the Dudhia short-

wave radiation parameterization (Dudhia 1989), the

rapid radiative transfer model (RRTM) longwave pa-

rameterization (Iacono et al. 2008), the unified Noah

land surface model (Ek et al. 2003; Tewari et al. 2004),

and the double-moment 5-class microphysical parame-

terization (Lim and Hong 2010). To assess the modified

YSU PBL parameterization, it is compared to both the

MYJ and BOU parameterizations. Both of the latter

PBL parameterizations have been tested with BEP and

BEP1BEM in both ideal and real cases. For rural areas,

the eta similarity scheme (Janjić 1994) is used with the

MYJ and BOU PBL parameterizations, while the re-

vised MM5 parameterization (Jiménez et al. 2012) is

used with the YSU PBL parameterization. The latter

scheme is a revised surface-layer formulation that covers

the full range of atmospheric stabilities. Note that in the

WRFModel, it is required to use these different surface-

layer schemes between the MYJ/BOU and YSU PBL

AUGUST 2020 HENDR I CKS ET AL . 1371

Brought to you by University of Colorado Libraries | Unauthenticated | Downloaded 07/31/21 06:54 PM UTC



parameterizations. The WRF Model’s default urban

parameter table is used for the UCMs, which specifies a

number of parameters as a function of low-intensity

residential (LIR), high-intensity residential (HIR), and

COI urban classes. BEP and BEP1BEM are run on a

vertical grid with a vertical spacing of 5m and 18 levels.

The initial conditions consist of a stably stratified at-

mosphere with zero winds, and with moisture confined

to low levels. The potential temperature increases line-

arly from 298K at the surface to 338K at z5 8 km. The

mixing ratio is 5 g kg21 below z5 4 km and decreases to

zero at z 5 8 km. The vertical profiles of the initial po-

tential temperature and mixing ratio are given in Fig. 1.

The lateral boundary conditions are periodic in both the

x and y directions. The simulations are run for 24 h and

initialized at 0500 local time (LT) on 1 June.

b. Results

Before examining the simulations with the COI patch,

we first perform a study of varying the fractional im-

pervious surface area (ISA) of the central patch in the

range 0.00, 0.25, 0.50, 0.75, and 1.0. The purpose of the

study is to examine the sensitivity of the results to a wide

range of ISAs and to motivate where the COI urban

class exists in the range of different ISAs. The YSU

BEP1BEM simulation is used for the study. In Fig. 2,

time series of spatially averaged quantities (over the

central patch and below z 5 1km) are given. The ver-

tical diffusivity of heat increases in the day with in-

creasing ISA due to larger sensible heat fluxes (Fig. 2a).

There are also higher potential temperatures with in-

creasing ISA (Fig. 2b). In the day (0600–1800 LT), there

are higher water vapor mixing ratios with decreasing

ISA due to the higher latent heat fluxes from vegetated

areas (Fig. 2c). In the evening and night (1800–0000 LT),

the mixing ratios in the ISA5 0.25–1.00 simulations are

similar to each other, while the ISA 5 0.00 simulation

has mixing ratios that are 0.5 g kg21 lower than the other

simulations. The increased near-surface moisture con-

tent (or urban moisture excess) in the evening for higher

ISA simulations is consistent with observations (Hage

1975; Ackerman 1987; Kuttler et al. 2007) and due to the

increased vertical moisture flux convergence, which in-

creases rapidly from large negative daytime values at

1800 LT (not shown).

Having shown the relationship of the COI patch

simulation to simulations with varying ISA, we now fo-

cus on the behaviors of the modified YSU PBL vertical

diffusion Eq. (1) with BEP and BEP1BEM source

terms near the surface. In the top-left panel of Fig. 3,

FIG. 1. Ideal-case initial soundings of (left) potential temperature and (right) water vapor

mixing ratio. The initial winds are zero. In both plots the WRF Model’s vertical levels are

marked by black dots.
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the explicit component B for potential temperature is

larger in the COI urban patch than in the environment

because of the stronger surface heating there. This

causes differential warming, whereby the near-surface

potential temperature is higher in the urban patch than

in the rural environment (Fig. 3, top-right panel). The

differential heating generates a secondary thermally

direct circulation. Flow toward the central patch de-

velops in response to the heating, equating to low-level

convergence (Fig. 3, middle-right panel). The enhanced

frictional drag from BEP1BEM over the urban patch

resists this inward flow, which is evident with the explicit

B component being directed outward (Fig. 3, middle-left

panel). The moisture sources are larger in the rural en-

vironment than in the urban patch (Fig. 3, bottom-left

panel), causing a lower near-surfacemoisture content over

the urban patch in comparison with the rural environment

(Fig. 3, bottom-right panel). Note, however, that near-

surface moisture content increases over the whole do-

main in response to the convergence and urban and

rural sources. These results demonstrate that modified

YSU vertical diffusion solvers for momentum, poten-

tial temperature, and moisture produce expected be-

haviors at the surface.

We next examine the near-surface BEP and

BEP1BEM thermal forcing in a thin near-surface layer

from z 5 0–20m in the YSU simulations and compare

and contrast the forcing in the MYJ and BOU simula-

tions. In Fig. 4a, time–height depictions of the evolution

of the explicit component B for potential temperature

below z 5 20m are given for each of the PBL parame-

terizations with BEP and BEP1BEM. The level of 20m

is chosen because it is near the peak building height in

the default urban parameter input table, and thus the

vertically distributed sources in BEP and BEP1BEM

are mostly located below this level. The evolution ofB is

similar in each PBL scheme, with the strongest forcing

near the surface and decay to near zero at z5 20m. For

each PBL scheme, the B forcing is stronger with

BEP1BEM than with BEP only because of the added

heating from the interior building processes such as

waste heat from air conditioning (A/C) systems. The

BEP1BEM forcing also continues into the evening and

night (after 1700 LT), whereas the BEP thermal forcing

ends at 1700 LT. The effects of the surface forcing on the

near-surface potential temperature evolution are evident

in Fig. 4b. The MYJ and YSU simulations have similar

evolutions during the day, and the BOU simulation

reaches a significantly higher (2K) peak potential tem-

perature. At night, the added heating from BEM causes

higher potential temperatures over the BEP simulations

(by approximately 2K) for each PBL parameterization.

Next, we examine how the surface heating affects the

PBL structures in each simulation. In Fig. 5, cross

sections of the divergence are given at 1700 LT with

potential temperature contours overlaid. The cross

sections show convergence below z 5 1.5 km and di-

vergence between approximately z5 1.5–2.7 km.Above

the dry convection, internal gravity waves are evident

in response to the convection penetrating the stable

layer above. In each simulation the higher heating

over the urban patch in comparison to the nearby

rural environment causes a secondary thermally direct

circulation to develop in the PBL. The BEP1BEM

simulations have 0.5–1.0-K higher potential temper-

atures near the surface than the BEP simulations

(across all PBL parameterizations) and there are only

minor differences through the depth of the PBL. The

YSU simulations have smoother cross sections than

the MYJ or BOU simulations. The thermally direct

FIG. 2. Results of the ISA study: (a) vertical diffusivity of heat

(m2 s21), (b) potential temperature (K), and (c) water vapormixing

ratio (g kg21). All variables are averaged over the central patch and

below z 5 1 km.
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circulation in the YSU BEP and BEP1BEM simula-

tions is approximately 0.25 km deeper than in theMYJ

or BOU simulations. The mixing ratio cross sections

(not shown) do not exhibit significant variability

among the different simulations.

To further understand the PBL structures, we exam-

ine the vertical mixing in each of the six simulations. In

Fig. 6, time–height shaded contour plots of the vertical

diffusivity of heat (similar structures exist for the verti-

cal diffusivity of momentum) are shown over the central

urban patch. For both BEP and BEP1BEM, the BOU

simulations have the highest diffusivities, followed by

the YSU simulations, followed by the MYJ simulations.

The MYJ and BOU simulations have higher frequency

variations in the vertical diffusivities in time and in the

vertical than the YSU simulation. This effect is due to

the local TKE variations in the MYJ and BOU simula-

tions. The effect is less in the BOU simulation because it

includes a gradient correction term to account for ver-

tical mixing by large eddies. Although this term is much

less sophisticated than the gradient correction term in

the YSU PBL parameterization (Xie et al. 2012), it may

explain some of the similarities in the qualitative struc-

ture of vertical diffusivities between the schemes. For

each PBL parameterization, the BEP1BEM simula-

tions have approximately 5% higher peak values of the

FIG. 3. BEP1BEM near-surface forcing at z 5 3.57m and state variable response in the

modified YSU PBL parameterization: (top left) Explicit component B for the potential

temperature (K s21), (top right) potential temperature (K), (middle left) magnitude and

overlaid vectors for explicit component B for the horizontal velocity (m s22), (middle right)

magnitude and overlaid vectors of the horizontal velocity (m s21), (bottom left) explicit

component B for the mixing ratio (g kg21 s21), and (bottom right) mixing ratio (g kg21). All

variables are averaged from 0500 to 1700 LT.
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vertical diffusivities than the BEP simulations due to the

added surface heating in the BEP1BEM simulations. In

Fig. 7a, profiles of virtual potential temperature uy ’
u(1 1 0.61qy) evolutions at 0900, 1300, and 1700 LT are

given, depicting the daytime growth of the mixed layer

from the initially stable sounding (uy is used because it is

the standard variable for assessing stability). The

BEP1BEM simulations have virtual potential temper-

atures that are 0.05–0.10K higher than the BEP simu-

lations for all PBL parameterizations but similar

stabilities. At 0900 LT, the YSU simulations are more

stable than the BOU or MYJ simulations. At 2300 LT

(Fig. 7b), the surface cooling has stabilized the PBL

right near the surface, while the mixed layer still exists

above. In comparison to BEP, the BEP1BEM simu-

lations have higher temperatures right near the sur-

face as well as a thin unstable layer.

We also examine the behavior of the gradient cor-

rection term in the modified YSU PBL scheme. As

discussed earlier, the YSU PBL scheme includes a gra-

dient correction term gc to account for nonlocal mixing

by large eddies, and the term is parameterized based on

the surface fluxes. Figure 8a shows the vertical profile of

potential temperature over the urban patch with and

FIG. 4. (a) Time–height evolution of the near-surface explicit component BEP and

BEP1BEM source term B for potential temperature (K s21), and (b) time evolution of the

spatially averaged (below z 5 30m and within central patch) potential temperature. In (a),

the 0.001 contour is in dashed black to help illustrate theBEP1BEMheating into the night, and

the 0.035 contour is in solid black to help illustrate the higher surface heating in the day.
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without this term in simulations based on the YSU

‘‘bulk,’’ BEP, and BEP1BEM parameterizations at

1300 LT. The behavior is similar among all simula-

tions, with the gradient correction term reducing the

mixed-layer vertical gradient of potential tempera-

ture. Figure 8b shows the same vertical profiles at the

surface. In all UCMs, the near-surface potential tem-

peratures with the gradient correction term are approxi-

mately 0.25K lower than the potential temperatures

without the term. The urban heat fluxes are largest in the

BEP1BEM simulation, followed by the BEP simulation,

followed by the bulk simulation. The potential tempera-

tures at the surface and in the mixed layer are largest in

the BEP1BEM simulations. The gradient correction

term has a similar magnitude effect for each UCM. The

results of the simulations are consistent with Fig. 7 of

Hong et al. (2006): nonlocal mixing of heat from large-

scale eddies warms the upper part of the PBL and makes

the lower part more stable.

c. Synthesis of results from ideal-case simulations

In these simulations of an ideal case, the modified

YSU vertical diffusion equation solvers for momentum,

potential temperature, and mixing ratio with BEP and

BEP1BEM source terms produce expected behaviors

near the surface. YSU’s vertical diffusivity behaves as

expected in response to surface heating from BEP and

BEP1BEM. The gradient correction term in YSU be-

haves similarly with added BEP forcing as in the simple

bulk scheme, and we can qualitatively replicate Fig. 7 of

Hong et al. (2006) with this forcing. There are many

similarities in the near-surface response and mixed-

layer growth in the YSU PBL scheme with BEP and

BEP1BEM forcing in comparison to the MYJ and

BOU schemes. Differences among the PBL parame-

terizations with BEP or BEP1BEM are relatively mi-

nor. Although the vertical diffusivities are different

among the different PBL parameterizations (Fig. 6),

one possible explanation for the similarities is that the

BEP and BEP1BEM surface forcing effect dominates

the vertical mixing effect near the surface. Additionally,

the local vertical diffusivities near the surface are similar

among the PBL parameterizations. Having evaluated

the modified YSU PBL scheme in an ideal scenario, we

now examine the behaviors of the scheme in a more

complex real case.

4. Real-case numerical simulations

a. Model setup

The WRF Model, version 4.1, is also used for the

numerical simulations of the real case. We use three

domains with 298 3 298 grid points and respective

FIG. 5. West–east cross sections of divergence (s21) through the central COI patch at 1700

LT for all simulations. The potential temperatures are overlaid in black contours. The con-

tour near the surface is 306K. The contours at the top of the PBL are 306–312K in 1-K

increments moving upward.
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spacings of 9, 3, and 1km. The innermost domain covers

Houston, Texas, and the nearby environment, the mid-

dle nested domain covers a large part of southeastern

Texas and the Gulf of Mexico, and the outermost

domain covers the southern and central United States

and northern Mexico (Fig. 9a). Zooming in to domain

3 (Fig. 9b), the land-use index is shown for the

Houston metropolitan area and nearby rural envi-

ronment. The land-use index values are from the 33

Modified InternationalGeosphere–Biosphere Programme

(IGBP)MODISNoah land-use categories and are listed

in Table 1. The Houston metropolitan area consists of

regions of category 31 (LIR), 32 (HIR), and 33 (COI).

To the west and south of Houston the green areas are

wetlands and croplands. The blue and purple values to

the northeast of Houston are shrublands and forests.

A 20-s coarse-grid time step is used for the simula-

tions. For enhanced vertical resolution in the planetary

boundary layer, 60 levels are used between the surface

and the model top at 10 hPa, using the WRF Model’s

standard stretched grid with finer resolution near the

surface. The lowest model level is approximately 24m,

and 15 levels are used below 3km. To capture the tem-

poral variations in the urban area, variables are written

out every 10min on domain 3. The physical parame-

terizations are the WSM 6-class microphysical parame-

terization (Hong and Lim 2006), rapid radiative transfer

model for GCMs (RRTMG) longwave and shortwave

radiation parameterizations, and the unified Noah land

surface model. On domain 1 (with 9-km grid spacing),

the new Tiedtke cumulus parameterization (Tiedtke

1989; Zhang et al. 2011) is used to help represent the

effects of SGS convection, while convection is calculated

explicitly on the innermost two domains. The simula-

tions are initialized using the NCEP GDAS final anal-

ysis at a 0.258 horizontal grid interval, and the lateral

boundary conditions are updated at intervals of 3 h. The

same physical parameterizations above are used in the

ideal numerical experiments.

Although it is not possible to test the modified YSU

PBL parameterization in every possible range of

conditions, we have elected to test the scheme for a

real case in the autumn when approximately equal

amounts of day and night exist. These simulations are

initialized at 0000 UTC 5 October 2017 and run until

0000UTC 7October 2017. The case is a relatively simple

synoptic situation, in which the weather in Houston is

dominated by the sea breeze and land breeze. In the

future, we also plan to examine the modified scheme in

more complex weather situations, such as cold outbreaks,

frontal passages, heat waves, and hurricane landfalls.

However, the present case is sufficient to demonstrate that

the modified YSU scheme produces results in a real case

similar to the results of the MYJ and BOU schemes and

provides insight into urban effects on the PBL in these

scenarios.

FIG. 6. Time–height evolution of the average vertical diffusivity of heatKt (m
2 s21) over the

central urban patch for all six simulations. Black contours are shown at intervals of 100m2 s21.

The vertical diffusivity of momentum has similar vertical structures.
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For the execution of theWRFModel with the single-

layer UCM, BEP, and BEP1BEM, theNational Urban

Data and Access Portal Tool (NUDAPT-44) dataset is

used (Ching et al. 2009; Chen et al. 2011). The

NUDAPT-44 dataset has all the urban morphological

characteristics of Houston, including urban fraction,

impervious fraction, building height histograms, build-

ing plan area fraction, building height weighted by

footprint plan area, and building surface-area-to-plan-

area ratio. For the purposes of this study, NUDAPT is

sufficient; however, simulations accounting for the 10

local climates zones in Houston in the World Urban

Data and Access Portal Tool (WUDAPT) dataset

(Stewart and Oke 2012; Ching et al. 2018; Hammerberg

et al. 2018) would be useful for future work. WUDAPT

has not yet been released in the official WRF Model

repository, but it is expected to be released there in the

near future.

The urban canopy parameterizations also require

material characteristics of the roofs, walls, and roads.

These parameters include thermal conductivities, spe-

cific heats, emissivities, albedos, and roughness lengths,

and are listed in Table 2. A key parameter for

BEP1BEM is the waste heat from A/C systems. In LIR

and HIR regions, effects from A/C systems were turned

on in the evening and night (from 1700 to 0900 LT),

whereas in the COI area effects from A/C systems were

turned on during the working day (from 0900 to 1700

LT). This is a reasonable simplifying assumption for the

actual A/C system usage in Houston.

b. Observational data

To evaluate the hierarchy of UCMs in the three

PBL parameterizations, a set of observations in an

urban environment is necessary. Houston has a net-

work of air quality monitoring sites (continuous ambient

monitoring stations) run by the Texas Commission on

Environmental Quality (TCEQ). The air monitoring

supports the U.S. Environmental Protection Agency’s

Compliance Assurance Monitoring program. These sta-

tions aremostly near the ground; however, a few towers

also exist. Most stations monitor air quality (ozone,

nitrogen oxides, carbon monoxide, particulate mat-

ter, and volatile organic compound concentrations);

however, some of these stations also take meteoro-

logical measurements. The meteorological parameters

that are measured by most stations are wind speed, wind

direction, standard deviation of the wind direction,

and air temperature. Most stations do not measure the

dewpoint, therefore that parameter is not used in the

evaluation. The meteorological measurements are

saved by TCEQ as hourly averages. The list of stations

used, each location and altitude above ground level,

FIG. 8. Vertical profiles of potential temperature u averaged over

the central patch at 1300 LT in theYSU bulk, BEP, and BEP1BEM

simulationswith (solid) and without (dashed) the gradient correction

term gc, depicted with (a) a linear y-axis scale over the depth of the

PBL and (b) a log y-axis scale showing values near the surface.

FIG. 7. Vertcal profiles of virtual potential temperature uy
(K) averaged over the central patch at different times: (a) 0900,

1300, 1700, and (b) 2300 LT.
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distance from the approximate center of Houston, urban

class, and urban fraction are shown in Table 3. The

monitors are 5–18m above ground level. Of the seven

stations, three are in the LIR urban class and two each

are in the HIR and COI urban classes. While seven

stations are not sufficient to evaluate all details of the

WRF Model simulations in Houston, we feel they are

sufficient for the purposes of this study demonstrating

the potential usefulness of the YSU PBL parameteri-

zation with BEP and BEP1BEM. As discussed by

Meier et al. (2017), crowdsourcing of air temperature

data from multiple NetAtmo stations can yield impor-

tant details of the spatial and temporal variability in the

urban environment. Future urban modeling studies with

the modified YSU scheme with BEP and BEP1BEM

could benefit from these observational data.

In Fig. 10a, the WRFModel’s urban fraction is shown

with the locations of the TCEQ stations used in the

study. The stations span a wide range of urban fractions

from 0.3 to 1.0. In Fig. 10b, the same stations are plotted

with the average building height weighted by building

plan area from the NUDAPT dataset (gridded to do-

main 3 with 1-km grid spacing). The TCEQ stations are

located in regions of resolved building heights weighted

by plan area of approximately 0–16m.

c. Results

In Fig. 11, the 10-m winds are shown at 0600 UTC

(0100 LT) 6 October (t5 30h) and 1800 UTC (1300 LT)

6 October (t 5 42h). At night (Fig. 11a) in all simula-

tions, the built-up area reduces the winds significantly.

The land breeze (Tucker et al. 2006) is evident in

Houston; the winds blow offshore toward the warmer

ocean with a northerly component. The bulk simulations

have stronger winds on the northeastern side ofHouston

than the BEP or BEP1BEM simulations (across all

PBL parameterizations, and particularly pronounced in

the MYJ and YSU schemes). Among all PBL parame-

terizations, the BEP and BEP1BEM simulations have

weak northerly winds (generally between 0 and 1ms21)

in downtown Houston while the bulk simulations have

stronger easterly winds. During the day (Fig. 11b), the

10-m winds are more turbulent in all simulations due to

the PBL convection. A sea breeze is superimposed on the

flowwitheasterlywinds towardHouston.Thewinddirections

are more variable in the BEP and BEP1BEM simulations

relative to the bulk simulations, due to the more heteroge-

neous BEP and BEP1BEM surface momentum forcing. In

each simulation, the winds are strongest in the eastern part of

Houston (upwind side) and weaker on the western side. The

YSU and MYJ simulated winds are stronger than the BOU

simulated winds with both BEP and BEP1BEM.

In Figs. 12 and 13, we show the 2-m temperature and

sensible heat flux at 0600 UTC (0100 LT) 6 October and

1800 UTC (1300 LT) 6 October, respectively. At night

(Fig. 12a), the bulk simulation has a very strong UHI

effect, with temperatures approximately 5K higher than

in the near environment. The BEP1BEM simulations

have a stronger UHI effect at this time than the BEP

simulations by approximately 2K. The significant noc-

turnal UHI effect in all simulations is consistent with the

energetic basis described by Oke (1982). Across the

PBL parameterizations, there are not significant differ-

ences in the nighttime UHI effect, indicating that the

surface forcing is dominant, and the influence of stored

heat is distributed over a shallower layer due to the

stable nighttime boundary layer. Although a surface

energy budget would be needed to understand the roles

of all terms in the temperature tendency there, the UHI

FIG. 9. (a) The WRF Model’s nested domains (outlined boxes)

and terrain height (m) of domain 1 (9 km) as filled contours, and

(b) land-use index on the innermost domain 3. The grid spacings of

the outer, middle, and inner domains are 9, 3, and 1 km, respectively.

In (b), the land-use indices of 31, 32, and 33 are LIR, HIR, and COI,

respectively. Outside the urban area, the land-use indices are mainly

croplands and forests. The box outlined in (b) denotes the smaller

region over downtown Houston that is plotted in Fig. 10, below.
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effects can often largely be explained by the dominant

term of the surface sensible heat fluxes (Arya 2001). The

surface sensible heat fluxes are shown in Fig. 12b. The

bulk simulations have stronger sensible heat fluxes on

the northeastern part of Houston, where the stronger

winds impinge on the city. The BEP1BEM simulations

have the strongest fluxes in the HIR and COI regions,

while the BEP simulations do not have significantly

higher fluxes than in the rural environment. There are

not significant differences in the surface fluxes among

the different PBL parameterizations. The higher simu-

lated temperatures in BEP1BEM in comparison with

BEP are due to energy exchanges from the interiors of

buildings to the environment. Waste heat from A/C sys-

tems is the dominant component of this energy (trans-

portation waste heat was not modeled in this study).

Average waste heat from A/C systems is approximately

20Wm22 in Houston in these simulations. This value is

broadly consistent with other studies (Chow et al. 2014;

Sailor et al. 2015; Salamanca et al. 2014).

During the day (Fig. 13a), more variations in 2-m

temperature are seen among the different PBL parame-

terizations. For the bulk scheme, the YSU simulation

has a weaker UHI effect than the MYJ or BOU simula-

tions (by approximately 1K). The BEP and BEP1BEM

warm anomalies are mostly confined to theHIR andCOI

regions. The anomalies are highest in the BOU simulations,

followed by the YSU simulations, followed by the MYJ

simulations. The YSU UHI effect does not vary as

much with the different UCMs as the MYJ or BOU

UHI effect. In each PBL parameterization, the high

fidelity BEP and BEP1BEM simulations have intri-

cate structures in sensible heat flux (Fig. 13b) due to the

improved representation of the complex urban mor-

phology. During the day with stronger vertical mixing,

mixing differences among the PBL parameterizations

(cf. Fig. 6) are contributing to the differences in the

UHI effects in conjunction with the surface forcing.

While many simulations would be needed in a variety

of different conditions in order to fully evaluate the

performance of each of the nine simulations, here we

undertake an evaluation for the selected case study. We

evaluate each of the nine simulations against the TCEQ

observations. The TCEQ observations are saved as

hourly averages and are valid at the midpoint of each

hour. Each hour, six time levels of model output (the 10-

min fields) are averaged to allow them to be compared

with the TCEQ observations at the same time. The

simulated values are interpolated to the observation

locations using inverse-distance weighting on the near-

est eight model grid points. Four model grid points are

used at the diagnosed level (either 2 or 10m) and four

model grid points are used at the WRF first model level

at approximately 24m. Vertical interpolation is neces-

sary (in addition to horizontal interpolation) because of

the range of TCEQ sensor heights (Table 3). In

evaluating a mesoscale model simulation against point

observations in an urban environment, it is important to

briefly discuss representativeness error. The mesoscale

model simulations using 1-km horizontal grid spacings

can resolve features of approximately 6 or 7 km or larger

reasonably well. On the other hand, the observations

represent a broader range of atmospheric motion in the

PBL, including turbulent motion from eddies much

smaller than 6–7km. While we have chosen to do point-

based verification of the model simulations, it is important

to understand that this representativeness error is part of

the actual errors that are computed. We assume that this

representativeness error is not biased toward any one

particular simulation.Additionally, the hourly averaging of

the TCEQ observations partially ameliorates this issue,

effectively filtering the smaller scale and higher frequency

turbulence.

The time series are shown at C1052 (COI station) in

Fig. 14; at C1 (HIR station) in Fig. 15; and at C243 (LIR

station) in Fig. 16. At C1052, for PBL parameterizations,

the BEP and BEP1BEM simulations have more accu-

rate wind speeds than the bulk simulations from 1900 LT

5 October to 0100 LT 6 October. From 0100 to 1300 LT

6 October, all simulations have positive biases around

1–2m s21. The wind direction at C1052 is predicted

TABLE 1. Modified IGBP MODIS Noah land-use indices and

descriptions.

Land-use index Land-use description

1 Evergreen needleleaf forest

2 Evergreen broadleaf forest

3 Deciduous needleleaf forest

4 Deciduous broadleaf forest

5 Mixed forests

6 Closed shrublands

7 Open shrublands

8 Woody savannas

9 Savannas

10 Grasslands

11 Permanent wetlands

12 Croplands

13 Urban and built-up

14 Cropland/natural vegetation mosaic

15 Snow and ice

16 Barren or sparsely vegetated

17 Water

18 Wooded tundra

19 Mixed tundra

20 Barren tundra

31 Low-intensity residential

32 High-intensity residential

33 Industrial or commercial
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reasonably well by each simulation, and the nighttime

land breeze (northerly turning of the winds) and day-

time sea breeze (easterly turning of the winds) are evi-

dent. Larger wind direction errors exist at night when

the winds in Houston are lighter. The appearance of

large variability at night in the simulations is not real but

rather a result of the plotting convention when the wind

rotates from a positive direction near zero to under 3608.
For all PBL parameterizations the BEP andBEP1BEM

wind directions are closer to the TCEQ observations at

night from 0100 to 0700 LT 6 October, with a more

northerly direction around 208. Examining the 2-m

temperature (middle panel of Fig. 14) from evening in

Houston on 5 October to early morning on 6 October,

the BEP simulations (across all PBL parameterizations)

match the observed temperature most closely. The

added anthropogenic heat from BEM produces a slight

positive bias in the temperature in comparison to the

observations, while the bulk simulations are significantly

too warm. In the daytime (from 0700 LT to 1900 LT

6 October), there is less variability among the nine sim-

ulations in the temperature, and the more sophisticated

UCMs of BEP and BEP1BEM perform better than the

bulk scheme.TheYSUsimulations havemixing ratios that

are 1 g kg21 lower than the others in the night and early

morning from 0200 LT to 0800 LT 6 October (t 5 30–

36 h). The nighttime PBL height reductions from 1900

LT 5 October to 0100 LT 6 October (t 5 24–30h) hap-

pen faster in the BEP and BEP1BEM simulations than

the bulk simulations. While the exact reason for this is

not known, one possibility is that the stronger nocturnal

UHI effects in the bulk simulations (Fig. 12a) lead to

TABLE 2. Parameters for BEP and BEP1BEM. TheUCM in which the parameter is applied is given in the second column, and the values

of the parameter for the LIR, HIR, and COI urban classes are given in columns 3–5.

Parameter BEP, or BEP1BEM LIR HIR COI

Roof/wall heat capacity (J m23 K21) BEP; BEP1BEM 1.32 3 106 1.32 3 106 1.32 3 106

Ground heat capacity (J m23 K21) BEP; BEP1BEM 1.4 3 106 1.4 3 106 1.4 3 106

Roof/wall thermal conductivity

(J m21 s21 K21)

BEP; BEP1BEM 0.695 0.695 0.695

Road thermal conductivity

(J m21 s21 K21)

BEP; BEP1BEM 0.4004 0.4004 0.4004

Roof/wall surface albedo BEP; BEP1BEM 0.20 0.20 0.20

Road surface albedo BEP; BEP1BEM 0.15 0.15 0.15

Roof/wall surface emissivity BEP; BEP1BEM 0.90 0.90 0.90

Road surface emissivity BEP; BEP1BEM 0.95 0.95 0.95

Roof/road momentum roughness

length (m)

BEP; BEP1BEM 0.01 0.01 0.01

Wall momentum roughness length (m) BEP; BEP1BEM 0.0001 0.0001 0.0001

A/C coefficient of performance BEP1BEM 3.5 3.5 3.5

Window coverage area BEP1BEM 0.20 0.20 0.20

Thermal efficiency of heat exchanger BEP1BEM 0.75 0.75 0.75

Fraction of buildings installed with A/C

systems

BEP1BEM 1.0 1.0 1.0

Fraction of cooled floor area in buildings BEP1BEM 1.0 1.0 1.0

Target temperature of A/C system (K) BEP1BEM 298 298 298

Peak occupants per urban floor area BEP1BEM 0.20 0.20 0.20

Comfort range of indoor temperature (K) BEP1BEM 0.5 0.5 0.5

Target humidity of A/C systems (kg kg21) BEP1BEM 0.005 0.005 0.005

Peak heat generated by equipment

(W m22)

BEP1BEM 16 20 36

TABLE 3. TCEQ air monitoring sites used in this study. The site identifier (ID), latitude, longitude, sampling height, and urban class based

upon the WRF Model’s land-use category are shown. The ‘‘C’’ in the ID stands for continuous ambient monitoring station.

ID Lat Lon Sampling height (m) Urban class

C1 29.767 778 295.220 556 9.1 HIR

C169 29.706 111 295.261 111 7.3 LIR

C243 29.672 000 295.064 700 5.0 LIR

C409 29.623 889 295.474 167 18.0 HIR

C1036 29.776 100 295.105 100 6.7 LIR

C1052 29.814 530 295.387 690 13.5 COI

C1066 29.721 600 295.492 650 13.0 COI
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more vertical mixing and a deeper PBL. The daytime

PBL growths happen at similar times in each simulation

at 0900 LT 6 October (t 5 39h). All MYJ simulations

have significant high frequency variability in the PBL

height in the daytime at the C1052 location. This is most

likely due to high frequency variations in the vertical

diffusivity (Fig. 6) as a result of local variations in TKE.

In Fig. 15, the time series are shown atHIR station C1.

In the evening (1900 LT 5 October–0100 LT 6 October),

the BEP and BEP1BEM simulations have lower wind

speeds, consistent with the observations among all PBL

parameterizations. In the night and early morning

(0100–0700 LT 6 October) and afternoon (1300–1900

LT 6 October) the bulk, BEP, and BEP1BEM simu-

lations are closer to each other, but all simulations

have a positive bias. Similar to the COI station C1052,

the nighttime wind directions are more accurate in the

BEP and BEP1BEM simulations among all PBL pa-

rameterizations. Overall, this indicates that the BEP

and BEP1BEM surface wind fields of Fig. 11b are more

accurate than the bulk surface wind fields. The nighttime

BEP1BEM surface temperatures are the most accurate

for each PBL parameterization. In the daytime, both the

BEP and BEP1BEM simulations have accurate tem-

peratures. The bulk simulations have significant positive

biases at night (approximately 2–4K) and near zero

biases in the day. At C1 and C1052, all YSU simulations

have lower 2-m mixing ratios than the MYJ or BOU

simulations (by approximately 1–2gkg21) between 0100

and 0400 LT.

In Fig. 16, the time series are shown at LIR stationC243.

The bulk simulations more closely match the BEP and

BEP1BEM simulations here. Possible reasons for the

similarities are that this station is in a more exposed loca-

tion (Fig. 10b) and upwind of the city (wind directions are

easterly on average). Some differences are attributed to

the fact that the bulk simulations assume a constant urban

fraction of 1.0, while theBEP andBEP1BEMsimulations

do not. Interestingly, among all PBL parameterizations,

the BEP and BEP1BEM simulations are able to capture

the reduction in wind speed from 1900 to 2200 LT

5 October, while the bulk simulations are not. All simu-

lations have a slight positive wind speed bias at night and

negative bias in the day. The wind direction is predicted

well at this location overall bymost of the nine simulations,

with the exception of the BOU BEP and BEP1BEM

simulations, which are too northerly between 1900 LT

5October and 0100 LT 6October. There is more spread in

the 2-m temperature at night than in the day. TheMYJand

BOU BEP and BEP1BEM simulations have a small

positive bias at night and all simulations have negative

biases in the day. The bulk simulations performmuch better

at this LIR station than at the previous HIR and COI sta-

tions. While we have not shown the time series plots for

C1066, C409, C1036, and C169, the overall results are gen-

erally similar. At C1036, all simulations have larger positive

biases in thewind speedof approximately 2ms21 and larger

positive biases in temperature at night. The reasons for the

poorer comparisons at C1036 are not known.

We now examine the statistical performance mea-

sures for all nine simulations in comparison to all TCEQ

station observations during the latter 24-h period. The

statistical evaluation is based on the traditional perfor-

mance measures of mean error (ME) (or equivalently,

the unconditional bias) and root-mean-square error

(RMSE) (e.g., Murphy et al. 1989),
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FIG. 10. The WRF Model’s urban parameters on domain 3 with

horizontal grid spacing of 1 km, showing (a) NUDAPT urban

fraction and (b) NUDAPT average building height weighted by

building plan area (m). The locations of the TCEQmeteorological

surface stations used in the study are marked.
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where M is the model interpolated value (inverse

distance weighted) at the TCEQ location and O is the

TCEQ observation. Overbars denote the mean value

of all model simulations or observations in each of the

three groups. For each quantity, the results are strat-

ified by six groups (rows): (i) all (N 5 168), (ii) day

(1200–0000 UTC/0700–1900 LT; N 5 84), (iii) night

(0000–1200 UTC/1900–0700 LT; N 5 84), (iv) LIR

stations (N 5 72), (v) HIR stations (N 5 48), and (vi)

COI stations (N 5 48). The number of evaluation

points N is the number of hourly comparison points

multiplied by the number of TCEQ stations. For example,

FIG. 11. TheWRFModel’s simulated 10-mwinds (ms21) at (a) t5 30 h (valid 0600UTC/0100LT

6Oct) and (b) t5 42 h (valid 1800UTC/1300 LT 6Oct). The outline of the LIR area ofHouston

is shown by the contour. Vectors are plotted every 6 model grid points.
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in the ‘‘all’’ group, there are 24 paired points times 7

TCEQ stations.

The statistical evaluation of the 10-m winds is given in

Fig. 17. In the all group, the ME is reduced by 0.1–

0.2m s21 in the BEP and BEP1BEM simulations over

the bulk simulations for the MYJ, BOU, and YSU PBL

parameterizations (BEP and BEP1BEM MEs range

from 0.7 to 0.9m s21). Averaging across bulk, BEP, and

BEP1BEM, the BOU simulations have the lowestMEs,

followed by MYJ simulations, followed by the YSU

FIG. 12. The WRF Model’s simulated near-surface output variables at t 5 30 h (valid

0600 UTC/0100 LT 6 Oct): (a) 2-m temperature (K) and (b) sensible heat flux (W m22). The

outline of the LIR area of Houston is shown by the contour.
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simulations. Slight reductions in RMSEs are also evi-

dent using BEP and BEP1BEM over the bulk scheme

in all PBL parameterizations, and RMSEs are approxi-

mately 1.3–1.5m s21. During the day, the bulk simula-

tions have a lower ME than the BEP and BEP1BEM

simulations with all PBL parameterizations (particularly

pronounced in the BOU bulk simulations). RMSEs

range from approximately 1.1–1.2m s21, and the YSU

and MYJ BEP and BEP1BEM simulations have larger

RMSEs than the corresponding BOU simulations. At

night, significant ME reductions are evident in the BEP

and BEP1BEM simulations among all PBL parame-

terizations. There is also an overall reduction in the

RMSEs for each PBL parameterization with the use of

FIG. 13. As in Fig. 12, but at t 5 42 h (valid 1800 UTC/1300 LT 6 Oct).
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BEP and BEP1BEM. Stratifying by urban class, rela-

tively minor improvements in the ME and RMSE are

evident for each PBL parameterization with BEP and

BEP1BEM over the bulk scheme.

The 2-m temperature statistical performance measures

are given in Fig. 18. In the all group and for each PBL

parameterization, BEP and BEP1BEM haveMEs closer

to zero than the bulk scheme. In particular, the

BEP1BEM simulations have MEs closest to zero (small

negative biases from20.25 to20.05K). The RMSEs with

BEP and BEP1BEM are approximately 1.1–1.5K and

are lower than the 1.8–2.0K in the bulk simulations. In the

day, the bulk simulations have small negative MEs while

the BEP and BEP1BEM simulations have larger nega-

tive MEs from 21.4 to 20.7K. At night, BEP and

BEP1BEM have MEs closer to zero than the bulk

scheme across all PBL parameterizations (BEP simula-

tions are superior). The bulk simulations have larger

positive MEs of approximately 1.8–2.0K. At night, for

each PBL parameterization with BEP and BEP1BEM,

the 2-m temperature RMSEs are 1.1–1.4K. The bulk

simulation RMSEs are around 2.1–2.3K. Stratifying by

urban class, the ME is significantly improved with BEP

andBEP1BEM in the LIR urban class. In theHIR urban

class, the BEP1BEM simulations are superior, with small

negative MEs. RMSEs are also improved the most in the

LIR and HIR urban classes with BEP and BEP1BEM.

The combination of theLIR and nighttime results indicate

that the large areal extent of a significant UHI anomaly in

the bulk simulation (Fig. 12a) is erroneous.

d. Synthesis of results from real-case simulations

In the study of the real case, the YSU simulations with

BEP and BEP1BEM have similar evolutions as the MYJ

and BOU simulations near the surface. This is especially

evident at night when higher stability near the ground al-

lows the BEP and BEP1BEM source terms to dominate

the state variable evolution. Specifically, the usage of BEP

FIG. 14. Time series of theWRFModel’s domain 3 and TCEQ observations at COI station

C1052. TheWRFModel’s time series are given at an interval of 10min, and the TCEQhourly

averaged observations are shown as black dots. Shown are (top) near-surfacewind speed, (top

middle) wind direction, (middle) air temperature, (bottom middle) mixing ratio, and (bot-

tom) PBL height. In the wind direction plot, the gray shading denotes the observed standard

deviation at the TCEQ station. The MYJ simulations are in red, the YSU simulations are in

black, and the BOU simulations are in blue.
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and BEP1BEM yield improved prediction of nighttime

10-m wind speed, 10-m wind direction, and 2-m tempera-

tures by all PBL parameterizations. In the day, there are

more significant differences among the PBL parameteri-

zations as differences in vertical mixing also contribute to

the near-surface evolution. Through evaluationwith urban

near-surface observations in a real-case study, for each

PBL parameterization, the usage of BEP and BEP1BEM

improves the overall near-surface wind and temperature

biases and root-mean-square errors over the simple bulk

schemes. The improvements in the temperature biases and

root-mean-square errors are more significant than in the

winds. We recognize that one real-case study is not

sufficient to assess whether any statistically significant

biases exist in simulations using the YSU PBL pa-

rameterization with BEP and BEP1BEM. Future

modeling studies over a wide a range of different me-

teorological conditions will help to clarify the overall

performance of the scheme.

5. Interpretation of results

The ideal and real simulations demonstrate that BEP

and BEP1BEM in the YSU PBL parameterization

produce results that are qualitatively similar to the

TKE-based PBL parameterizations in which the multi-

layerUCMs have long existed. The newlymodifiedYSU

code allows for insight into urban surface and boundary

layer processes in a nonlocal closure scheme. We now

discuss some reasons for the behaviors by examining

details of the BEP and BEP1BEM implementation in

each PBL parameterization.

The MYJ and BOU parameterizations use 1.5-order,

local closure, with prediction of TKE. In the YSU PBL

parameterization, the vertical diffusivity K of heat and

momentum is a specified function [a so-called K-profile

scheme; Eq. (A1) of Hong et al. 2006], and nonlocal

effects and entrainment at the top of the PBL are in-

cluded. The addition of BEP and BEP1BEM is similar

in each PBL parameterization in that the A and B

components are included as implicit and explicit source

terms, respectively, in a general vertical diffusion equa-

tion. These source terms force the zonal velocity, meridi-

onal velocity, potential temperature, andmixing ratio. The

major differences are within the TKE prognostic equation

and computation of the vertical diffusivity K. In the MYJ

and BOU PBL parameterizations, BEP and BEP1BEM

directly modify the TKE prognostic equation with both a

FIG. 15. As in Fig. 14, but for HIR station C1.
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source term for how buildings disrupt the airflow, and a

reduction of the turbulence length scales, which increases

the TKE dissipation term (Martilli et al. 2002). The

modified TKE and turbulence length scales lead directly

to local changes in the vertical diffusivities in theMYJ and

BOUPBL parameterizations, modifying the local vertical

mixing. In the implementation of BEP andBEP1BEM in

the YSU PBL parameterization, the amplitude of the K

profile is directly modified by the surface fluxes, which are

in turn modified by the BEP and BEP1BEM surface

forcing. However, there are no local modifications to the

vertical diffusivities in theYSU scheme, as there are in the

MYJ andBOU schemes. Finally, in theYSUPBL scheme

implementation, BEP and BEP1BEM modify the gradi-

ent adjustment term for nonlocal mixing through the

surface fluxes.

Considering the significant differences between how

vertical mixing is treated in the nonlocal and local PBL

closure schemes, it is interesting that the differences

among the PBL parameterizations for a given UCM are

relatively minor in the cases we have studied. This sug-

gests that the BEP and BEP1BEM source term forcings

are more dominant in each scheme than the vertical

mixing, particularly at night when vertical mixing is

suppressed. Considering the relatively similar results,

this leads to the question of why BEP and BEP1BEM

would be preferred in one PBL parameterization versus

another. For detailed studies of buildings’ TKE effects

on local vertical mixing, the MYJ or BOU PBL pa-

rameterizations are preferred because they explicitly

predict TKE. For general urbanmodeling studies, any of

the three PBL parameterizations are sufficient. Another

aspect to consider is that certain PBL parameterizations

are used for simulations in different geographic areas

and times of year based upon known biases (Cohen et al.

2015). Operational forecast centers may have to use one

PBL parameterization instead of another to mitigate

biases and produce more accurate forecasts, even if

the reasons for the biases are not well understood.

Therefore, it would be useful to have BEP and

BEP1BEM functionality inmore PBLparameterizations.

On this thread, there is a movement in the modeling

community to use physical parameterization suites that

include one predetermined PBL parameterization. As an

example, the WRF tropical physical parameterization

suite currently includes the YSU PBL parameterization.

FIG. 16. As in Fig. 14, but for LIR station C243.
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Considering how BEP represents the building drag

much better than the bulk scheme, the addition of BEP

to the YSU scheme could be of critical importance for

improving urban canopy wind forecasts for landfalling

hurricanes.

6. Conclusions

BEP and BEP1BEM were added to the YSU PBL

parameterization, and the modified YSU PBL scheme

was evaluated in ideal and real cases using the WRF

Model. The modified scheme was compared to the

two other PBL parameterizations in which BEP and

BEP1BEM are currently implemented (MYJ and BOU).

A key difference between the YSU and MYJ/BOU

PBL parameterizations is that YSU uses first-order

nonlocal closure, while MYJ and BOU use 1.5-order

local closure with TKE prediction. In the MYJ and

BOU PBL parameterizations, buildings generate TKE

andmodify the turbulent length scales and dissipation of

TKE, which in turn modifies the vertical diffusivity lo-

cally. This effect does not exist in YSU since TKE is not

predicted, and the amplitude of the vertical diffusivity

is modified through building effects on the surface

fluxes only. Overall, we demonstrated that BEP and

BEP1BEM allow insights into how buildings affect the

UCL and PBL in a nonlocal closure parameterization.

The additions of these multilayer UCMs to the YSU

PBL parameterization should facilitate other real-case

studies in different conditions in the future, allowing for

further understanding and advancement of the UCMs.

FIG. 18. As in Fig. 17, but for 2-m temperature (K).FIG. 17. Verification of simulated 10-m wind speed (m s21) vs

TCEQ observations for different periods of the diurnal cycle and

different land-use categories, showing (left) ME and (right)

RMSE. The MYJ simulations are red, the YSU simulations are

black, and the BOU simulations are blue. The MYJ simulations

are MYJ bulk (m1), MYJ BEP (m2), MYJ BEP1BEM (m3).

The YSU simulations are: YSU bulk (y1), YSU BEP (y2), and

YSUBEP1BEM (y3). The BOU simulations are BOUbulk (b1),

BOU BEP (b2), and BOU BEP1BEM (b3).
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In the ideal-case study, we demonstrated how BEP

and BEP1BEM force the near-surface and boundary

layer in the YSU PBL parameterization and showed

that the behaviors are realistic, or produce results that

are sufficiently similar to other well-established schemes

of MYJ and BOU. We further demonstrated that BEP

and BEP1BEM produce expected behaviors in a real-

case study in Houston. At night, when the vertical

mixing is small, there were minor differences in the UHI

effect among the PBL parameterizations for a given

UCM. In the day, larger differences were seen, due to

differences in vertical mixing near the surface among

the different PBL parameterizations. We quantitatively

evaluated the performance of nine simulations using

near-surface observations in Houston. Overall, the us-

age of BEP and BEP1BEM significantly improved the

overall near-surface temperature bias, and slightly im-

proved the overall wind speed bias for the three PBL

parameterizations over the bulk scheme. The improve-

ments were more significant at night than in the day.
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APPENDIX

Finite-Difference Method for Obtaining Numerical
Solutions to Eq. (1)

The YSU vertical diffusion equation with the BEP

and BEP1BEM source terms [Eq. (1)] is solved im-

plicitly following Martilli et al. (2009). First, we let k

denote the integer vertical levels in theWRFModel and

k 1 1/2 denote the half-integer vertical levels (faces).

Then, the time level is indexed using n. With these in-

dexing notations, the vertically discrete implicit equa-

tion is
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where C is the solution variable, a52gc 2 (w0c0)h(z/h)
3

K21, r is the density,K is the vertical diffusivity,Dzk21/25
(Dzk 1 Dzk21)/2, rk21/2 5 (rk21Dzk21 1 rkDzk)/(Dzk 1
Dzk21), and A and B are the BEP and BEP1BEM

implicit and explicit source terms, respectively. Two

additional terms are needed in the diffusion equation

to account for the modification of the gridcell volume

and surface areas of the vertical surfaces due to the

effect of buildings (Martilli et al. 2002). The param-

eter sk is the fraction of the vertical surface not oc-

cupied by buildings, and yk is the volume of the grid

cell not occupied by buildings. If there are no build-

ings in a grid cell or no buildings reducing vertical

surfaces, sk and yk are identically unity. By moving

the time level n 1 1 terms to the left side and n terms

to the right side, we obtain
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At each horizontal grid point, the vertically discrete

implicit Eq. (A2) reduces to a tridiagonal matrix prob-

lem MX 5 N for X5Cn11
k , where M is a tridiagonal

matrix and N is a vector containing the explicit terms.

In the special case of A and B 5 0, the implicit solver

reduces to appendix B of Hong et al. (2006). We have

elected to keep the BEP and BEP1BEM im-

plementation in the same general form in the YSU

PBL parameterization as it is in the MYJ and BOU

parameterizations, with the option for splitting vari-

ous momentum, potential temperature, and mixing

ratio sources between the implicit A and explicit B

components. Some users may wish to force YSU with

explicit B sources only since it is a nonlocal closure

scheme. With the general formulation in Eq. (A1), if a

user wishes to force YSU with explicit sources only,

the implicit A source can be zeroed out and the cor-

responding sources can be put into the explicit B

source term.
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