
 

1 

Knowledge Graphs to Empower Humanity-inspired AI Systems   
Hemant Purohit, George Mason University 
Valerie L. Shalin, Wright State University 

Amit P. Sheth, University of South Carolina 

Abstract 
We present a theoretically-motivated design perspective, challenges, and applications of next-
generation artificial intelligence (AI) systems. We envision systems with greater capabilities for  
meaningful human interaction, including socially-adaptive behavior that incorporates personalization 
and sensitivity to social context and intentionality. Personalized knowledge graphs (KGs) combining 
generic, common-sense and domain-specific knowledge with both socio-cultural values and norms 
and individual cognitive models provide a foundation for building humanity-inspired AI systems.    

Next-generation Intelligent Systems: The Perspective for Designing Humanity-
inspired AI Systems  
AI appears in a variety of information technology systems that impact daily living 
(https://bit.ly/30RZeKL), from  navigation services to warning proactively about health issues and 
weather via virtual assistants. Key policymaking and government organizations recognize the daily 
significance of AI-infused technologies in our society. Indeed, the American AI Initiative based on 
the presidential executive order (https://bit.ly/303p9jD), the European Union¶s AI Alliance 
(https://bit.ly/2CPxIFV), and one of the ten big ideas of the U.S. National Science Foundation 
(https://bit.ly/3g3M3wL) have all focused on the future of work at the human-technology frontier.     

To serve our social needs effectively in different areas of life -- whether healthcare or work 
performance, AI assistant systems must incorporate and acknowledge the ethical values and social 
norms that humans take into account when making decisions and taking actions [1]. Consistent with 
Newell¶s [2] knowledge level theoretical framework that informs rational behavior of an AI agent, 
there is a need for principled intelligent systems that reflect and elucidate explicitly both individual 
and social values and norms in the AI agent¶s problem solving approach. Humanity-in-the-loop is 
therefore the core requirement to design such future systems.  We define a humanity-inspired AI 
system as one that incorporates representation and reasoning ability at the knowledge level 
spanning individual preference and circumstance to collective cultural norms and values. The use of 
a humanity-in-the-loop concept as the core design requirement replaces a worn human-in-the-loop 
conceptualization to account explicitly for the broader socio-cultural perspective in addition to an 
individual's perspective. Knowledge graphs (KGs) [3] provide the foundation to AI systems for the 
representation and reasoning capability to address this humanity-in-the-loop design requirement.    
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1. The goal for a humanity-inspired AI system is to achieve the ability to mimic human-to-
human interaction, with clear appreciation for and anticipation of personal behavior with 
respect to context, social norms, and values.    

2. The required knowledge of a humanity-inspired AI system is much broader than the 
past attempts to illustrate Newell¶s [2] symbol level and knowledge level that emphasi]e 
common sense and domain-specific knowledge of the world. The required knowledge 
level intersects the continuum of knowledge from individual-centric to community-
centric values and norms to enable the personalization of reasoning with the continuum 
of knowledge from common sense to domain-specific knowledge (c.f. Figure 1.)  

3. KGs facilitate a natural way for a humanity-inspired AI system to represent and preserve 
the provenance of continually-acquired knowledge about the behavior and intentionality 
of interacting humans.    

4. A personalized KG within an AI assistant can facilitate the integration of symbolic and 
statistical computing for personali]ed reasoning, consistent with a µtop and bottom brain¶ 
computational framework [4]. It enables the integration of top-brain driven symbolic 
computing (empowering AI assistant to attend to value states in the KG for compliance 
with constraints arising from social norm and values) with bottom-brain driven statistical 
computing (empowering the AI assistant to learn the distributional representation of 
value states in the KG and adapting representations under the guidance of  perceptions, 
emergent values and norms).   

 

The recently released 20-year AI research roadmap [5] emphasizes three core research needs, all 
of which enable the design of such next-generation humanity-inspired AI systems: integrated 
intelligence, meaningful human-AI interaction, and self-adaptive learning. Consistent with this 
strategic research direction, a foundation of KG provides a principled method for AI system designers 
to represent and incorporate the knowledge at the level required to empower humanity-inspired AI 
systems in specific application settings.  

Below we suggest use-cases that indicate the requirement for  a range of knowledge representing 
values and norms specific to an individual, a group or culture. Our point with these use-cases is not 
to imply readily-viable applications, but rather to illustrate the breadth of knowledge that would be 
required for AI systems to make individually and socioculturally meaningful recommendations and 
enable technology to elevate and enrich the human experience as characterized in [6].  

Consider an application concerning elderly healthcare. Virtual assistants based on pure statistical AI 
computation may not be sufficient to capture the personalized reasoning required for human 
assistance as we ascend from a lower level (e.g., individual-centric values) to a higher level of 
relevant knowledge (e.g., family-centric or community-centric values). For example, an abstract 
value such as quality of life is constantly challenged by the interaction of medical guidelines with 
socializing with family and friends---a general challenge for elder care brought into crisp focus with 
the prevailing Covid-19 pandemic. The required personalized reasoning for human assistance could 
be achieved by the integration of statistical AI computation and symbolic AI computation in the AI 
systems facilitated with personalized KGs.     

Figure 1 summarizes the vision to incorporate the different dimensions of high level knowledge for 
an  AI assistant to provide meaningful assistance to humans in varied contexts.  
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Figure 1. Illustration of a humanity-inspired AI system supported by different dimensions of knowledge. Common-
sense to domain-specific context is on the X-axis. Individual to collective values is on the Y-axis. Individual to 
socio-cultural norm is on the Z-axis. Personalized KGs facilitate contextualized representation and reasoning for 
such an AI assistant to serve a human with meaningful human-AI interaction capability in different contexts from 
dyadic interaction  to ultimately community-centered engagement. 

Illustrative Scenarios of Humanity-inspired AI Systems  
We describe four distinct, but related scenarios to illustrate humanity-inspired AI system design and 
the need to capture multiple dimensions of high-level knowledge to guide the representation and 
reasoning of an AI system, including not just the continuum of common sense and domain 
knowledge, but values and norms. The knowledge of values and norms enables the AI system to 
characterize individual preference and experience within collective groups and cultures.    
 
Consider an elderly person who requires frequent intervention concerning medication and related 
activities. There are many considerations to provide such care, depending upon the context. We 
summarize different levels of knowledge required for an AI system to provide such assistance in 
Table 1 to illustrate the idea of humanity-inspired AI systems.   



 

4 

 

Table 1. Illustration of different kinds of socio-cultural knowledge required for AI systems to provide human 
assistance by representing and reasoning across the continuum  of values and social norms from an individual 
to a community of individuals.  

Interaction 
Scenario 

Assistance 
Knowledge Level 

Personali]ation Needs for AI Assistant¶s  
State, Action, and Goals 

Values & 
Social Norms  

Elder Individual & 
AI Assistant (e.g., 
Alexa) 

Individual values and 
common sense 
knowledge 

Scheduling individualized transportation to 
a medical provider given the preferred 
value state of independence 

Person centric 

Elder Individual, 
Nurse, and AI 
Assistant 

Dyadic individual 
values and norms, 
and common-sense   
knowledge 

Delaying but not skipping the medication 
reminder for the elderly patient when 
outside home, given his/her preference for 
valuing privacy but the care-provider norms 
of compliance     

Care centric 

Elder Individual, 
Family, and AI 
Assistant  

Individual and 
collective values, 
social norms, and 
domain knowledge  

Preparing for and attending family 
gatherings and celebrations that disrupt 
compliance with the care-provider norms. 
Context-independent recommendations for 
meals needed for medication may conflict 
across the preferences and values of all 
family stakeholders.   

Family centric 

Elder Individual, 
Retirement 
Community, and 
AI Assistant   

Individual values, 
social norms and both 
common-sense and 
domain knowledge  

Scheduling external activities consistent 
with minimizing risk to safety (e.g., from 
crowds), and maximizing efficiency for the 
elder (e.g., transportation time.)    

Community 
centric 

 
  In the first scenario in Table 1, a mobile-based virtual AI assistant like Siri or Alexa can make 
recommendations to the elderly person. When the elderly person wants to go to a medical provider, 
he/she may prefer individualized transportation given his/her value for independence. Similarly, for 
reminders to take medication, the AI assistant needs to understand the suitable interaction patterns 
from prior history as per the timing, when to remind and by using which preferred modality to 
persuade him/her.  

In the second scenario, the AI assistant needs to capture the knowledge of the context of the 
prescriptions given by the elderly person¶s doctor as well as the timing and context when to persuade 
and when to delay the medication reminder to meet the goals of both parties. For instance, the 
reminder while outside the house could conflict with the preferred value of the elder for privacy, yet 
the medical norms for compliance also need to be met.    

In the third scenario, the context of the care recipient changes, due to the prioritization of 
family engagement and socialization.  Options for medication delivery now depend on preserving the 
constraints behind the recommended schedule, time between doses, relationship to meals, and 
medication interaction. Yet the potential intrusion of context remains limited, and under the control 
of participants vested in appropriate care.   

The fourth scenario illustrates the maximal intrusion of socio-cultural context (and material 
culture in particular) in care planning, in a context that favors community functionality  over the care 
recipient. For example, planning the attendance of a cultural event must include risk management 
along with concerns for the medication schedule and constraints. Which option minimizes crowds 
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and travel time? Should a companion carry medication, or will the care recipient return home in time 
to meet the medication requirements?     

All of these illustrative contexts challenge the simplistic notion of alerts and recommendations of 
currently available  AI assistants. Of course, our humanity orientation is not unique to this domain, 
but equally relevant for examples in emergency response, public health, and environmental policy.     

Role of Knowledge Graphs (KGs) for Humanity-inspired AI Systems 
KG provides a structured representation for knowledge that is accessible to both humans and 
machines, with a primary focus on machine comprehension and interoperability of data. As Sheth et 
al. describes in [3], a KG is often used in a variety of information processing and management tasks 
such as semantically-enriched applications of search, browsing, recommendation, advertisement, 
and summarization on the web or socio-technical systems in a variety of domains.  

Theoretical Foundation: Knowledge Level Framework.  
One of the key foundations of knowledge representation and reasoning in AI systems is the 
framework proposed by Newell [2] for explaining the rational behavior of an AI agent system. His 
theory was motivated by three major issues: over-emphasis on specific representations, the 
controversial focus on theorem proving, and the conflicting opinions on the nature of knowledge. The 
theory addressed these issues by presenting a vision to differentiate two critical levels for an AI 
system operation. What the agent knows and its intentions are at the knowledge level, in order to 
rationalize the agent's behavior. On the other hand, how to mechanize the agent's behavior in the 
system to achieve the desired intent is at the symbol level.        

Building upon Newell¶s knowledge level framework, we present the following three major 
dimensions of knowledge necessary to design the humanity-inspired AI systems capable of 
meaningful human interaction (see Figure 1), including socially-adaptive behavior that incorporates 
personalization and sensitivity to social context and intentionality. Our concern is that these 
dimensions often remain implicit in the explicit representations and reasoning of legacy AI systems.  

   

a. Common-Sense to Domain-Specific Knowledge  

Much of the progress to build applications of AI in general as well as across multiple domains has 
been driven by the ability to represent knowledge across the continuum of common-sense 
knowledge to domain knowledge. For instance, knowledge bases like ConceptNet and YAGO have 
captured and provided the fundamental knowledge of everyday life, leading to many applications of 
expert systems. Similarly, considering the example of the extensible representation of medical 
knowledge in the ontologies of Unified Medical Language Systems (UMLS) Metathesaurus, much of 
the scientific progress at scale has been made possible by the domain knowledge provided in UMLS 
for all the health science fields including basic biological sciences.       

 

b. Individual Norm-centric to Social Norm-centric Knowledge  

Not all physically possible behaviors are acceptable in our daily activities. Thus, an AI system must 
respect these constraints. The social psychologist Sherif [7] labeled such constraints on behavior 
³norms´, and much subsequent psychological research has focused on how culture constrains these, 
especially concerning interaction with artifacts in the material culture such as elevators and side-
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walks. In this respect, while preliminary efforts have been made to model norms for interacting  
agents [8], there is a greater need to realize an environmentally-oriented conceptualization of norms. 
Anthropologists [9] also note disciplinary, specialized constraints on behavior, conferred for example 
by training and group membership. Focusing further (with respect to Figure 1) into specialized 
constraints on behavior, individuals may be governed by personal norms, for example, 
accommodating limited resources such as time or money. Thus, the primary objective of this 
dimension of the knowledge level is to ensure the representation of the relevant norms spanning 
individual circumstance through group membership and culture in the reasoning process of the AI 
system.     

c. Individual Value-centric to Collective Value-centric Knowledge  

Rokeach [10] defines values as a class of abstract concepts such as equity, generosity, 
independence, safety and quality of life that influence individual preferences and choices. Consistent 
with Rokeach¶s notion of terminal values, we believe that values determine problematic features of 
a situation, thereby determining goals and influencing the evaluation of intervention alternatives. 
Culture confers values, an insight we have exploited in the detection and analysis of radical social 
media content [11]. However, values are not necessarily coherent within a culture, between 
individuals within a culture, or within an individual [12]. Furthermore, specific contexts can stress 
such incoherence of values, for example between independence and safety, forcing individuals to 
make context-dependent tradeoffs. Thus, the primary objective of this dimension of the knowledge 
level is to ensure the contextually adaptive representation of individual values in the reasoning 
process of the AI system.        

All of these knowledge dimensions contribute to the effectiveness of exchange between humans, 
and humans and machines. Although in the early decades of AI medical applications, work from  
Buchannan and colleagues acknowledged the cultural and individual influences on the design of 
effective human-machine interaction, their applications were highly constrained. Our vision is much 
more general, to facilitate a continually-adapted representation of knowledge and contextualized 
reasoning over a combination of knowledge level dimensions spanning both common-sense and 
domain knowledge, through culturally and individually determined values and norms, thereby 
providing a foundation for humanity-inspired interactive AI systems. Effective interaction between 
humans depends on the alignment of divergent, participant-specific situation models informed by all 
of the dimensions we have identified [13]. KGs must represent these numerous influences on the 
participants¶ situation models and can play an important role in the facilitation of communication and 
joint action when one participant is represented by an adaptive AI system. A KG enables 
representation, integration, and reasoning across different dimensions of knowledge extracted from 
diverse modalities and from diverse sources of data in unified form.  

Challenges in Building Personalized KGs to Support Humanity-Inspired AI 
Systems   
Realizing the vision of humanity-inspired AI systems will require advancement in both computational 
and socio-cognitive sciences. We summarize two challenges for each area next.  
 
Integrated Cognitive and Social Science Research  
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A primary requirement for a humanity-inspired AI system is the ability to apprehend the required 
knowledge level by incorporating a more well-defined specification of the socio-cultural knowledge 
for values and norms. Thus, the first major challenge is to explore how to explicitly represent or learn 
to represent the state arguments for values and norms in KGs. A  limited representation of prior 
encoded and learned knowledge may not allow reasoning across different levels of abstraction, in 
order to both understand the context and make intelligent decisions for recommendation. Cognitive 
and social scientists can help create resources to learn human-machine interoperable abstractions 
for the knowledge about values and norms. In this way, the KG construction and updating process 
can be improved, by not merely providing resources to learn concept category names for values and 
socio-cultural norms, but rather actively participating in eliciting the in-depth constituent features of 
the concept category knowledge [14], to guide the learning of statistical representations of concept 
categories in a KG through their salient features.   

Further, the second major challenge is to explore how to guide the reasoning process of the 
AI system with continually-adapted knowledge in KGs, to incorporate the newly-learned, changing 
representation of current values and norms in a given context for human assistance. This requires a 
parallel information processing paradigm for an AI system to incorporate an expanded notion of 
Simon¶s doing and learning that simultaneously monitors the environment and learns to update its 
knowledge representation including values and norms, while also meeting the real-time  demands 
of KG search during reasoning.    
 
Computer and Information Sciences Research  
In the past decades, the applications of KGs have mainly relied on the generic knowledge bases 
(e.g., YAGO, DBPedia), with some initiatives for creating KGs specific to a domain (e.g., UMLS 
Metathesaurus for health sciences). The focus on personalized KGs has not received the attention 
required to address challenges in both representation and reasoning of AI systems.      
 The first major challenge is to model incoherent values as concepts and norms as relationship 
constraints, while creating novel methods to represent a personalized interpretation of concept 
relationships. Some of these approaches include RDF reification and singleton property [15] based 
µstatements about statements¶ in KGs for contextuali]ed and personali]ed interpretation of 
knowledge representations in reasoning for humanity-inspired AI systems. For instance, two persons 
can have the same values (e.g., privacy) but different socio-cultural norms for their behavior (e.g., 
acceptable personal space depending on culture). Thus, the stored knowledge representation in KGs 
is very personalized for a human and the AI system should achieve such a level of personalization 
to perform effective human assistance. To be clear, assumptions about values are built into current 
recommendation models through user profiling, but their implicit influence on reasoning prohibits 
explicit personalization.  

The second major challenge is rapid learning, and further adaptation, of knowledge 
representation of values and norms in KGs from few observational data through interaction with the 
human user. This is analogous to the recent efforts in machine learning research, such as few-shot 
learning and life-long learning. Although, similar directions need to be further explored to design 
reliable self-adaptive learning methods for humanity-inspired AI systems to adapt the 
representations of the knowledge of values and norms over time. The mechanisms [16] to integrate 
symbolic computing using personalized KGs with representation learning can empower a humanity-
inspired AI system, to rapidly learn to attend to those elements in the observational data that 
correspond to some value states in KGs as well as compliance with social norm constraints.   
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Conclusion  
This article presents a vision for designing humanity-inspired AI systems. Drawing on Newell¶s 
Knowledge Level Framework, we use scenarios drawn from elder care to illustrate the essential 
dimensions of knowledge for an AI system to assist an elder. We advocate for the role of 
personalized KGs in supporting such AI system designers, and identify challenges for future research 
and practice.     
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