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In a powder bed fusion additive manufacturing (AM) process, the balling effect has a significant impact on
the surface quality of the printing parts. Surface wetting helps the bonding between powder and substrate
and the inter-particle fusion, whereas the balling effect forms large spheroidal beads around the laser
beam and causes voids, discontinuities, and poor surface roughness during the printing process. To better
understand the transient dynamics, a theoretical model with a simplified 2D configuration is developed to
investigate the underlying fluid flow and heat transfer, phase transition, and interfacial instability along with
the laser heating. We demonstrate that the degree of wetting and fast solidification counter-balance the
balling effect, and the Rayleigh-Plateau flow instability plays an important role for cases with relatively low

substrate wettability and high scanning rate.
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I. INTRODUCTION

Surface quality is a great concern in making high-end
3D printing products. In a typical metal printing pro-
cess a thin layer of powders is heated locally by a scan-
ning laser or electron beam to selectively melt and fuse
the powders or form a small region of the melt pool,
and then followed by rapid solidification of the molten
material. During each scan, a thin layer of powders
is adhered to the substrate or to a previously solidified
powder layer. A geometrically, structurally, or function-
ally complicated 3D configuration can be built by re-
peating this process, known as a layer-by-layer or solid
freeform fabrication technique, which can be applied to
a broad range of materials including alloys, ceramics,
polymers, and composites. The fabrication technology
has shown great promises in building light-weight struc-
ture from aerospace, automotive, to biomedical applica-
tions. For recent advances in additive manufacturing
(AM) technology including materials, structures, pro-
cesses, and the relevant multiscale physics see the com-
prehensive reviews1® The 3D printing technique may
provide equivalent or superior microstructure, and thus
the mechanical properties and performance, than conven-
tionally cast and wrought materials® However, the lack
of consistent surface quality due to microstructural de-
fects including pores, discontinuities, incomplete melting,
process-induced microcracks, delamination, and balling-
induced poor surface roughness hinder the advancement
of the printing technology. Complicated interfacial phe-
nomena in a metal AM process include multiple deform-
ing interfaces, coalescence and change of morphology,
conjugated heat and mass transfer, and multiscale phase
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A critical concern regarding serious defects generated
by the AM process is the balling phenomenon,?® which is
the formation of large spheroidal beads and ripples from
aggravated melting and solidification of metallic pow-
ders. Balling often appears around the scanning laser
beam, resulting in a nonuniform adherence to the sub-
strate or previously fused powder layer, including discon-
tinuities or unfilled spots, which results in poor surface
quality, poor interlayer bonding, and affects mechanical
properties of the final parts. The balling phenomenon
is primarily contributed by three factors: surface wetta-
bility, competition between spreading and solidification,
and the Rayleigh-Plateau instability. In a few focused
studies, Li et al.” observed the increase of balling ten-
dency with higher oxygen content in the gas environ-
ment, higher scanning speed and powder layer thick-
ness, and lower laser power, for both nickel and stainless
steel powders. The process windows for tungsten and
aluminum powders were observed by Wang et al’® and
Aversa et al?, respectively. The former investigated the
morphology and stability of a single scan track, whereas
the latter suggested that balling may occur at either
insufficient or excessive laser exposure, which is likely
due to incomplete melting and denuded powders around
the melt pool, respectively. This is consistent with the
observations for iron-based powders 102 Surface oxida-
tion reduces the wettability of the molten powders and
may create a reversed (from negative to positive tem-
perature coefficients) thermal Marangoni convection that
further promotes balling2#!4 Using high purity inert en-
vironment can prevent or reduce the content of surface
oxides}? Agarwala et al® also suggested the addition
of deoxidizer to improve wetting or applying the fluxing
agent to enhance the fluidity of the molten metal during
the fusion process. The competition between spreading
and solidification plays an important role in transient fu-



sion dynamics. Zhou et al™@ specifically compared the
balling tendency and the resulting surface morphology
under various laser parameters. They found that tita-
nium and steel have faster spreading than solidification
and are considered easy-to-process metals, whereas cop-
per and tungsten have faster solidification time, implying
arapid solidification and arresting of the three-phase con-
tact line, and thus a larger balling tendency. However,
the new results found by Qiu et al 18 on alumina ceramic
powders indicated that severe balling could still happen
even spreading is much faster than solidification. For
materials with good wetting and spreading abilities, the
Rayleigh-Plateau instability tends to break up the scan
track and cause balling 1% Spattering under a very high
laser power can also cause ballingm. The morphology of
defects and discontinuities caused by balling can be re-
constructed by 3D imaging using synchrotron radiation
micro-computed tomography(CT) 2! Many experimental
observations have indicated that balling is primarily en-
hanced by three factors: 1) poor wetting ability, 2) higher
tendency of solidification before spreading, and 3) onset
of Rayleigh-Plateau instability. These factors are further
complicated by local Marangoni convection due to sur-
face oxidation and a large temperature gradient.
Although a remelting procedure or tuning of the pro-
cess window (including laser power, spot size, exposure
time, hatch space, scanning speed and strategy) may
help to avoid balling, a fundamental understanding and
quantitative analysis of the interfacial phenomenon in-
volved in balling are important for a better process de-
sign and control of the microstructure evolution during
phase transition. Direct numerical simulation of selective
laser melting process including fluid flow, phase transi-
tion, and heat transfer analysis has been successful using
the volume of fluid (VOF) method, showing balling can
be initiated by the Rayleigh-Plateau instability 2223 To
better understand and quantify the influence of wettabil-
ity, the competing dynamics of solidification and spread-
ing, and interfacial instability to the balling effect, here
we develop a theoretical model using an idealized 2D
configuration with a single layer of powders on top of a
substrate. The theoretical framework is developed based
on the thermodynamically consistent phase-field method,
which is broadly used for investigating the microstruc-
ture evolution in metallic systems such as growth kinetics
and the formation of dendritic microstructure in mate-
rial sciences2#2% The phase-field method®®53 has been
broadened and applied to the mesoscale analysis of ad-
ditive and pharmaceutical manufacturing processes that
involve multiphase fluids, heat and mass transfer, ther-
mal elasticity, phase transition, and three-phase contact
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Il. THEORETICAL ANALYSIS

In a simplified 2D configuration (Fig. 1) we consider a
single layer of equal-sized metal powders aligned with

the substrate. The powders are heated from the top
by a laser beam with an assumed Gaussian irradiation
heat flux. Further assumptions are made to facilitate
the theoretical analysis: i) evaporation kinetics and re-
coil pressure of the liquid metal are neglected at low to
medium laser power, ii) the ambient argon gas is as-
sumed ideal, iii) the gravity acceleration is neglected, iv)
thermal elasticity is not considered, and v) the latent
heat, heat capacity, density of the metal powders are as-
sumed constants, whereas the surface tension, dynamic
viscosity, and thermal conductivity are temperature de-
pendent. Starting from the definition of entropy func-
tional, a concise mathematical framework that underlies
the phase-field approach is provided here. More details
about the derivations can be found in our recent work on
the modeling of a laser brazing process 40
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FIG. 1. Schematic of selective laser melting of a horizontal
layer of equal-sized metal powders placed on top of the sub-
strate and is surrounded by argon gas. Phase field variables
¢1, ¢2, and ¢3 indicate the volume fractions of argon gas,
metal powders, and the substrate, respectively. D represents
the width of the computational domain, and the Gaussian
beam is featured by its irradiation intensity H and a charac-
teristic spot radius a.

A. Entropy functional and free energy density

As a starting point of thermodynamically consistent
approach 223355 the entropy functional that describes
the phase transition of a multi-component system can
be expressed as

3
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where the overall material volume €2 indicates the compu-
tational domain shown in Fig. 1, including the substrate,
metal powders, and the surrounding argon gas, s is the
local entropy density (per unit volume), e is the internal



energy, ¢ € [—1,1] is a non-conserved phase-field vari-
able that describes solid-liquid phase transition of the
powders (here —1 is for the liquid phase and +1 for the
solid phase), ¢1 to ¢3 € [0,1] are material volume frac-
tions for argon gas, metal powders, and the substrate,
respectively, with the constraint of Ef’zl ¢; =1, and A is
the Lagrange multiplier. The gradient effects, |V¢|? and
|V¢;|?, along with their coefficients &, and &3 are as-
sociated with the interfacial energy, apparent thickness,
and mobility. The transient evolution of the continuous
phase field ¢ and the volume fractions ¢; to ¢3 are de-
scribed by the phase-field equations, derived from the
entropy transport equation and the above entropy func-
tional. By requiring a positive entropy production rate,
the time evolution of the non-conserved phase field ¢ and
conserved volume fraction ¢; can be formulated as
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respectively, where the assumed positive proportional
constant M, represents mobility at the solid-liquid inter-
face of the melting powders, and M; represents mobilities
of the interfaces between different compositions.

The entropy in the partial derivatives in Egs. (2)) and
are further associated with the free energy density
(Appendix A). Here we consider the free energy that ac-
commodates the enthalpy effect for the mixing of dif-
ferent components across the smooth interface and with
an additional constraint from mass conservation 2% ex-
pressed as
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where f; is the free energy of pure material, the 2nd term
on the right assumes a double-well type mixing enthalpy
with h; as the energy barriers, and the last term on the
right takes the constraint in the entropy functional into
account. The thermally driven phase transition dynam-
ics, including melting and solidification, is described by
the free energy density f» developed by Wang et alZ3]
expressed as
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where T, is the equilibrium melting temperature of the
pure metallic powders, es = e3_ + P(¢)L4,** is the cor-
responding internal energy to accommodate both solid

and liquid phases of the metallic material using the in-
terpolation function P(y) and the latent heat L,. Here
the polynomial interpolation function P(y) = 1/2 —
(1/16) (3¢ — 10¢® 4 15¢) has a range from P(—1) =1
to P(1) = 0. hy is the corresponding energy barrier
across the solid and liquid phases. As a result, the phase
field p-equation that governs the solid-liquid phase tran-
sition®® can be formulated as
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The transient evolution of the phase field ¢ is primar-
ily determined by the thermally driving force based on
the local temperature and the assumed temperature-
independent latent heat, the balance of diffusive effect
(the 1st term on the right) and double-well type phase
separation (the 3rd term) for generating and evolving
a smooth yet narrow interfacial profile. P’ is the (-
derivative of interpolation function P. The second phase-
field equation that traces the volume fractions can be
formulated as
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for i = 1 to 3 in general. The first term on the right-hand
side is originated from the double-well mixing enthalpy
term, in which the energy barrier is adjustable numeri-
cally to prevent the mixing of different components in this
case, and the Lagrange multiplier is resulting from the
mass conservation constraint. The resulting 4th-order
term takes the long-ranged effect into account, which is
obtained from the gradient terms that appeared in the
entropy functional. In the above phase-field equations,
the gradient coefficients ¢2 and &7, and the energy barri-
ers h, and h; are associated with interfacial energy and
the characteristic thickness of the interface, which will
be explained in Sec[ITC|] Note that to accommodate the
fluid flow effect, hereafter we replace /9t by the sub-
stantial derivative D/Dt = 0/0t +v-V with v indicating
the velocity field.

B. Thermal energy equation

Following the thermodynamically-consistent formula-
tion®2, the differential energy equation associated with
the entropy can be expressed as
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where the apparent mobility coefficient M, = T?k7(T),
and k7 is the temperature-dependent thermal conduc-
tivity to be determined by the material, phase, and
temperature. The first term on the right-hand side re-
duces to the classical Fourier heat conduction effect,
and the source term @ incorporates the radiation loss
@, and laser irradiation @), effects. The above inter-
nal energy has an additive form e = Z?zl ¢;e;, with
ez = eg, + P(p)L,. With further assumption that all
specific heats cp, remain constants, the energy equation
can be further written as
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where p; is the mass density.

The exchange of thermal radiation energy between the
material surface and ambient environment is simplified

and expressed as

4 4
Oxeom =TT gy
w
where € is the emissivity of the metal surface with an ap-
parent characteristic width W in the phase-field model,
o is the Stefan-Boltzmann constant, T, is the ambient
temperature, « is the absorptivity of the metal material,
assumed approximately the same as e. The gas absorp-
tion or participation is neglected. The irradiation of the

laser beam on the powder surface is estimated as
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where n is the surface normal computed by n =
Vo1/|V¢1], and H is the intensity of an assumed 2D
Gaussian laser beam, calculated by

2 _ _ _ 2
/ﬂQexp 2(x — xo — Uyt)

H=—
a a?

&, (12)

where O is the laser power per unit width, a is the char-
acteristic spot radius, x is the horizontal coordinate, x is
the initial laser focal point, and U, is the scanning speed
of the laser beam traveling along the horizontal direction
(é; as shown in Fig. 1).

C. Interfacial dynamics

In the phase-field approach, one has to determine a
few characteristics of the smooth interface, including the
interfacial energy, mobility, and apparent thickness. The
interfacial energy, denoted by <, is associated with the
excess energy of the interface at equilibrium. As the in-
terfacial thickness is much smaller than the feature size

of the morphology during the phase transition, it is usu-
ally estimated by the 1D profile,* where the analytical
solution of the equilibrium phase field is known. As a
result, the interfacial energy at the solid-liquid interface
is associated with the thickness, temperature, and the
gradient coeflicient as

%:/ Tnél|VolPde = == 22T, , (13)

where z indicates the coordinate in an assumed un-
bounded 1D domain, 7T, is the reference temperature
at the melting point of the material, and W, is the char-
acteristic thickness of interface correlated with the en-
tropy gradient coefficient by setting £2 = h,W2. With
a further extension to the multi-component system, the
energy barriers and gradient coefficients are related to
the interfacial energies as
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(14)
where the subscript 12, 13, and 23 indicate the gas-
powder, gas-substrate, and power-substrate interfaces.
To incorporate the thermal Marangoni effect, the interfa-
cial energy between the nickel powder and the argon gas
is calculated by a linear model y12 = 7Yy — B,(T — Ty,),
with 3, as the temperature or Marangoni coefficient. The
rest two interfacial energies 13 and 793 are treated as
constants. The Lagrange multiplier A can, be determined
by combining Eq. |ID the constraint 27 1 ¢i =1, and
the assumption M;&7 = Mol = M3&2 #9M0, expressed
as
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We further assume that the mass density of nickel re-
mains constant during the phase transition process, the
molten nickel is a quasi-incompressible Newtonian fluid
that satisfies the continuity equation:

Vov~0. (16)

Furthermore, the fluid dynamics involving the interfacial
force can be described by the Navier-Stokes-Korteweg
momentum equation, written as
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where p is a modified pressure, expressed as
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where p is the hydrodynamic pressure, and the isotropic
component of the interfacial force has been absorbed
in the pressure gradient term for convenienc, 7 is the
temperature-dependent dynamic viscosity, u; = 9f/0p—
TE2V?¢ is the generalized chemical potential with f in-
dicating the bulk free energy, and F; is the body force
due to the thermal Marangoni effect. Here we assume
that the apparent Marangoni force Fy; is linearly pro-
portional to the temperature gradient, within the region
of interface selected by a scalar quantity |[V¢1|? and writ-
ten as

Fu ~ xVT|Voi|?, (19)

where the coefficient y is approximated by the increment
of the surface tension through a simple control volume
analysis around the interface, so that x = —38,W with
B obtained from the experimental Marangoni coefficient
and W as the characteristic thickness of the interface.

D. Material properties and parameters

Because temperature variation influences the trans-
port properties significantly, the nonlinear effect due to
temperature-dependent properties is included in the com-
putation. Here we summarize the material properties be-
low for the case studies based on pure nickel powders and
the argon gas environment. The thermal conductivity of
nickel powders is determined by a smooth transition be-
tween solid and liquid phases using the P-function, ex-
pressed as

kry, = k) [1— P(o)] + k) P(e) (20)

where k§§2 represents the solid-state thermal conduc-
tivity of pure nickel and is approximated by kg;i ~
50.06+0.022 T/A” in terms of dimensional values in MKS

unit and degree Kelvin, and k%i ~49.7 W/(m-K) is the
liquid-state thermal conductivity of pure nickel. The dy-
namic viscosity of the molten nickel can be correlated
with temperature*” as

nNi ~ 1o +5.257 x 10°8(T — T,,) , (21)

where T}, is the pure nickel’s melting temperature, and
T is the absolute temperature field. The substrate mate-
rial is assumed stainless steel with thermal conductivity*~
estimated by:

krp, ~9.42+0.0143 T . (22)

The thermal conductivity and dynamic viscosity of argon
gast® are approximated by

kr,, ~1.473x 1072 4+2840 x 1075 T  (23)

and
Nar ~1.885x 107° +3.362x 1078 T,  (24)

respectively. The density of argon gas is calculated by
the ideal gas law. Table [[] lists the assumed constant
properties used for the case studies. Several character-
istic lengths and model parameters are listed in Table
[0 In summary, the fully coupled governing equations
are in general applicable for 2D and 3D cases by solv-
ing the solid-liquid phase transition field ¢, the volume
fraction phase fields ¢;(;—1,2,3), temperature field 7', and
the velocity field v, along with the initial and boundary
conditions.

TABLE I. Constant material properties.

Parameters Value
mass density: kg/m?3
nickel 9 7810
stainless steel pp 2 7874
reference thermal conductivity kr,*?  90.9 W/(m - K)
specific heat: J/(kg- K)
argon c,, 520.3
pure nickel ¢, 490.0
stainless steel ¢, 49 633.0
reference dynamic viscosity 7% 5.01 mPa - s
interfacial energy in between: J/m?
nickel and argon gas 7)y*" 1.838
nickel and stainless steel o342 2.385
stainless steel and argon gas y13°" 1.860
solid and liquid nickel ~,~* 0.347
Marangoni coefficient 3, 0.39 mN/(m - K)
melting temperature of nickel T}, A" 1726 K

latent heat of fusion of nickel L,* 2.32 x 10% J/m3

emissivity:
nickel powder e,,2? 0.34
stainless steel e, 22 0.40

E. Scaling and Discretization

Here we have applied characteristic length L, char-
acteristic velocity U, characteristic overheating temper-
ature AT, and other reference material properties as
provided in the tables to scale the governing equations.
The reference parameters (with subscript 0) are based
on powder material with density pg = py; and specific
heat c,, = cpy;- The characteristic velocity U is the
rescaled capillary velocity determined by B7y12/n9, with
an adjustable factor 3 = 0.005. We suggest tempera-
ture to be scaled as T = (T —T,,,) /AT, and the pressure
and stress scaled by the inertial effect poU?. We develop
a computational solver based on Euler time integration
with a fixed-point iteration at each time step and Fourier
spectral discretization with 800 x 800 uniform mesh by



TABLE II. Model parameters.

Parameters Value
characteristic length L 200 pm
domain size D = 2L ~ 1200 pm
interfacial thickness for ¢-field W, 8 pm
interfacial thickness for ¢;-field W 4 pm

18.5 J/(m? - K)
91.7 J/(m? - K)
0.73 m/s
32.1m-s-K/kg
0.259 m3 - us - K/kg

solid-liquid energy barrier h,
energy barrier for powders hg
characteristic velocity U
interfacial mobility for (-field M,
mobility of nickel M,

2D power of laser beam Q 2.1 x 10° W/m
spot size of laser beam a 100 pm
scanning speed of laser beam U, 0.1m/s
char. temperature difference AT 500 K

considering a balance of computational time and spatial
resolution. Specifically, scaled volume fraction phase field
equation and discretization are provided below for refer-
ence. Equation. @ with convective effect leads to

992 p 5. Gy = T v{@[i_czﬁ?@
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where the Peclet number P, compares the phase tran-
sition and convective time scales, and Cj is the Cahn-
Hilliard number indicating the relative thickness of the
interface to the length scale. They are defined as

Po=Te and O =2, (26)
Te L

where the phase transition time scale is defined as 7, =
1/hy,M,, assumed it is the same order of magnitude as
thermal diffusion time scale, 7, ~ 7o = L%pocp, /kry,
indicating that the solid liquid phase transition process
is thermally driven, and comparing to the convective
time scale 7. = L/U. The wetting dynamics time scale
Twet = L? /haMs. The above equation is discretized and
computed based on the Fourier spectral method with
pseudo spectral scheme for nonlinear term¥ The dis-
cretized equation can be written as

q,i)n—‘,-l q’z*s’n +1
B AP T Veg] = Twit{ S
21)
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where the hat symbol indicates the Fourier transform,
F stands for the pseudo Fourier transform, n + 1 and
n represent current and previous time step, and At is

the time step. k* = (k%)% = (k? + k2)?, where k; and
ko are the wave numbers along the xz and y directions,
respectively. By collecting terms, we have
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In our case, the volume fraction of substrate ¢3 is fixed,
the volume fraction of the filler metal ¢- is computed
based on the above equation, and the volume fraction of
argon gas is calculated based on ¢; = 1—¢o —¢3. Valida-
tion of the three-phase contact line dynamics is shown in
Figure 2. At scaled time (t/7wes) > 12, the sessile droplet
reaches its equilibrium shape and the profile agrees well
with the theoretical solution which is a portion of a circle
in the 2D case. The radius of the contact area versus time
increases rapidly at the initial stage, and then follows the
Tanner’s law r o« t9! at a later stage/54
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FIG. 2. (a) Transient evolution of a sessile liquid droplet on a
wetting substrate with an equilibrium contact angle 6§ = 30°,
the grey area is for the vapor phase ¢1, and the white area is
the droplet ¢2, and the contour describes the boundary of the
droplet. (b) The contact radius with time, Rq is the radius
of the sphere at ¢ = 0, and Tyet is the time scale for wetting
dynamics.
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FIG. 3. Evolution of melting, wetting, and coalescence dynamics in terms of solid-liquid phase field ¢ (left panels) and the
corresponding temperature field on the right at five scaled time instants t=0.2,04,0.6,1.2, and 1.6. The scaled temperature
is defined as T = (T — T;,,)/AT, and the time is scaled by 7, = 1.68 x 107® 5. Three temperature contours T' = 0, 0.5, and 1.0
are provided for reference with the melting temperature at T = 0. The laser parameters include: intensity @ = 3.0 x 10° W/m,
spot size a = 50 pum, laser spot starting from & = 0.5 and moving horizontally to the right with a scanning speed U, = 0.5 m/s.

lll. RESULTS AND DISCUSSION

Figure 3 shows the interplay between melting, wetting,
and coalescence of a horizontal layer of metal powders.
Melting and coalescence form larger droplets first, and
then the poor wetting condition to the substrate with
a contact angle 106.7° further enhances balling dynam-
ics and creates a persistent pattern of separated balls.
The process is followed by a rapid solidification of the
fused droplets without changing the pattern. A closer
observation of the transient dynamics from the phase
field shows that, initially (f = 0) the whole system has

uniform temperature 7 = —0.2, at ¢ = 0.2 four pow-
ders near the laser spot are fully melted, three of them
are merged and the next one to the right splits due to
the poor wetting condition and the cohesive force from
the unmelted powders on the right. The overall profile
of the melted powders has a blunt shape. Meanwhile,
the ongoing and partially melted powder wets both the
solid powder on the right and the substrate concurrently.
The lower interfacial energy between the liquid and solid
nickel powers essentially leads to a much better wetting
condition for the laser melting process. This pattern is
phenomenologically similar to Rayleigh-Plateau’s classi-
cal work on the interfacial instability of a liquid column.
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FIG. 4. Transient evolution of the solid-liquid interface at three scaled time instants ¢ = 0.2, 0.8, and 1.6 under three assumed
contact angles: (a) § =15°, (b) 6 = 30°, and (c) § = 110°. The temperature contour at 7' = 0 is provided for reference.

The dominant wavelength is around 2.35d, and can be
expressed as 7.12(6/2), where d is the diameter of the
powders, and §/2 represents half of the height of the lig-
uid column if all powders are melted. Quanlitatively the
characteristic wavelength of this 2D simulation is much
smaller than the Rayleigh’s criteria, about nine times
of the radius for a 3D liquid column without the influ-
ence of wetting and phase transition. It is also much
smaller than the characteristic wavelength given by the
Rayleigh-Taylor instability for a thin liquid film, which
is 2m/20. 55 where £. = \/y/pg ~ 218d is the capil-
lary length. As a reference, from Schiaffino’s analytical
modemgif we consider A = mR?, h = R, and 8 = 0.62 for
0 = 106.7°, the estimated wavelength is about 7R versus
7.12(6/2) in our case. Note that in practice the disconti-
nuities in between droplets before and after solidification
may create voids during the layer-by-layer AM process
and should be avoided. Furthermore, in Fig. 3, the cor-
responding temperature distribution on the right panels
shows the laser heating effect from Gaussian irradiation,
phase transition, and thermal diffusion into the powders,
substrate, and surrounding. The irradiation is absorbed
by both powders and the substrate, whereas argon gas
is assumed not participating in the radiation heat trans-
fer. The system is thermally controlled and the melting
front shown in the phase field coincides with the equilib-
rium temperature contour at 7' = 0, which is consistent
with our selection of time scale or interfacial mobility for
the phase transition based on the thermal diffusion time
scale. At dimensionless time ¢ = 0.4 and 0.6, metal pow-
ders are melted and merged, and soon started to solidify.
The penetration depth of the thermal wave during the

transient process can be used to characterize the heat
affected zone. Finally, the morphology shows that the
balling effect repeats itself through melting, coalescence,
splitting, thermal relaxation, and solidification. The dis-
continuities that appeared in the balling pattern indicate
a wavelength of around 60 to 65% of the wavelength ob-
tained from a typical Raleigh instability, about 9 times
of the radius of a thin liquid column. In addition to in-
terfacial instability, the result suggests the importance
of wetting and solidification to the formation of balling
pattern.

Figure 4 further demonstrates the balling effect under
various wetting conditions. Under the same configura-
tion and laser scanning speed, a better wetting condition
with low contact angles (Fig. 3a) provides a flattened
melt pool that coats the top surface of the substrate more
uniformly than the high-contact-angle case. On the other
hand, the number of discontinuities increases at a rela-
tively poor wetting condition with a high contact angle
(Fig. 3c). Note that the advancing and receding angles
are not specified in this phase-field simulation, and the
reference contact angle is defined based on the equilib-
rium condition. Overall, a good wetting condition in-
hibits the occurrence of balling and discontinuities. The
morphology in general remains the same before and af-
ter solidification for each test case. The heat affected
zone, featured by the melting temperature line within
the substrate, appears quite similar for each case at a
longer range. This is reasonable as balling is a very local
phenomenon with a faster time scale and thus it has less
influence on the temperature distribution in a larger heat
affected zone.
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FIG. 5.

Interfacial evolution showing wetting dynamics near a hypothetical solid powder afixed to the substrate at four

sequential time instants for three cases: (a) without hydrodynamics, (b) including hydrodynamics but without Marangoni
effect, and (c) including hydrodynamics and thermal Marangoni effect. The profiles color coded by blue, green, and red are the
contours for the volumetric fraction ¢2=0.1, 0.5, and 0.9, respectively.

In Fig. 5 we apply the same test conditions as shown
in Fig. 2 to have a closer look at the wetting dynam-
ics. Note that for the case with a very low contact an-
gle or a high wettability, the lubrication approximation
may be applicable to simplify the analysis, however, the
full Navier-Stokes-Korteweg system is required in gen-
eral and it is coupled with the phase transition dynam-
ics in this study. Figure 5a shows the transient relax-
ation of the interfacial energy without the hydrodynam-
ics. To simplify the study, first we consider two melted
nickel droplets, described by the phase field ¢o, placed
on top of a solid substrate (¢3) and near a solid sphere
made of stainless steel (also defined by ¢3). Initially,
the temperature is assumed uniform and above the melt-
ing temperature of pure nickel so that the heating and
phase transition can be neglected. The equilibrium con-
tact angle between the droplet and substrate is set to
6 = 60°. Figure 5b shows the results at the same time
steps with fluid flow and convective effect taken into ac-
count. The characteristic velocity U = 0.92 m/s and
reference Reynold number Re = 150. The solid contour
lines stand for the volume fraction of droplet at ¢o = 0.1,
0.5, and 0.9, whereas the dashed contour lines are for
the volume fraction of stainless steel at ¢3 = 0.1, 0.5,
and 0.9. Apparently, fluid flow is driven by the moving
three-phase contact line and the Laplace pressure around
the free surface. The inertial and convective effects fur-
ther accelerate the wetting, enhance heat transfer, and
thus promote the phase transition process in terms of
powder fusion and bonding efficiency to the substrate.
However, due to the inertial effect, stronger oscillatory

motion of the free surface along with few circulations
around the droplet are introduced by the fluid flow iner-
tial effect. One would expect more vigorous oscillation
and even a spattering can happen near the melt pool un-
der high laser power and long dwelling time, which is an
important feature of the keyhole operation mode. Figure
4c includes the thermal Marangoni effect in the interfa-
cial dynamics, and the result shows that in the test case
Marangoni effect has a minor influence on the local veloc-
ity field. The result is reasonable since the characteristic
Marangoni force is much smaller than the inertial force,
ie, WB,AT/(poU?L?) ~ 0.004. The Marangoni effect
is expected to be higher at high power laser melting pro-
cess.

IV. CONCLUSION

We develop a thermodynamically consistent phase-
field theoretical model to describe the balling effect that
appeared in a simplified powder bed fusion process,
which involves phase transition, wetting dynamics, inter-
facial deformation and instability, droplet coalescence,
and the resulting discontinuities after solidification.
The computational framework relies on the entropy
functional of the system in addition to the conservation
principles. All governing equations are derived to ensure
positive local entropy generation. The fully coupled
transport equations are solved by the spectral method.
The result demonstrates that wetting condition and
interfacial instability play major roles in the formation of



discontinuities along the laser scanning track. A better
wetting to the substrate reduces the degree of balling
and the chance of discontinuity. At low to medium
power laser heating, the solidification, inertial, and
Marangoni convective effect around the micro melt pool
are considered secondary effects to the balling pattern.
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Appendix A: Derivative of internal energy and free energy

The  total  derivative of internal energy
e(s, , @1, d2, ¢3) is expressed as
de = Tds+a—d +Z ——do; (A1)
- a a¢z )
and thus
1 1 de 1~ de
ds = —de — = — —do; A2
ST T T, T; 96, (42)
By comparing the partial derivatives of entropy

s(e, p, d1, P2, d3) with the above expression, one can es-
tablish the following relations:
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for i = 1 to 3. Moreover, since the Helmholtz free energy

density is introduced as f(

total derivative of the free energy is
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