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Abstract

Although buried titratable residues in protein cavities are often of major functional

importance, it is generally challenging to understand their properties such as the ion-

ization state and factors of stabilization based on experimental studies alone. A specific

set of examples involve buried Glu-Lys pairs in a series of variants of Staphylococcal

Nuclease, for which recent structural and thermodynamic studies appeared to suggest

that both the stability and the ionization state of the buried Glu-Lys pair are sensitive

to its orientation (i.e., Glu23-Lys36 vs. Lys23-Glu36). To further clarify the situation,

especially ionization states of the buried Glu-Lys pairs, we have conducted extensive

molecular dynamics simulations and free energy computations. Microsecond molecu-

lar dynamics simulations show that the hydration level of the cavity depends on the

orientation of the buried ion-pair therein as well as its ionization state; free energy

simulations recapitulate the relative stability of Glu23-Lys36 (EK) vs. Lys23-Glu36

(KE) mutants measured experimentally, although the difference is similar in magni-

tude regardless of the ionization state of the Glu-Lys pair. A complementary set of

free energy simulations strongly suggests that, in contrast to the original suggestion

in the experimental analysis, the Glu and Lys residues prefer to adopt their charge-

neutral rather than the ionized states. This result is consistent with the low dielectric

constant computed for water in the cavity, which makes it difficult for the protein cav-

ity to stabilize the a pair of charged Glu-Lys residues, even with water penetration.

The current study highlights the role of free energy simulations in understanding the

ionization state of buried titratable residues and the relevant energetic contributions,

forming the basis for rational design of buried charge-networks in proteins.
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1 Introduction

Despite their highly polar nature, titratable residues are commonly observed in enzyme ac-

tive sites1 and the interior of ion transporters2 because they provide crucial stabilization of

charged species in otherwise relatively non-polar environments. The design of new enzymes3

also requires strategically positioning titratable residues in a confined cavity to either sta-

bilize a high-energy transition state and/or to explicitly participate in general-acid-general-

base catalysis.4–6 Therefore, understanding the properties of buried titratable residues and

physical factors that stabilize their presence in protein interior is of great fundamental and

practical importance.

Burying polar and charged residues in the interior of proteins is generally expected to be

energetically costly since the amount of stabilization provided by the pre-organized protein

backbone is limited relative to bulk solution.7,8 Although it is increasingly recognized that

water molecules can penetrate into protein cavities to further stabilize polar and charged

groups,9–14 the degree of stabilization provided by water penetration, however, often re-

mains unclear. First, it is generally difficult to unambiguously determine the number of water

molecules in protein cavities using experimental approaches. For example, water penetration

is likely coupled to protein dynamics, which is significantly damped in the crystalline envi-

ronment, especially at cryogenic temperatures under which high-resolution crystal structures

are often obtained.15,16 Moreover, mobility of internal water molecules makes them difficult

to resolve with X-ray diffraction,17,18 and determining the number of internal water based

on spectroscopy alone19,20 is also not straightforward. Second, the degree of stabilization

of buried charge/dipole provided by internal water molecules depends on not only latter’s

locations but also their fluctuations,21,22 which are not readily available from experiments.

An important question regarding buried titratable residues concerns their ionization

states,23,24 which are intimately related to the degree of stabilization provided by the protein

microenvironment. For an isolated titratable residue, it is possible to drive the change of

titration state by altering pH, which may lead to substantial structural changes at both local
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and global scales.25–27 For a cluster of strongly coupled titratable residues, such as a pair of

basic and acidic residues (e.g., Glu-Lys), the response to pH is suppressed28 and determina-

tion of titration states requires detailed spectroscopic analysis such as NMR and IR using

isotopically labeled amino acids.29–31

A case in point is a set of mutants of Staphylococcal nuclease (SNase) studied by Garcia-

Moreno and co-workers,32,33 who employed ∆+PHS (PDB entry: 3BDC) and ∆+PHS∗ (PDB

entry: 3SK6) as the mutation backgrounds as they are highly stable variants of SNase; the

more stable ∆+PHS∗ features several additional mutations (D21N, T33V, T41V, and S58A)

relative to ∆+PHS. In the background of the ∆+PHS mutant, Robinson et al.33 mutated

two non-polar residues in the hydrophobic core, V23 and L36, to a series of polar (Q) or

titratable (E, K) residues. As expected, these mutants exhibited substantially lower folding

stabilities compared to the ∆+PHS background; at neutral pH (pH=7), the magnitude of

folding free energy decreased from ∼-12 kcal/mol for the ∆+PHS background to the range

of ∼-1 to -6 kcal/mol for the mutants. Of particular interest are two mutants that nominally

involve a buried ion-pair: V23E/L36K and V23K/L36E, which are referred to as the “EK”

and “KE” variants, respectively, in the following discussion. While EK remains reasonably

stable with a folding free energy of -2.6±0.4 kcal/mol, the KE variant is only marginally

stable with a folding free energy of -0.6±0.5 kcal/mol; indeed, heteronuclear single quantum

coherence (HSQC) spectra indicated a significant population of unfolded state for the KE

variant in solution. Introducing the Lys23/Glu36 mutations into the more stable ∆+PHS∗

background led to a folding free energy of -3.1±0.2 kcal/mol, and HSQC spectra indicated a

largely folded native structure;33 nevertheless, introducing the Lys23/Glu36 mutations still

cost more than 11 kcal/mol, similar to that observed in the ∆+PHS background and larger

in magnitude than the cost of ∼9 kcal/mol for introducing the Glu23/Lys36 mutations.

These differences between the EK and KE variants indicated that the degree of stabilization

of a buried dipole depends on orientation, highlighting the pre-organized nature of protein

structure as emphasized by Warshel and co-worker.34
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(a) (b) (c)

Figure 1: Crystal structures that illustrate the microenvironments of (a) V23E/L36K in
the ∆+PHS background (3NHH,32 referred to as EK), (b) V23K/L36E in the ∆+PHS
background (6AMF,33 referred to as KE), and (c) V23K/L36E in the ∆+PHS∗ background
(3SK633). The spherical cavity region is shown as an orange circle. The center of the cavity
is defined as the center of geometry for the OE1, OE2 atoms in Glu and the NZ atom in
Lys with a radius of 6 Å. Oxygen and nitrogen atoms in Lys and Glu are shown in red
and blue, respectively, while carbon atoms are in cyan. Crystallographic water molecules
within the cavity are shown as mauve spheres. Two residues, Gly20 and Thr62, which
can form hydrogen bonds with either Lys/Glu or crystallographic water are also shown in
ice blue. Hydrogen bonds are represented as dashed lines. β-strands near the cavity are
in tube representation for better visualization. Residues 16-24 of the KE variant in the
∆+PHS∗ background are observed in an open conformation (colored in red), which leads to
a substantially higher level of hydration and further separation of Lys23 and Glu36.
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Crystal structures of these mutants32,33 further highlighted additional nuances in the EK

and KE variants. While the Glu23-Lys36 pair was observed to be surrounded by a number

of water molecules in the cavity32 (Fig. 1a), the Lys23-Glu36 pair in the KE variant of

∆+PHS was apparently dry33 (Fig. 1b; one water molecule is resolved in the cavity region,

although it is too far to form any direct interaction with the Lys23-Glu36 pair). The crystal

structure for the KE variant in the ∆+PHS∗ background captured an “open” conformation

of the nearby β1−β2 strands, leading to the presence of several water molecules surrounding

the further separated Lys23-Glu36 pair (Fig. 1c). In the EK mutant, the sidechains of Glu23

and Lys36 are able to form hydrogen bonding interactions with nearby residues (main chain

of Gly20 with amine in Lys36 and sidechain of Thr62 with carboxylate of Glu23), while no

such interactions are visible in the crystal structure for the KE mutant.

Double mutant cycles involving both titratable (K, E) and polar (Q) mutations were

used to estimate the interaction free energy (∆∆Gint) between Glu and Lys in the EK and

KE variants. The ∆∆Gint value estimated for the KE variant was ∼-2 kcal/mol in both the

∆+PHS and ∆+PHS∗ backgrounds; this value was close to the ∆∆Gint measured for the

KQ variant, suggesting that Lys23 and Glu36 are likely charge-neutral in the KE variant.

By contrast, the ∆∆Gint for the EK variant was -3.4 kcal/mol more stable than its neutral

analogue in the QK variant, which appears to suggest that Glu23 and Lys36 form a charged

ion-pair or salt-bridge, an assignment that is consistent with the presence of multiple polar

interactions with surrounding water molecules and amino acids in the corresponding crystal

structure32 (Fig. 1a).

As discussed in the original study of Garcia-Moreno and co-workers,33 the observation

of a completely dry environment surrounding Lys23-Glu36 in the crystal structure of the

KE variant in the ∆+PHS background was rather unexpected. To what degree this is due

to the crystalization condition warrants further analysis, considering the challenges associ-

ated with the determination of water penetration as discussed above. The suggestion that

Lys23/Glu36 residues adopt neutral states in the KE variant while Glu23/Lys36 are both
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in the charged states in EK also calls for further consideration; the implication to protein

design is extraordinary if the presence of a few water molecules (two were resolved in the

crystal structure32) plus minor adjustments in the protein microenvironment may qualita-

tively shift the ionization states of the two residues in a buried ion-pair. Along this line,

we note that the crystal structure for the KE variant of the ∆+PHS∗ background captured

several water molecules near the further separated Lys23-Glu36 pair (Fig. 1c), although the

measured ∆∆Gint value of -2.2 kcal/mol is comparable to that in the ∆+PHS background,

hinting at a neutral Lys-Glu pair33 (however, see discussion below).

Motivated by these considerations, we have carried out extensive molecular dynamics

simulations of the EK and KE variants of SNase in the ∆+PHS background. In addition

to an evaluation of hydration level of the protein cavity that bears the Glu-Lys pair, we

also conduct alchemical free energy simulations to estimate differences in folding stability

among the EK and KE variants as well as relative to the ∆+PHS background. The results

clearly indicate that, despite potentially higher levels of hydration in the protein cavity as

compared to the corresponding crystal structures, the Glu-Lys residues are most likely in

the charge neutral states in both EK and KE variants. This assignment is consistent with

the computed local dielectric constant of the partially hydrated cavity, which is too low to

stabilize the ionized form of the Glu-Lys pair. The magnitude of the effect is sufficiently

large that an explicit treatment of electronic polarization is not expected to alter the favored

charge state. These results have major implications to the introduction of titratable residue

pairs into protein interior for protein engineering applications, and highlight the value of free

energy simulations in guiding such efforts.
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2 Computational Methods

2.1 Simulation set-up

Crystal structures for the highly stable ∆+PHS variant of SNase, its EK and KE mutants

(with PDB ID: 3BDC,35 3NHH32 and 6AMF,33 respectively) are used as starting structures;

no ligand or Ca2+ is included. Missing residues 1-6 and 142-149 are modeled with CHARMM-

GUI.36 For the EK and KE variants, simulations are carried out with the introduced Glu-Lys

residues either both ionized or charge neutral; the simulations are labeled as EK/KE and

EKneutral/KEneutral, respectively.

The systems are assembled using the CHARMM-GUI solution builder.36 For each system,

the initial structure is solvated in a rectangular TIP3Pm37,38 water box with a 10.0 Å of edge

distance under periodic boundary conditions. 150 mM NaCl ions are randomly placed to

neutralize the system and mimic the physiological condition. The initial simulation box size

is around 76 × 76 × 76 Å3.

Molecular dynamics simulations are performed with the OpenMM package39 with GPU-

acceleration using the CHARMM36m40,41 force field; as discussed in Sect.3.3, since the

free energy difference between different charge states of the ion-pair is very large, we limit

ourselves to additive force field simulations here and will report in-depth analyses using

polarizable force fields42,43 separately. Particle-mesh Ewald (PME)44 with an Ewald error

tolerance of 0.0005 is used to calculate electrostatic interactions. Van der Waals (vdW)

interactions are treated with a non-bonded cutoff of 12 Å and a switch distance of 10 Å. Each

system is first minimized for 5000 steps with the L-BFGS algorithm. Then, equilibration run

in the NVT ensemble is carried out with restraints on backbone and side chain heavy atoms

using a force constant of 400 kJ/mol/nm2 and 40 kJ/mol/nm2, respectively. Production runs

are carried out in the NPT ensemble for 1000 ns at 303.15 K. All bonds involving hydrogen

atoms are constrained using SHAKE,45 allowing an integration time step of 2 fs using the

Langevin integrator with a collision frequency of 1 ps−1. Pressure is controlled to be 1 bar
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with the MonteCarloBarostat and an update frequency of every 100 steps.

2.2 Charging free energy simulations

To compute relative folding stabilities, we use the commonly employed thermodynamic cy-

cles,46 which are explained in Sect.3.3 in greater detail. For this work, two major assumptions

are made to make the computations feasible and efficient. First, we assume that the un-

folded state has minimal structural features such that the local environment of the mutation

site can be captured with a simple model of the corresponding residue in bulk solution;

specifically for the problem at hand, it is reasonable to assume that residues 23 and 36 no

longer interact with each other and feature similar local environments in the unfolded state

for both EK and KE variants. Second, since the sidechain pairs involved in the analyses,

Glu-Lys and Val-Leu, are comparable in size, we assume that the free energy changes are

dominated by the electrostatic component of intermolecular interactions (see Table S4 and

discussions below). With these assumptions, the relative folding free energy evaluations are

reduced to (de)charging free energy simulations, which are straightforward to conduct by

directly modifying the partial charges of the relevant sidechain atoms (see below).

There might be concern about the potential caveats using charging free energies for eval-

uating the difference in folding stability. The statistical errors related to the small difference

between large electrostatic interaction energies might be significant for (highly) charged sys-

tems. In this particular study, however, the charging free energy approach is well-suited for

several reasons. First, in all cases, the net charge associated with the perturbed sidechains

is zero; as a result, the free energy derivative contains a large but fairly constant value

that corresponds to the direct interaction between Glu and Lys due to the generally stable

structure of the ion-pair in the protein cavity. The interaction between the ion-pair and

the surrounding environment, including the fluctuating water molecules, is not exceedingly

large. These are the reasons that the statistical errors associated with the computed free

energy quantities are modest (see Table 2). In fact, the free energy derivatives from reg-
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ular dual-topology alchemical free energy simulations would be comparable in magnitude,

especially for the relative stability of EK and ∆+PHS, to those in our charging free en-

ergy simulations, except for the fairly constant interaction between Glu and Lys. Finally, a

particularly attractive aspect of the charging free energy simulation approach is that GPU

computation is straightforward. This allows the sampling of each λ window for hundreds of

nanoseconds using OpenMM without the need of any code modification; as discussed below,

such extensive sampling is crucial due to slow fluctuations of hydration level in the protein

cavity, especially for intermediate λ windows (vide infra).

In the charging free energy simulations, the partial charges of the sidechain atoms in

residues 23 and 36 are scaled by λ; 11 equally spaced λ windows (0.0, 0.1, . . . , 0.9, 1.0) are

used for each system, and each λ window is sampled for 240 ns. The charging free energy is

computed using thermodynamic integration,47

∆GQ =

∫ 1

0

∂GQ

∂λ
dλ =

∫ 1

0

〈
∂U elec(λ)

∂λ

〉
λ

dλ, (1)

in which

U elec(λ) =
∑
i∈mut

∑
j∈mut,j 6=i

λqiλqj
rij

+
∑
i∈mut

∑
j∈env

λqiqj
rij

+ U elec
env , (2)

and therefore 〈∂U elec(λ)/∂λ〉λ = 〈2λU elec
intra+U elec

inter〉λ. Here, U elec
intra represents the electrostatic

interaction energy within the mutation sites (residues 23 and 36) and U elec
inter represents elec-

trostatic interaction energy between the mutation sites and the protein/solvent environment.

During post-processing, snapshots from different λ windows (saved with a frequency of

5000 steps) and the unscaled (fully-charged) psf file are used to calculate the electrostatic

interactions (U elec
intra, U

elec
inter) using the INTE module in CHARMM;48 although the trajectories

are sampled using PME, the post-processing is done using extended electrostatics49 with a

cutoff of 14 Å. To estimate statistical uncertainty, we calculate the statistical inefficiency,

sλ, for ∂U elec(λ)/∂λ in each λ window using the pymbar package;50 sλ determines the lower

bound of an interval, beyond which two data points are statistically independent. The
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standard deviation in
〈
∂U elec(λ)/∂λ

〉
λ

can then be written as,

σ(
〈
∂U elec(λ)/∂λ

〉
λ
) =

√
sλσ2(∂U elec(λ)/∂λ)

nλ
, (3)

where σ2(∂U elec(λ)/∂λ) = 1
nλ−1

∑τ=nλ

τ=1 (∂U elec(λ)/∂λ−
〈
∂U elec(λ)/∂λ

〉
λ
)2 is the sample vari-

ance and nλ is the number of snapshots used in the calculation. Eventually, the standard

deviations in each window are propagated to obtain the statistical uncertainty for ∆GQ.

As mentioned above, we assume that the interactions between residues 23 and 36 are

negligible in the unfolded state. The charging free energy simulations for the unfolded states,

therefore, are conducted in a water droplet that contains only one sidechain analog (23 or 36)

with acetylated N-terminus and methylamidated C-terminus as blocking groups; the use of a

water droplet avoids technical complexities associated with charging free energy simulations

using Ewald summation.51 Each blocked sidechain analog is solvated in a 25 Å radius water

droplet with TIP3Pm water. A weak restraint is applied to keep the solute in the center

of the droplet without any special solvent boundary potential. Each system is minimized

for 50 steps with steepest descent and then 5000 steps with adapted basis Newton-Rhapson.

Non-bonded interactions are computed with extended electrostatics49 and a cutoff of 14 Å,

beyond which the electrostatic interactions are computed with group-based multipoles. The

post-processing protocols for the unfolded states are the same as above for the folded state.

A Born correction term52 (R=25 Å) for the droplet is included for charged Glu and Lys

simulations.

2.3 Structural analysis

For structural analysis, all frames are aligned against the corresponding crystal structure to

remove overall translations and rotations of the protein. MDAnalysis53 is used to calculate

the RMSD, RMSF, and the number of water molecules in the cavity. The center of the

cavity is defined as the center of geometry for the OE1, OE2 atoms in Glu and the NZ
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atom in Lys; for the ∆+PHS system, the cavity center is defined as the center of geometry

for the CG1, CG2 atoms in Val, CD1 and CD2 atoms in Leu. The radius of the cavity

is set to be 6 Å from radial distribution function of water molecules with respect to the

cavity center. CHARMM48 is used for the dipole moment analysis and the calculation of

electrostatic interactions. Secondary structure for residues is assigned based on backbone

amide and carbonyl positions using the DSSP algorithm implemented in MDtraj.54 VMD55

is used to visualize the trajectories.

2.4 Estimate of local dielectric constant

To better understand the ability of the protein microenvironment to stabilize charge, we

compute the local dielectric constant using the Kirkwood-Fröhlich model.56,57 Since the ra-

dius of the cavity, r1, is much smaller than the effective radius of the protein, a simplified

equation is used:10

G =

〈
∆M2

p

〉
kBTr3

1

=
(ε1 − 1)(1 + ε2)

ε1 + 2ε2
, (4)

where G is the Kirkwood G factor,
〈
∆M2

p

〉
is the fluctuation of the collective dipole moment

of water molecules in the cavity computed from simulation trajectories, kB is the Boltzmann

constant, T is the temperature. The cavity radius, r1, is taken to be 6 Å; ε2 is the dielectric

constant for the surrounding protein and taken to be either 10 or 20 considering the proximity

of the cavity to the bulk solvent. The value of ε1 is then computed based on Eq. 4.
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3 Results and Discussion

3.1 Local structural stability and cavity hydration depend on ion-

pair orientation and charge state

Overall, the structure remains stable during the simulation for both the ∆+PHS background

and the two ion-pair variants, regardless of the charge state of the Glu-Lys pair introduced

into the EK/KE mutants. The RMSD relative to the starting crystal structure hovers around

1 Å for the ∆+PHS background and EKneutral/KEneutral, in which the Glu/Lys residues are

charge-neutral (Fig. 2a); for the cases in which Glu/Lys residues are charged, the RMSD

values are slightly higher but usually below 2 Å. The RMSF profiles (Fig. 2c) are also similar

among the five simulated systems, with the only exception being notably higher fluctuations

for residues around Gly20 and His115 in the KE variant with both Lys/Glu being charged.

The latter is also reflected in the secondary structure comparison shown in Fig. 2b,d, which

indicates that residues 16-25 mostly consist of extended strands, bend, and hydrogen-bonded

turns in the EK variant, while the KE simulation exhibits more irregular structures such as

loop and isolated β-bridge; the hydrogen bonding interactions between main chains of Ile18,

Asp19 and Thr22 are well-maintained in EK but much more dynamical in the KE simulations

(Fig. S5a-b). In addition, residues 105-115 also undergo bend to loop transition between

EK and KE simulations, although this region is not in the immediate vicinity of the Glu-Lys

pair. By comparison, the secondary structures remain highly stable in simulations for the

∆+PHS background and EKneutral/KEneutral (see Figs. S1-S2).

We note that NMR studies33 indicated that the KE variant in the ∆+PHS background

features a considerable population of unfolded conformation. This is apparently difficult to

sample in the MD simulations at the µs time scale, as reflected by the low RMSD values for

the KE variant, especially when both Glu/Lys residues are charge-neutral. The KE variant

in the ∆+PHS∗ background was observed to largely adopt the native fold in solution, and

the crystal structure captured an open conformation of the β1− β2 strands, which exposed
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(a) (b) (c)

(d) (e) (f)

Figure 2: Structural properties of SNase during MD simulations. (a) Root Mean Squared
Deviation (RMSD) relative to the corresponding crystal structures as a function of simulation
time; (b) secondary structure evolution during the MD simulation for the EK variant; (c) a
snapshot of EK at 600 ns that illustrates the stable hydrogen-bonding interactions near the
Glu-Lys pair; water molecules are excluded for clarity; (d) Root Mean Squared Fluctuation
(RMSF) relative to the average structure; (e) secondary structure evolution during the MD
simulation for the KE variant, which exhibits structural instability in residues 15-20 and 115-
120 (see text); (f) A snapshot of KE at 600 ns that illustrates the widened β1−β2 turn due
to broken main-chain interactions, possibly driven by the formation of a hydrogen-bonding
interaction between Lys23 and Thr62. For secondary structure evolution of the ∆+PHS
background and results for EKneutral/KEneutral, see Supporting Information.
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the ion-pair to solvent. In our KE simulations, while the hydrogen bonding interactions

between the β1− β2 strands are less well-maintained and therefore leading to a wider turn

(compare snapshots in Fig. 2c, f), the open conformation of the β1 − β2 strands is not

observed. In the KEneutral simulations, backbone hydrogen bonds that hold the β1 − β2

strands are substantially more stable (Fig. S6b).

At the sidechain level, both residues 23 and 36 exhibit a considerable level of flexibility

in all simulations as illustrated by the χ angles (Fig. S3), with the χ1 angle of residue 36

being most stable regardless of the amino acid identity (Glu or Lys) or the charge state.

The distance between Glu and Lys also undergoes mild fluctuations in all simulations. In

EK variant simulations, the most populated distances are ∼3 Å and close to the value in the

crystal structure regardless of the charge state of the Glu-Lys pair (Fig. S4a). By contrast,

in the KE simulations, the dominant distance is ∼2.8 Å, which is much shorter than the value

of 3.8 Å in the crystal structure; in the KEneutral simulations, the distance is substantially

longer and fluctuates between 4 and 6 Å (Fig. S4b). When both Glu/Lys are charged, the

hydrogen-bonding interactions between them and nearby water or protein groups observed

in the crystal structure (e.g., with Gly20 and Thr62 as shown in Fig. 1a) are not very

stable (Fig. S5c-f) and readily replaced by interactions with penetrated water molecules

(see below). In KE, the side chain hydroxyl group of Thr62 rotates toward the side chain

of Lys23, and hydrogen bonds occasionally form between HZ1 of Lys23 and OG1 of Thr62

or between NZ of Lys23 and HG1 of Thr62. In the EKneutral and KEneutral simulations,

hydrogen-bonding interactions between the Glu-Lys pair with nearby protein groups also

undergo fluctuations (Fig. S6), albeit with higher populations that feature short distances

due likely to the lower level of hydration in the cavity.

As expected, the hydration level of the cavity that bears the Glu-Lys pair is sensitive

to its polarity. In the ∆+PHS background and charge-neutral Glu/Lys simulations, the

hydration level remains low and generally similar to the corresponding crystal structures.

For example, the EKneutral and KEneutral simulations feature typically ≤3 and ≤1 water,
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 3: Hydration level of the protein cavity that bears the Glu-Lys pair during the MD
simulation. Panels a, c, e, g show the results for EK, EKneutral, KE, KEneutral, respectively.
The right panels show corresponding snapshots by the end of simulations (last frame) to
illustrate the structure and hydration environment of the Glu-Lys pair.
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respectively; in the corresponding crystal structures, two water molecules were resolved for

the EK variant32 and none for the KE variant33 (in the ∆+PHS background). When both

Glu/Lys residues are charged, the hydration level is substantially higher for the EK and KE

variants; the number of water molecules in the cavity reaches ∼15 and ∼10, respectively.

As shown in Fig. 3a,e, significant water penetration takes place immediately and reaches a

steady level after ∼100 ns for EK and faster (<50 ns) for the KE variant. The fact that a

larger number of water molecules may occupy the cavity in the EK variant reflects the subtle

structural differences from the KE variant; in particular, the different packings of Glu-Lys

sidechains lead to distinct regions available for water molecules, which are able to form a

hydrogen-bonding network on both sides of the Glu23 carboxylate in EK, but only a chain

of water along one side of the Glu-Lys pair in KE.
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3.2 The low-dielectric protein cavity and the linear response ap-

proximation

Considering the significant number of water molecules that penetrate into the cavity in

mutants that bear a pair of charged Glu/Lys residues (Figs. 3a,e), it is of interest to

characterize their ability to stabilize buried charges. To this end, we have estimated the

local dielectric constant (ε1) for the cavity based on the Kirkwood G-factor associated with

the cavity water molecules (see Sect. 2.4); two different values (10, 20) are used for ε2 to test

its impact on the computed ε1. As shown in Table 1, the computed ε1 results are not sensitive

to ε2 and the values are low (∼6) for both EK and KE variants; the values are expectedly

even lower for the other systems, which have only 1-3 water molecules in the cavity. The

generally low dielectric constant reflects the confined nature of the water molecules trapped

in the cavity; for example, both experimental58 and computational59 studies of confined

water in different geometries also observed significantly reduced dielectric constants, with

values comparable to those in Table 1 for confining radii of 1 nm. These results suggest that

the penetrated water molecules are expected to provide a limited degree of stabilization of

buried charges, as analyzed explicitly in the next subsection.

Table 1: Computed Kirkwood G factor and local dielectric constant (ε1) for cavity water.

System G factor εa1 εb1
EK 5.0 7.6 6.7
KE 3.9 5.7 5.3

EKneutral 0.6 1.7 1.7
KEneutral 0.5 1.5 1.5
∆+PHS 0.4 1.4 1.4

a. Calculations of ε1 are conducted following Eq. 4 with ε2 = 10. b. ε2 = 20.

Before diving into the results of charging free energy simulations, we note that the sta-

bilization of charges in the protein cavity can be captured rather well with a linear response

model,60 regardless of the charge states of the Glu/Lys residues. This is illustrated by both

the λ dependence of the free energy derivatives (Figs. 4a,c), which have linear correlation

coefficients 0.95 for EK and 0.96 for KE, and the probability distributions of the “energy
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gap”(∂U elec(λ)/∂λ, see Figs. 4b,d), which largely follow Gaussian statistics60,61 for all λ

windows; the width of the distribution is observed to increase significantly for λ larger than

0.5 (also see Fig. S9b), when the level of hydration in the cavity increases notably. The lack

of any significant multi-modal distributions62 is consistent with the lack of major structural

variations of residues that occupy and surround the cavity (Fig. 2). The slight deviation

from Gaussian distribution observed for some λ windows most likely reflects the slow con-

vergence of the hydration level, which takes more than 100 ns to equilibrate, especially for

intermediate λ windows (see Fig. S8).

(a) (b)

(c) (d)

Figure 4: Results of charging free energy simulations for the (top) EK and (bottom) EKneutral

simulations (corresponding plots for the KE variants are included in the Supporting In-
formation). Left panels: λ dependence of the free energy derivative (blue dots) and the
corresponding linear fit (orange lines); right panels: probability distributions of the “energy
gap” (∂U elec(λ)/∂λ, dots) and Gaussian fits (lines) to the distributions (note the logarithm
scale for the distribution).
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3.3 Free energy simulations strongly suggest reverse protonation

for the buried ion-pair in both mutants

We start by evaluating the relative folding stability of the EK and KE variants following the

thermodynamic cycle shown in Fig. 5; a similar set of thermodynamic cycle is applicable to

the EKneutral and KEneutral pair. As discussed in Sect.2.2, by assuming that the unfolded

state does not exhibit any significant structural feature (or more precisely, no major difference

between the EK and KE variants in terms of the local environments of residues 23 and 36 in

the unfolded state) and that van der Waals interactions do not contribute significantly to the

free energy difference, the set of thermodynamic cycles suggests that the folding free energy

difference can be cast into the difference in the decharging free energies (∆GdQ = −∆GQ)

for the Glu-Lys pair in the two mutants:

∆GKE
f −∆GEK

f = ∆∆G
EK/KE
f = ∆G

F (EK)
dQ −∆G

F (KE)
dQ . (5)

Figure 5: The thermodynamical cycle used to compute the relative stability ∆∆G
EK/KE
f of

the EK and KE variants in which both Glu and Lys are charged; a similar cycle applies to
the EKneutral/KEneutral pair. The label U represents the unfolded state, while F represents
the folded state. The superscript 0 indicates that the partial charges of residues 23 and 36
are set to zero. ∆G

F (EK)
dQ and ∆G

F (KE)
dQ are the de-charging free energies of residues 23 and

36 in the EK and KE variants, respectively (∆GdQ = −∆GQ). With the key assumptions
made in this study (see Sect. 2.2), the stability of the unfolded state is identical for the two
variants (i.e., ∆GU

mut ≈ 0); similarly, stability of the folded state in which residues 23 and
36 are decharged is also identical for the two variants (i.e., ∆GF 0

mut = 0), which is further
supported by Figs. S10-S11 and explicitly calculated van der Waals interactions between
the EK/KE sidechains and the surrounding environment (Table S4).
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Table 2: Relative thermodynamical stability (in kcal/mol) from alchemical free energy sim-
ulations and experiments.a

∆∆Gf CHARMM36m Exp.b

EK → KE 2.9±1.6
2.0±0.6

EKneutral → KEneutral 1.1±0.6
∆+PHS → EKneutral 15.9±0.6c

9.3±0.4
∆+PHS → EK 55.8±1.6c

∆+PHS → KEneutral 17.0±0.1c
11.3±0.4

∆+PHS → KE 58.7±1.0c

a. Individual free energy components following thermodynamic cycles shown in Figs. 5 and 6 are

summarized in Supporting Information. b. Experimental values are the thermodynamical stabilities

measured by chemical denaturation in Ref. 33. c. The values are further reduced by ∼4.4 kcal/mol when

the difference between EK (or KE) and VL in terms of their van der Waals interactions with the

surrounding environment (see Table S4) is included.

When both Glu/Lys residues are charged, the calculated ∆∆G
EK/KE
f is 2.9±1.6 kcal/mol;

when the Glu/Lys residues are charge-neutral, the computed value is 1.1±0.6 kcal/mol.

Considering the statistical uncertainty in the calculated and experimental values (Table 2),

both of these results are in fair agreement with the experimental measurement of 2.0±0.6

kcal/mol. Therefore, the protein microenvironment preferentially favors the Glu23-Lys36

pair, regardless of charge state of the residues. Although the interaction between the Glu-

Lys pair and the protein environment is expected to be substantially stronger when both

residues are charged, the higher hydration level drawn by the charged residues apparently

screens the interactions significantly. Therefore, the persistent preferential stabilization of

the Glu23-Lys36 pair over the reverse ion-pair, regardless of charge states of both residues,

clearly reflects the pre-organized nature of the surrounding protein structure, especially the

polar backbone atoms.34
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(a) (b)

(c)

Figure 6: The thermodynamical cycles used to compare the stabilities of EK and the ∆+PHS
background. (a) The pair of Glu/Lys residues are in the charged (C) states. VL represents

the original residues 23, 36 in ∆+PHS. ∆G
(U/F )0

mut is the free energy of mutating de-charged
Glu-Lys to de-charged Val-Leu in the unfolded/folded states, respectively; they are set to
zero considering the similar sizes of the sidechain pairs (also see Figs. S10-S11 and footnote

c of Table 2). ∆G
U/F
Q represents the charging free energy of side chains in residues 23, 36 in

the unfolded (U) and folded (F) state, respectively, and ∆G
U/F
dQ represents the decharging

free energy of these sidechains. (b) The corresponding thermodynamical cycle for EKneutral

in which the Glu/Lys residues are in their charge neutral (N) states; note that for comparing
to experimental folding stabilities, pKa correction for the unfolded state needs to be taken
into consideration (see text). (c) The thermodynamical cycle used to explicitly compare
the relative stability of the Glu-Lys pair when both residues are in their charged or neutral
states; the difference between ∆G

′N
f and ∆GC

f is computed based on the thermodynamic
cycles shown in (a-b), and ∆GU

∆pK is computed based on the experimental pKa values of Glu
and Lys in bulk solution under neutral pH.

Since the computed ∆G
EK/KE
f values do not provide any distinction between the charge

states of the Glu/Lys residues, we next compare the stability of the EK mutant relative to

the ∆+PHS background. For this purpose, we employ the thermodynamic cycles shown in

Figs. 6a-b, which apply to the cases in which both Glu/Lys residues are in the charged and
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neutral states, respectively. When they are both charged, for example, we have,

∆G∆+PHS
f −∆GC

f = ∆G
F (C)
dQ + ∆G

F (C)0

mut + ∆G
F (∆+PHS)
Q −∆G

U(C)
dQ −∆G

U(C)0

mut −∆G
U(∆+PHS)
Q

(6)

≈ ∆G
F (C)
dQ + ∆G

F (∆+PHS)
Q −∆G

U(C)
dQ −∆G

U(∆+PHS)
Q , (7)

in which we approximate ∆G
F (C)0

mut and ∆G
U(C)0

mut as zero; this is expected to be a reasonable

approximation as the E/K and V/L sidechains are of similar sizes and therefore expected to

have similar van der Waals interactions with the local environment (see below). We note that

for the EKneutral system, the thermodynamic cycle shown in Fig. 6b involves a protonated

Glu and deprotonated Lys in the unfolded state (UEH ·K), thus the computed free energy

difference (∆G∆+PHS
f −∆G

′N
f ) should be corrected by the free energy difference relative to

the expected protonation states of these residues at neutral pH (UE− ·KH+
), which is ∼ 9

kcal/mol.

Following these schemes, the computed relative stability between the EK variant and

the ∆+PHS background is a staggering 55.8±0.6 kcal/mol when both Glu/Lys residues are

charged, while it is 15.9±0.6 kcal/mol when they are charge neutral; these values are further

reduced by ∼4.4 kcal/mol when the difference between Glu-Lys and Val-Leu in terms of their

van der Waals interactions with the surrounding environment (see Table S4) are included.

The value for EKneutral compares favorably with the experimental value of 9.3±0.4 kcal/mol

(Table 2), considering the approximations made in our thermodynamic cycles and the non-

polarizable nature of the force field.

An alternative way of looking at these free energy results is that the difference between

∆GC
f and ∆G

′N
f can be used to compute the relative stability of the Glu-Lys pair when the
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residues adopt different charge states. In particular, following Fig. 6c,

∆GF
PT = ∆GU

∆pK−∆GC
f +∆G

′N
f = 2.303RT∆pKa(Glu, Lys)+(∆G∆+PHS

f −∆GC
f )−(∆G∆+PHS

f −∆G
′N
f ).

(8)

Using the ∆G∆+PHS
f −∆GC

f and ∆G∆+PHS
f −∆G

′N
f values just discussed, we obtain ∆GF

PT=-

39.9±1.3 kcal/mol, which suggests that the charge-neutral states of Glu/Lys residues in the

EK variant are strongly favored than the charged states.

3.4 Discussion

3.4.1 Burial of an ion-pair in protein cavity is energetically costly

The most compelling result that has emerged from the current computational analysis is the

significant amount of energetic penalty for burying a pair of charged residues in a protein

cavity, even when the the latter is hydrated with tens of water molecules. This result can be

understood by realizing that these confined water molecules have limited ability to reorient

and therefore feature a relatively low effective dielectric constant of less than 10 (see Table

1). Using a simple Onsager reaction field model with a spherical cavity,63,64 the solvation

free energy for a dipole is given by,

∆Gslv = −µ
2

a3

ε− 1

2ε+ 1
, (9)

in which µ is the dipole moment of the solute (ion-pair), a the radius of the cavity that

encloses the dipole and ε the surrounding dielectric constant. With the simplest model

that µ and a remain constant in different environments, transferring the dipole from bulk

solution (ε ∼ 80) to a low-dielectric environment (ε ∼ 7) reduces the solvation free energy

by 20%; considering that the solvation free energy of a pair of charged residues in solution is

highly favorable, the desolvation free energy penalty is significant. Using realistic molecular

models, the charging free energy for a pair of charged Glu/Lys residues in solution using

24



the CHARMM36 force field is about -130 kcal/mol (which is consistent with the solvation

free energies of Glu/Lys sidechains,65 see Table S2), while the corresponding values in EK

and KE variants are around -80 kcal/mol (see Table S1), pointing to even more significant

amount of desolvation penalty.

By adopting the reverse protonation states thus burying a pair of charge-neutral residues

clearly does not cause as large a desolvation penalty. Using the Glu-Lys pair as an ex-

ample, charging free energies of the neutral pair in solution and protein cavity differ only

by ∼ 7 kcal/mol (Table S1). However, as evident in the thermodynamic cycle in Fig. 6b,

adopting the reverse protonation states is penalized by the pKa difference of the residue

pair in solution, which is a significant amount (∼ 9 kcal/mol for Glu-Lys); i.e., burying a

pair of charge-neutral titratable residues is also energetically costly and therefore requires

stabilization of the protein interior by polar interactions.

The current work employed a popular fixed-charge force field (CHARMM36) along with

the TIP3Pm water model.37,38 It has been observed that TIP3Pm based protein force fields

tend to favor overly collapsed structures (e. g., with over-estimated helical contents)66 com-

pared to experimental values from small angle X-ray scattering and fluoresence resonance

energy transfer spectroscopy, although such discussions have largely focused on unfolded or

intrinsically disordered proteins.67–70 The radius of gyration of the protein remains substan-

tially higher than that of the crystal structure for all the variants analyzed here (see Fig. S7),

thus there is no compelling evidence suggesting that the use of CHARMM36/TIP3Pm leads

to over-compact structures and thus underestimated level of cavity hydration in the current

systems. Moreover, the magnitude of the desolvation penalty estimated for the charged Glu-

Lys pair is so large (∼50 kcal/mol) that including electronic polarization explicitly in the

force field is not expected to reverse the trend; indeed, energy decomposition analyses using

different quantum mechanical schemes consistently suggest that electronic polarization usu-

ally contributes up to 20% of intermolecular interactions for charged systems (e.g., a charged

ion-pair).71–73 Nevertheless, in the future, it is of interest to study the current set of systems,
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along with several analyzed previously,7,74 using popular polarizable force fields to establish

and compare the quantitative contributions of different electronic polarization models42,43,75

to the stabilization of buried charges and dipoles in protein cavities.

The magnitude (∼50 kcal/mol) of destabilization by the pair of charged Glu/Lys residues

as compared to the Val-Leu pair observed in our analysis is substantially larger than the

values reported in continuum electrostatic analyses.7,74 The work of Tidor and co-workers7

indicated that a majority of salt-bridges in the analyzed proteins, especially those buried in

protein interior, were destabilizing (as compared to their hydrophobic isosteres) due to the

large (up to ∼24 kcal/mol) desolvation penalty, which was defined to exclude any specific

interactions involving the ion-pair residues and thus not directly comparable to the charging

free energy difference of the ion-pair in different environments as computed in this work.

The analysis of Nussinov and co-workers,74 by contrast, observed that a large fraction of

the analyzed salt-bridges in high-resolution crystal structures, were stabilizing, including a

notable number of buried ones. Many of the buried stabilizing salt-bridges involve Arg,

which features significant van der Waals interactions with the surrounding as well. The

larger number of stabilizing salt-bridges observed in Ref. 74 was possibly due to the careful

selection of ion-pairs that had geometries well-suited for favorable interactions.

Since the parameters used in these pioneering studies were very different from current

atomistic force fields, and no structural relaxation (especially water penetration) was in-

cluded in the continuum electrostatic analysis, it is difficult to quantitatively compare our

work with these previous results. On the one hand, in light of the current findings, it is

worth conducting free energy simulations to revisit some of the analyzed systems, especially

concerning the ionization state of some of the most destabilizing salt-bridges. On the other

hand, it is worth noting that all salt-bridges analyzed in those previous studies were in the

context of naturally evolved proteins, which likely feature local environments that interact

more favorably with the ion-pairs than the hydrophobic cavity of SNase (see next subsection);

this is in line with analysis of interaction energies in proteins based on molecular dynamics

26



simulations, which found that many buried charged groups contribute favorably to protein

enthalpic stability.76 For example, for the buried Lys 42a-Asp 46a pair in uteroglobin, the

overall contribution was found to be destabilizing7 due to the significant (∼24 kcal/mol)

desolvation penalty, the salt-bridge was nevertheless stabilized by helix-capping interactions

that involve backbone carbonyl and CαNH groups.

3.4.2 Factors of stabilization

In terms of the mechanism of polar stabilization, previous studies7,13,14,25,34,74,77 and cur-

rent calculations highlight roles of both amino acid mainchain/sidechain groups and water

molecules that penetrate into the cavity. While the former have limited ability to reori-

ent due to restrictions imposed by the protein structure,34 the latter can generally reorient

more readily and therefore accommodate different charge distributions. Nevertheless, water

penetration into a small and relatively non-polar cavity has significantly energetic and en-

tropic costs,22 thus the degree of water penetration and amount of stabilization are likely

dependent on the structural and chemical features of the buried charge and the surrounding

cavity. Indeed, the EK and KE variants in which both Glu/Lys residues are charged exhibit

different levels of cavity hydration (with a difference up to five water molecules) and differ-

ent thermodynamic stabilities (∼1-2 kcal/mol). For EKneutral and KEneutral, which feature

much less hydration in the cavity and thus the pair of neutral Glu/Lys residues is stabilized

mainly by interactions with protein groups, the difference in thermodynamic stability is less

surprising.33,34

3.4.3 Analysis of ionization state of a buried pair of titratable residues

The simulation analysis highlights that it is difficult to determine the ionization state of

a buried ion-pair based solely on structural features. Other than the somewhat expected

higher level of water penetration, simulations with a pair of charged Glu/Lys residues do

not exhibit major structural differences from those in which Glu/Lys are charge-neutral,
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at least with unbiased simulations on the scale of microseconds, which are too slow to ob-

serve major structural unfolding events. Even the structural features of the ion-pair (e.g.,

distance separation between the carboxylate and the amine groups) are generally similar,

with an exception of the KE simulation, in which the charged Glu-Lys separation is con-

sistently shorter than that captured by the crystal structure of the variant in the ∆+PHS

background.33 Therefore, quantitative free energy simulations are required to firmly estab-

lish the ionization state and to thoroughly understand the origin of stabilization. Along this

line, it is encouraging that such calculations are able to capture the modest (∼2 kcal/mol)

difference in stability between the EK and KE variants, although it is remarkable that the

difference is found to be rather insensitive to the charge state of the Glu-Lys pair.

As discussed in Introduction, ∆∆Gint measured by double-mutant cycle analyses33

found that the interaction between Glu and Lys in the KE variant was similar to that in the

KQ mutant, suggesting that the Lys/Glu residues in the KE variant are charge-neutral. By

contrast, ∆∆Gint measured for the EK variant is more favorable by 3.4 kcal/mol than that

for the QK mutant; this was interpreted to indicate that the Glu/Lys residues are charged

in the EK variant. Our free energy simulations strongly suggest that the Glu/Lys residues

are charge neutral, thus the measured difference in ∆∆Gint between EK and QK variants is

likely due to differences in the microenvironment of the buried Glu-Lys vs. Gln-Lys pairs.

An explicit analysis will benefit from a high-resolution structure of the QK variant, which is

not yet available.

The structure of the KQ variant (i.e., Lys23-Gln36) has been solved,33 which features

a very dry cavity; therefore, if the QK mutant also features a dry cavity, the presence

of additional water molecules in EKneutral might contribute to the difference in ∆∆Gint,

which is a thermodynamic quantity and therefore not always straightforward to interpret at

the molecular level. As another example, ∆∆Gint measured for Lys-Glu interaction in the

∆+PHS∗ background was similar in magnitude as that for the KE variant in the ∆+PHS

background, although the two KE mutants clearly exhibit rather different structures under
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both crystalline and solution conditions.33 Therefore, it is worthwhile to conduct free energy

simulations for ∆∆Gint in these systems in future studies, which can provide much needed

molecular level interpretation and serve as powerful benchmarks for molecular force fields,

such as the roles of electronic polarization.

3.4.4 Further experimental connections

Reverse protonation of ion-pairs have been noted in several enzyme active sites and deemed

essential to the catalytic mechanism,78–80 although the reverse protonation state is often a

minor population even at the pH of maximum activity, thus the situation is different from

the EK/KE variants of SNase discussed here. The most direct way to establish the ionization

states of titratable residues in protein interior is to employ spectroscopic techniques, such

as NMR30,31 and IR.81 pH-dependent 13C and 15N chemical shifts of nearby residues and vi-

brational frequencies of the titratable groups are highly sensitive to the individual ionization

state of the ion-pair, including the degree of proton delocalization between the residues.29,82,83

Thus additional spectroscopic analyses for the EK/KE variants of SNase and other systems

with buried salt-bridges7,74 are of great interest regarding the physicochemical nature of the

ion-pair. Moreover, the two interacting titratable sites involving cooperative protonations

(e.g. ion-pairs) represent interesting cases to compare different microscopic, macroscopic

and decoupled site representations and further clarify their connections in NMR titration

studies.31 Along this line, it is worth stressing that, in general, a destabilizing charged ion-

pair relative to non-polar isosteres7 does not necessarily suggest that the ion-pair prefers

the charge-neutral ionization state; as evident from panel (c) of Fig. 6, the charge-neutral

ionization state is favored (i.e., ∆GF
PT < 0) only when the folding stability difference be-

tween the two ionization states (∆G
′N
f − ∆GC

f ) offsets the pKa difference between the two

titratable residues in solution (∆GU
∆pK).

Finally, we note that in a recent study,84 Kaila and co-workers have used computational

design to engineer one or multiple ion-pairs into the interior of a set of highly stable helical
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bundles. Structural characterizations using crystallography and NMR along with thermody-

namic measurements supported the overall stability of these mutants with buried ion-pairs;

in fact, one of the mutants exhibited impressive thermodynamic stability comparable to the

original protein background. Compared to the situation in SNase, the local environment

of the engineered ion-pair(s) is less hydrophobic, with polar residues such as Gln that form

more extensive hydrogen-bonding interactions, especially when a pair of ion-pairs are simul-

taneously inserted. Moreover, burying a pair of ion-pairs next to each other gains additional

stabilization due to favorable interactions between the ion-pairs. Nevertheless, bearing the

observations from this study in mind, free energy analyses similar to those conducted here

are expected to be informative in terms of the precise ionization states of the ion-pairs and

nature of stabilization.

4 Conclusions

Buried titratable residues in protein cavities are often of major functional importance, thus

understanding their properties and factors that stabilize them is of both fundamental and

practical significance. One particularly challenging task is to determine the ionization states

of buried charges, which are often difficult to determine based on structural studies alone. In

this study, using extensive molecular dynamics simulations and free energy calculations, we

investigate the properties of buried ion-pairs in a set of variants of Staphylococcal Nuclease, for

which recent structural and thermodynamic studies appeared to suggest that both stability

and ionization state of the buried Glu-Lys pair are sensitive to its orientation (i.e., Glu23-

Lys36 vs. Lys23-Glu36).

Unbiased molecular dynamics simulations at the microsecond time scale show that the

hydration level of the cavity depends on the orientation of the buried Glu-Lys pair therein

as well as its ionization state; free energy simulations using a non-polarizable force field

recapitulate the relative stability of EK vs. KE mutants measured experimentally, although
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the difference is similar in magnitude regardless of the ionization states of the Glu/Lys

residues. However, a complementary set of free energy simulations strongly suggests that, in

contrast to the original suggestion in the experimental analysis, EKneutral is more stable than

its ionized form (EK), and the free energy difference is significant that explicitly including

electronic polarization is not expected to reverse the trend. This result is consistent with the

calculated local dielectric constants of water in the cavity, which are low (< 10) compared

to bulk water due to the confined environment. As a result, it remains difficult for the

protein to stabilize the buried Glu-Lys pair when both residues are in the ionized form, even

with water penetration. The current study highlights the role of free energy simulations in

understanding the ionization state of buried titratable residues and the relevant energetic

contributions. The study also underscores the importance of adequate sampling for such free

energy simulations, due mainly to the kinetics of water penetration, which can be as slow

as hundreds of nanoseconds even for a relatively shallow cavity in a small protein such as

SNase.

In the future, it is worthwhile conducting additional free energy simulations to compare

with experimental double mutant cycles, especially with polarizable force fields to calibrate

the importance and accuracy of different polarizable models. It is also of great interest

to conduct more detailed spectroscopic analysis of residues in the cavity so as to further

understand the properties of buried ion-pairs and nearby water molecules.
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