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Abstract—There is a considerable amount of prior effort on co-
locating applications on datacenter servers for boosting resource
utilization. However, we note that it is equally important to take
power into consideration from the co-location viewpoint. Applica-
tions can still interfere on power in stringent power constrained
infrastructures, despite no direct resource contention between
the coexisting applications. This becomes particularly important
with dynamic load variations, where even if the power capacity
is tuned for the peak load of an application, co-locating another
application with it during its off-period can lead to overshooting
of the power capacity. Therefore, to extract maximum returns on
datacenter infrastructure investments one needs to jointly handle
power and server resources. We explore this problem in the con-
text of a private-cloud cluster which is provisioned for a primary
latency-critical application, but also admits secondary best-effort
applications to improve utilization during off-peak periods. Our
solution, Pocolo, draws on principles from economics to reason
about resource demands in power constrained environments and
provides answers to the when/where/what questions pertaining
to co-location. We implement Pocolo on a Linux cluster to
demonstrate its performance and cost benefits over a number
of latency-sensitive and best-effort datacenter workloads.

I. INTRODUCTION

Infrastructure costs are a significant expenditure in building
and operating large datacenters, necessitating the need to
extract the maximum value out of each provisioned resource.
The whole rationale behind cloud computing, whether public
or private, is to achieve this goal by sharing resources. This
helps to boost utilization, providing us the opportunity to use
resources on demand rather than dedicate them for individual
users/applications who may not need the entire provisioned
capacity all the time. Additionally, cloud operators co-locate
applications even on a single server, based on their resource
needs and Service-Level Objectives (SLOs), to push the uti-
lization even further. There has been a tremendous amount of
progress towards this goal in trying to build system to identify
and co-locate applications, minimize their resource interfer-
ence, and isolate their resource usage [1-6]. This becomes
more important as applications vary dynamically in their
resource needs, necessitating the marriage/co-location of only
those applications that do not interfere in their resource needs,
not just for the present but also in the future since dynamically
moving applications across servers incurs high overheads. To
date, much of the work in this space, has focused mainly on
identifying what we term, “primary resources” such as CPUs,
caches, memory, interconnects, and storage resources as points
of contention from the co-location viewpoint [1-5, 7, 8]. On
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Fig. 1: Harvesting spare resources in power constrained clus-
ters: (i) Naively admitting an application to utilize spare re-
sources can push the server power draw to exceed provisioned
power capacity. (ii) Spare resource capacity (including power)
varies dynamically.

the other hand, another important resource namely “power”
which is a “secondary resource” consumed as a consequence
of consuming the primary resources, has not received as much
attention from the contention viewpoint. As noted in several
studies [9-12], the provisioned power infrastructure is as
important as the compute/IT resources, and we need to equally
extract the most from each provisioned watt. This paper shows
that even if we avoid capacity contention for primary resources
when co-locating applications, we can still run into power
contention making power an important consideration for the
where, what and when co-location questions.

We illustrate this problem in Fig. 1. Consider a user-facing
latency critical application such as web-search running on
a cluster of servers that is right-sized to meet its SLO at
its peak load. Co-hosting other applications during this peak
load period would lead to violations in SLO, and hence there
is no co-location on any of the cluster servers during such
periods. However, many of these latency critical applications
go through dynamic variations, such as diurnal load behavior
as is shown in Fig. 1(a). In order to better utilize the IT in-
frastructure, we co-locate some other background applications
on the servers of this cluster during such off-peak periods.
One could apply results from prior research studies such as
[1, 3] to co-locate other applications with the web-search



application. For instance, we have two candidate applications
RNN and Graph analytics, which be run as a background
application along web-search without affecting the SLOs of
web-search. As can be seen in Fig. 1, the aggregate server
resource utilization (CPU and memory) of due to such co-
location during this off-period is still at most the utilization
during the peak period, validating the merits of prior studies
proposing co-location choices.

However, while the utilization of all other resources is
within the capacity of the infrastructure that is meant to
handle the peak load, the power consumption of the co-
located system overshoots the power of the peak load in the
original web-search application as is shown in Fig. 1(b). This
is because total server power (secondary resource) consump-
tion is additive over the consumption of power by all pri-
mary resources. As is to be expected, co-location algorithms,
which are usually based on performance-SLO or resource
reservations, select applications that do not contend in their
primary resource - CPU, caches, memory, storage, etc. - needs.
With the co-located applications simultaneously using very
different resources, the power consumption adds up, possibly
overshooting what the original application was consuming
during its peak period. As numerous prior studies have pointed
out, the power infrastructure is itself very expensive, running
into $10 to $20 per watt [10, 11, 13], and aggressive power
provisioning to extract the maximum value from each watt
is critical. If the power infrastructure in our example is
tightly provisioned to only handle the peak load of the web-
search which the cluster was originally intended for, then the
co-location during the off-peak period will over-shoot this
power budget despite adhering to the performance criteria
that normal co-locations strive for. In such situations, power
becomes the dominant resource for contention, prohibiting the
system from fully utilizing other primary resources. This paper
specifically focuses on this problem - when there is spare
resource capacity, which applications should we co-locate, not
just to minimize interference due to primary resources, but
also to minimize the power interference and provide the best
performance in a power constrained environment?

To answer this question, we need to jointly understand
the resource and power needs of the potential co-runners
in order to reason about application placement and resource
management. There are several challenges that we have to
address. The resource needs of the applications spans multiple
resources — several primary (direct) resources and a secondary
resource power (indirect). Further, we want to understand the
resource needs not only for the present (in a myopic fashion),
but also for future load fluctuations as well. While there are
prior works that tackle these challenges, these (i) focus on a
single operating condition and not the entire load range [1, 3]
and rely on systems mechanisms (e.g. migration to a spare
server) to cope with the outcomes of their myopic decisions;
(ii) are not designed for platforms that are aggressively under-
sized in their power capacity where the explicit goal is to
maximize performance per watt as opposed to achieving it as
a by-product of improving server utilization [6]; (iii) help to

reason about fairness in allocating direct resources [7, 8] as
opposed to reasoning about overall performance of co-located
applications in the presence of a power constraint (an indirect
resource).

Recognizing the unique needs of the power constrained
platforms in improving their infrastructure efficiency, we un-
dertake the efforts to systematically reason about resource
preferences of an application in the presence of an indirect
resource. Towards that, we make the following contributions.

e We borrow principles from the field of economics where
cost is an indirect resource (similar to power in our case)
that people use to buy one or more resources to maximize
their satisfaction. There are well-known methods and metrics
in economics to understand resource preferences in a cost
budget constrained scenario to maximize user satisfaction.
Drawing on these principles, we present a framework to
reason about resource demands in power constrained servers
that maximizes performance.

e The key insight from our analysis is that applications can
be co-located with the primary latency sensitive application
if they derive higher performance per watt from a different
set of resources (other than the ones needed by the primary
application). We use the notion of indirect utility function to
formally capture the resource preferences of the applications
under power constraints.

e Based on these insights, we present a framework, Pocolo.
It uses indirect utility metrics to identify power-optimized
co-locations and manage server resources power efficiently.

e We have implemented Pocolo on a Ubuntu 16.04 server
using 2 direct resources (CPU and LLC ways) and the
indirect power resource, and studied the impact of co-locating
different best-effort applications (typically found in the dat-
acenter) with several latency-critical foreground applications
(websearch, image-dnn, sphinx and TPCC). Further, we have
a cluster manager that uses these insights to assign the right
application to run alongside the latency sensitive applications.

e Our results show that: (i) Even if we naively assign random
applications to the same server running the latency sensitive
application, our resource allocation strategy within that server
provides 8% performance improvement with a power and
energy reduction of 7% and 16% respectively, while adhering
to the latency SLO for the latency critical application; (ii)
Further, if we have a smarter cluster level scheduler, the
performance is boosted even further to 18% with a power and
energy reduction of 8% and 27% respectively. This translates
to 16% reduction in overall datacenter Total Cost of Owner-
ship (TCO) as we are able to extract better performance per
watt from both capital server/power infrastructure as well as
by reducing operating energy expenditure.

II. BACKGROUND AND MOTIVATION
A. Right-sizing infrastructure for a primary application
Datacenters incur significant capital expenditure to provi-

sion both servers as well as power infrastructure [10]. There-
fore, minimizing their capital costs is of utmost importance to



the datacenters operators. Towards this goal, datacenters right-
size their infrastructure based on the needs of the primary
application in the cluster. By doing so, the datacenter oper-
ators achieve cost benefits by incorporating their knowledge
of application characteristics, estimated resource needs, and
demand projections into long-term capacity planning specific
to the respective primary applications [9, 14—17]. In this work,
we consider a datacenter comprising of multiple such clusters,
where each cluster is carefully planned to host a primary
latency-critical application (e.g. Search, Storage).

B. Harvesting spare resources for secondary application

Many of the latency-critical applications that run on the
datacenter infrastructure are user-facing, and are prone to diur-
nal demand variations [6, 18-20]. Therefore, the infrastructure
is under-utilized when the load is low. One way to address
under-utilization due to diurnal variation is to consolidate
the number of active servers during low loads. While this
solution is beneficial for some clusters in reducing their energy
use (operating expenditure), it is inefficient as it strands the
provisioned server and power capacity (capital expenditure).
Hence, to fully utilize the provisioned capital investment,
datacenters increasingly admit multiple applications during
periods of low loads [6, 21]. These applications are executed
on a best-effort basis using spare resources available in the
cluster, without impacting the performance of the primary
latency-critical application.

The goal of such systems is to fully utilize the cluster
resources. Note that, the goal is is not just to improve the
capacity utilized, but also improve their utility (i.e. perfor-
mance per unit cost). Therefore, even when the infrastructure
is provisioned for only a single primary application, the cluster
utility is now the aggregate throughput of all its applications
which includes both latency critical primary application and
best-effort (BE) secondary applications. Thus, it is important
for us to revisit the resource allocation and management
problem in this context of running both primary and best-
effort applications in a cluster whose resources are provisioned
only by planning for the primary application. In this context,
there are two capacity constraints that one should take into
consideration. They are:

o the right-sized power infrastructure capacity which con-
straints the maximum power draw of the server; and
o the dynamic variations in spare resource and power
capacity in the server, driven by dynamic load variations
in the primary application.
These capacity constraints directly impact the overall perfor-
mance of the system, which we study next.

C. Challenges unique to this platform

Impact of right-sized power infrastructure: Private clusters
achieve significant cost benefit by right-sizing their power
capacity based on the needs of the primary application [9, 16].
This imposes a static limit on the server power capacity
because the provisioned power capacity can be different for
different applications. In this work, we consider four primary

applications with server power provisioning needs ranging
from 132 W to 180 W (more details in Section- V).

This right-sized power capacity has implications on the
utility of the cluster when we admit a new application to
utilize spare resources. Let us consider a server provisioned
for xapian [22] (a leaf node/server in a distributed web search
application) as its primary application. At its peak load, xapian
consumes all the server resources (12 cores at 2.2 GHz
frequency, all 20 LLC ways in a Xeon-2650 server) and a
power of 132 watts to meet its performance SLO. However, at
a low load of 10% of its peak, xapian requires only 1 core at a
frequency of 2.2 GHz, 2 cache ways and a power of 64 W to
meet its performance SLO. This results in the availability of
spare resources namely, 11 cores, 18 cache ways, and a power
budget of 70 watts to admit other best-effort applications.
Fig. 2 studies the power draw of running different best-effort
applications alongside this xapian application at 10% load. It
shows that none of the applications keep the server within its
provisioned power capacity as the power draw of the server
now ranges between 138 watts to 155 watts, a 5% to 17%
increase compared to the provisioned server power capacity
of 132 W required for xapian at its peak load.

To stay within the power capacity limit, the server reduces
power draw of the best-effort application. Fig. 3 shows the
performance (y-axis) of the the different best-effort applica-
tions (x-axis) in the presence and absence of power capacity
constraints. As we can see, all these applications have similar
throughput in the absence of any power capacity constraints.
However, when they are imposed with the 70 W power budget,
their performance drops from 3% (LSTM and RNN) to 20%
(Graph), even if they use same server resources (cores/LLC).
Clearly, it is beneficial for the overall throughput of the server
if we schedule either LSTM or RNN alongside a 10% load
xapian workload when compared to scheduling either of Pbzip
or Graph as the best-effort workload. This illustrates that
when power becomes the constrained resource, it limits full
utilization of all other resources in a server. Therefore, in the
presence of limited power capacity, the cluster also needs to
consider power as a resource in placing applications.
Impact of dynamic capacity limits: While the primary
latency-critical application has absolute priority for any re-
source it needs, the best-effort application can only work with
the spare/unused resources of the server. Since the load of the
primary application also varies dynamically, the spare capacity
also varies along with the load. Hence, from the perspective
of the best-effort application, the available capacity of all
the resources (including power) also vary dynamically. For
example, if the load of the primary application increases, the
server reclaims resources from the best-effort application as
much as necessary to maintain its latency within the SLO. In
our experimental platform, an increase in load from 50% to
80% for xapian can reduce the spare resources by 4 cores,
5 cache ways, and 10 W of power headroom. Therefore, the
best-effort application should be able to benefit from the entire
range of operating points of the primary application as opposed
to a single operating point. For example, Fig. 4 presents the
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throughput of the two best-effort applications (LSTM and
RNN) under 10% to 90% of the peak load for xapian. It shows
that RNN is able to derive better performance at all loads when
compared to LSTM, whereas both these applications were
suitable candidates when we looked at a fixed operating point
of 10% load as illustrated previously in Fig. 3. Therefore, the
system should also account for dynamic capacity variations
when placing best-effort applications alongside any primary
application in addition to their power needs.

In summary, to improve the utility of cluster infrastructure
in resource harvesting platforms: (i) we need to account for
both direct resources and power needs of the applications; (ii)
we should consider not only the instantaneous performance
benefits but also a range of operating conditions. We next show
how to systematically navigate these challenges.

III. HOW TO MAXIMIZE THE UTILITY OF A CLUSTER
UNDER A POWER CONSTRAINT?

Our high level goal is to match a set of best-effort applica-

tions to servers provisioned for latency-critical applications in
such a way that effectively utilizes the spare server resources.
To arrive at such placement decision we need to understand the
performance of a best-effort application when matched with a
latency-critical application.
Understanding intrinsic resource needs: Our intention is
to characterize the intrinsic resource needs of the primary
application as it directly determines the spare resource capacity
available for the best-effort application. This is a complex
problem because of the following reasons:

e The applications have resource needs in several dimensions:
compute, memory, storage, and power. Therefore we need to
explore a rich design space for resource allocations.

e Among all the resources, power is an indirect resource — as
consumption of any other resource also results in power con-
sumption. Therefore, we cannot independently study resource
and power allocations.

e We want to capture the resource usage characteristics of
the application not just for an instantaneous load, but for
a dynamic operating range (e.g. diurnal load range).

e We want to reason about the resource needs not only for the
primary application, but also for its co-runner.

RNN
Application hosted alongside Xapian
Fig. 3: Performance of the applications
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Fig. 4: RNN is a better candidate to
run alongside Xapian if we consider its
entire load spectrum.

While there are prior works on characterizing resource needs,
they (i) ignore power needs of the direct resources [6]; (ii)
focus for a single operating condition and not the entire load
range [3]; (iii) use random search to explore the design space.
While random search provides a feasible solution for server
resource management, we also want to reason about placement
decisions at cluster level.

To address this unique scenario, we borrow well-known

techniques from the field of economics [23, 24] that can help
us to jointly address all these aspects. We discuss them in
detail below.
Understanding resource needs of the primary application
using indifference curves: Indifference curves are used to
understand the resource needs of a single agent (an application
in our setting) to sustain a given load.

Fig. 5 presents the indifference curves for sphinx (a speech
recognition) application. Here, the x-axis and the y-axis cap-
ture the allocation of two types of direct resources. i.e. cores
and LLC cache ways respectively. The solid curves represent
iso-load points ranging from 20% to 80% of the peak load
of sphinx. The given allocation of cores (in x-axis) and cache
ways (y-axis) can sustain the given load without violating its
SLO. It shows that different combinations of cores and LLC
cache ways can meet the target latency at a given load. i.e. the
application can substitute cache ways with more cores or vice-
versa. The application is indifferent to any of the allocations in
the iso-load line as they all meet the given load while adhering
to the latency SLO.

However, power is an indirect resource. It is consumed in all
the direct resources. Therefore, the application expends power
in adding cores and caches capacity. Among all the direct
resource allocations, we are interested in the allocations that
consume least power while meeting the performance SLO at
a given load as it would correspond to higher spare capacity
in terms of power for any other co-runner. We use the the
dotted line to capture this. For example, if load of the latency-
critical application increases from 20% to 40%, the least power
hungry transition is to change the allocation from allocation-A
to allocation-B. Therefore, in a power constrained scenario as
ours, the server can reclaim more power headroom (in addition
to spare cores and cache ways) by transitioning through these
allocations as and when the load changes.

Implications on the spare capacity for the secondary
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power-efficient operation of the latency-critical application.

application: The consequence of power-efficient allocation
on the spare resources available for the secondary application
is shown in Fig. 6. We use the Edgeworth-box [24] to
understand the allocations of two types of resources between
two applications. Here, the axes with the origin at the lower
left corner represents the resource allocated to the primary
application and the axes with its origin at the upper right
corner of the box represent the spare resources allocated to
the best-effort application. The primary and secondary axes are
complements of each other. For example, at 20% load, primary
application uses 1 cores and 5 cache ways. It corresponds to
secondary application receiving of 11 cores (12 cores in the
server - 1 cores used by the primary) and 15 cache ways (20
cache ways in the server - 5 cache ways used by the primary).

As the load increases for the primary application, it needs
more cache ways than cores. Therefore, the secondary ap-

plication can get up to 10 cores and 10 cache ways as the
load of the primary drops to 20%. It implies that a best-
effort application that is able to derive more performance per
watt using compute cores would be able to make better use
of all the available spare resources — plentiful cores, limited
power, and limited cache ways in this example. Therefore, fo
effectively utilize this server we have to place a best-effort
application that derives higher performance per watt from a
different set of resources (other than the ones needed by the
primary application to derive higher performance per watt)
(striped region in Fig. 6). We use this key insight to improve
cluster utility.

While the Edgeworth-box helps us to characterize this for

two-types of resources, we can represent this more generally
for more than two types of resources, and analytically reason
about the demand for these resources.
Formalizing resource usage characteristics using indirect
utility functions: Towards that, we use the concept of indirect
utility functions to generalize this idea when using k-types of
direct resources (cores, LLC cache ways, memory bandwidth,
etc.) and a single indirect resource (power). Indirect utility
functions are used in economics to study the demand of
individual consumers [23] for different items (e.g. food) that
maximizes their satisfaction within their cost budget. In this
setting, we want to understand the relative demand of different
direct resources in a server that maximizes the application
performance (throughput under target latency) under power
constraints. In a general form, performance of an application
1 is given by,

Per formance; = Utility;(ri1, .., ik, Power;)

where, (741, ...,7x) and Power; are the respective allocations
of the direct resources and the power to an application ¢. The
utility function can take many forms. In this work, we consider
Cobb-Douglas indirect utility function. It takes the following
form in the presence of an indirect resource:

Kk
Utility(ri1, .., ik, Power;) = ayo H T (1)
j=1
k
$.L.Dstatic T Z rijpi; < Power; 2)
j=1

Here, the parameters cy;; capture the relative impact of al-
location of the direct resources on the performance of the
application, and the parameters p;; capture the relative impact
of allocation of the direct resource on the power draw of the
application. a9 and psgq44c are constants. Prior works [8] have
shown that Cobb-Douglas direct utility function is well-suited
to capture application performance that require more than
one type of direct resource for its execution (e.g. cores and
caches). It also captures the resource indifference effect shown
previously in figure 5 where several combinations of cores
and cache allocations resulted in the same performance. As
we will show later in evaluations, the Cobb-Douglas indirect
utility function is well-suited to jointly capture the relative
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impact of direct resources on an application’s power draw and
performance.

Given this indirect utility function, one can analytically
derive the demand for the direct resources under any power
budget that maximizes the application performance [23]. The
demand for r;; that maximizes the utility under a budget of

Power; is given as Foweri—Psaric % Here, the factor
Pij Zj (2%]
Otij

v S provides the relative preference of an application
for the direct resource irrespective of its load or power budget.
Higher value of this metric represents higher performance-
per-watt from the resource, and therefore more need for the
resource. This metric provides the relative demand for direct
resources that operates the application in the most power-
efficient way irrespective of the load, and help us quickly rea-
son about the placement decisions for the entire load region of
the application. For example, the O‘:% and % for the pri-
mary application of sphinx is 0.28 and 0.72 respectively (these
metrics are scaled to add to 1). Similarly, they are 0.13 and
0.87 respectively for the secondary application of LSTM; 0.8
and 0.2 respectively for the secondary application of Graph.
It indicates that Graph would derive better performance-per-
watt using cores than caches and it is different from what
sphinx requires for power efficient operation. Therefore, is
better suited to run alongside sphinx across all loads compared
to LSTM. We also observe this in our system evaluations in
Section V. In summary, once we have the resource preferences
for each best-effort and latency-critical application, we can co-
locate applications that do not require the same set of resources
for power-efficient operation.

IV. SYSTEM IMPLEMENTATION

We next discuss the salient details of our prototype imple-
mentation shown in Fig. 7 which comprises of (i) modelling
utilities, (ii) estimating performance using utility functions,
(iii) cluster-level placement decisions and (iv) server-level
management decisions.

A. Modelling utilities and capture resource preferences

We describe the process of deriving the utility model
parameters for each application. This entails profiling the per-
formance and power draw of the applications under different

allocations of the direct resources and fitting the utility model
to determine the resource preferences.

Profiling: We use samples of application performance and
power under different settings of the allocation of the direct re-
sources using fine grained resource allocation knobs in today’s
servers. We use the metric of maximum achievable application
load (requests per second) within the target latency for the
latency-critical application, and throughput as the performance
metric for the best-effort applications. These performance
metrics are commonly available on-line through application
instrumentation (in private cloud setting as ours) and the power
metrics are available on-line through server/socket power
meters. Telemetry systems in today’s datacenters periodically
collected these metrics for each application at fine temporal
granularity in private datacenters [25, 26].

Model fitting: We estimate the preference vector by fitting the
power and performance profiles to the Cobb-Douglas indirect
utility model. As an initial guard against model inaccuracies,
we use samples where the tail latency of the primary appli-
cation has at least 10% slack with respect to its SLO latency.
The utility function is per formance = oy H?:l rjo-‘j such that
Pgtatic + >2;7jpj = Power. We estimate c; and p; using
linear regression. We transform the performance model in to
linear form using log transformation. log(per formance) =
log(ag) + Z?:l ajlog(r;) After which, we estimate the
performance parameters (cv;) using least square method. Sim-
ilarly, we estimate the power parameters also using least
square method. When using the power measurements, we use
application-level power meter [27] to apportion static/leakage
power of the CPU and LLC ways.

We capture the resource preferences of application ¢ for
each resource (j) using «y; and p;;. The applications either
provide their fitted parameters using historical knowledge or
they are sampled online during execution.

B. Place applications using their resource preferences

The goal of the cluster manager is to identify a suitable
latency-critical server for each of the best-effort applications
that would benefit the application performance at all load con-
ditions of the latency-critical application. The cluster manager
populates a performance matrix to make placement decisions
as shown in figure 7 (II). The performance matrix captures



the relative throughput of the best-effort application when
placed alongside a latency-critical application. To populate
this matrix, the cluster manager uses the Cobb-Douglas utility
function using the derived co-efficient of a; and p;. It first esti-
mates the spare resource capacity in a server hosting a latency-
critical application using the Cobb-Douglas utility model so-
lution that minimizes for power usage (e.g. allocation-A in
Fig. 5) for the dynamic range of the LC application. Then,
it translate the spare resource capacity to performance of the
BE application using the Cobb-Douglas utility function using
the co-efficient of the BE applications. The cluster manager’s
goal is to identify an assignment that maximizes the overall
performance. There are standard methods to solve this [28-30]
(e.g. Linear Programming, Hungarian method, randomization).
We use a LP solver to identify an assignment that maximizes
the overall cluster performance (similar to LP solvers used
in [31, 32]).

C. Manage server resources in a power-efficient manner

The server manager is responsible for allocation and isola-

tion of resources between the primary and secondary applica-
tion. In our prototype, we consider allocation and isolation of
two important direct resources (cores along with their private
L1/L2 caches and LLC cache ways) and an indirect resource
of power. This can easily be extended to other resources.
Primary application: The server manager monitors the load
and the slack in 99th percentile tail latency of the primary
application over a time window of every second and makes
allocation decision. Upon a significant increase or decrease in
latency slack, it quickly changes the allocation configuration
to the power-efficient configuration for the current load. This
is done trivially using the analytical solution for the Cobb-
Douglas utility function [23]. This is a constant time operation
(less than a millisecond). It provides the number of cores and
caches that meets the given load at least power consumption.
Note that real systems are prone to load uncertainties and
model inaccuracies. We borrow control techniques from prior
works by using the tail latency of the application as feedback
to fine tune the allocations (including core frequency) to
maintain a latency slack of at least 10% with respect to the
latency SLO.
Secondary application: The spare resources that are not allo-
cated/reserved for the latency-critical applications are allocated
to the best-effort application. The server manager periodically
measures the power draw of the server using every 100 ms,
and throttles the power draw of the secondary application to
stay within the provisioned power capacity. Towards that, it
first uses the fine-grained knob of per-core frequency to reduce
power draw, and then limits the CPU execution time to further
reduce power draw if needed.

V. EVALUATION

A. Experimental Setup

Server: We evaluate all our experiments on an Intel Xeon E5-
2650 platform. The configuration of this server is presented in
Table I. This server is equipped with Intel’s socket and DRAM

Property Configuration
Processor Intel Xeon E5-2650
Cores 12 cores
Frequency 1.2 GHz to 2.2 GHz
LLC capacity 30M, 20 ways
Memory 256GB DDR4
Storage 480GB SSD
Power Idle:50 W, Active:135 W

TABLE I: Server configuration

power meter. It allows core assignment using Linux’s taskset
command, and LLC cache ways allocation using Intel’s Cache
Allocation Technology, and per-core frequency scaling config-
urable using Linux’s cpupowerutils. We disable the deep-sleep
state for all the cores-allocated to the primary application.
We run all the experiments with turbo-boost disabled. All the
applications are run on Ubuntu 16.04.

Primary Applications: Our cluster comprises of 4 servers,
each running a latency-critical application. They are,

e img-dnn [22] is image inference service that uses deep
neural network. It is a representative of image recognition
applications that are commonly used in online image search,
optical character recognition, etc. It operates on MNIST data.

e sphinx [22] represents speech recognition applications com-
monly used in voice assistant services such as Siri, Cor-
tanta, etc. It performs speaker independent continuous-speech
recognition using hidden markov models. It operates on
CMU’s AN4 speech data.

e xapian [22] is a web search engine. It represents a leaf node
in a distributed web search service like Google search or
Bing. It operates on index built from English Wikipedia.

e TPC-C [33] is an on-line transaction processing application.
It is a representative of applications with persistent storage
needs. We use MySQL database as the backend.

Table II presents the peak load, tail latency, and peak power
needs of these applications on a Xeon-2650 server platform
(see Table I). e.g. sphinx server requires 182 W of provisioned
power whereas img-dnn server requires only 133 W.

Best-effort applications: We consider four best-effort appli-
cations from three important domains.

e Deep learning training [34]: Many services use deep
learning models. The training phase of these models are
throughput oriented, and can be done on a best-effort ba-
sis. We consider the following representative applications
from Keras: a Long Short-Term Memory (LSTM) model
for IMDB sentiment classification and a Recurrent Neural
Network(RNN) model that learns to perform addition.

e Graph analytics [35]: Graphs are an important class of
data analytics applications in large private clusters (e.g.
Web Search, Social Networking). We consider PageRank on
Twitter data set as a representative application.

o Compression [36]: Datacenters spend a significant time in
compressing data for a wide variety of applications [37]. We
use pbzip2 as a representative application.



Application img-dnn Sphinx Xapian TPC-C
Domain Image search Speech recognition Web search Persistent database
95th percentile latency 10 ms 1.8s 2.588 ms 51 ms
99th percentile latency 20 ms 3.03s 4.020 ms 707 ms
Peak server load 3500 requests/s 10 requests/s 4000 requests/s 8000 requests/s
Peak server power 133 W 182 W 154 W 133 W

TABLE II: Latency critical applications: Server-level characteristics.
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Fig. 8: Goodness of fit. Fig. 9: Direct utility.

B. Evaluation organization

We first show the resource and power needs of the primary
LC application and the secondary BE applications using the
fitted model parameters. Then, we evaluate the overall power
and performance benefits of jointly tackling server and power
needs of the applications. We study the co-location decision
under POColo compared to an exhaustive placement search.
Finally, we present the total cost of ownership analysis.

C. Application characterization

We next present application power and performance char-
acteristics using the Cobb-Douglas indirect utility model.

First, we study the goodness-of-fit for the parameters re-
lated to direct resource (cvj) and power (p;) under different
allocations of direct resources (r;) (where j is cores and
LLC cache ways) computed using linear-regression. We use
the coefficient-of-determination (R-squared) to capture this,
where the value closer to 1 represents an ideal fit. Fig. 8a
and 8b shows the metric for both latency-critical (under
20% latency slack) and best-effort applications respectively.
All applications have R-squared between 0.8 to 0.95 for
performance and 0.8 to 0.98 for power, indicating a good fit.

Using the relative preferences derived based on the Cobb-
Douglas utility functions, we illustrate the differences in
placement decisions depending on whether power needs are
taken into account. Let us consider Sphinx, which is a LC
application. If we do not account for power, it prefers more
cores over cache ways in the ratio of quores @ Qeaches aS
0.6:0.4 in Fig.-9a. Correspondingly, we could place LSTM
from the BE candidates as it has complementary preferences
compared to Sphinx (Qcores @ Qcaches as 0.32:0.68 in Fig.-
10b). However, if we include power needs too, both Sphinx
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and LSTM prefer more cache ways over cores (%C‘ZTL- : ;‘LZ%
as 0.2:0.8) as show in Figs-11a and 11b. Under power con-
straints, Graph is a better candidate to run alongside Sphinx
as it has complementary resource preferences ( ;“”"“ ; GQeaches

cores Pcaches
as 0.80:20).

D. Impact on server performance

We next study the benefits of two components of our
solution that incorporate power awareness (server management
and placement) compared to the baseline policy.

e Random co-location (Random): The cluster manager ran-
domly assigns the best-effort application to any avail-
able latency-critical server. The server uses state-of-the-art
feedback-based controller (Heracles [6]) to allocate and iso-
late server resources to stay within the target latency for the
primary application. It allocates cores and caches from any
one of the feasible allocations in the indifference curve. i.e.
resources are not differentiated by their power use. Best-effort
application use the rest of the un-allocated spare resources. Its
power use is throttled to stay within the server’s provisioned
power capacity. This serves as our baseline.

e Power Optimized Management (POM): This is the first
component of our proposal where the feedback-based server
manager operates the primary application within the target
latency using Cobb-Douglas indirect utility model guided
search for power efficient allocations. The secondary appli-
cation receives any resource not used by the primary. The
placement decisions are power unaware.

o Power Optimized Co-location and server management

(POColo): It incorporates both placement and management
components of our proposal. The cluster manager places
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application by estimating the performance of the applications
using their preference for the direct resources and power
(pj ;)J] a; ). The server manager operates the primary appli-
cation within its target latency. It uses the utility model and
latency-feedback to guide resource allocation.

Fig. 12 present the throughput of the secondary best-effort
application (y-axis) while maintaining a latency slack of at
least 10% for the primary latency-critical application. Here,
the x-axis presents the primary application, and the y-axis
presents the throughput for its co-runner averaged across
the primary load (under a uniform load distribution from
10% to 90% in steps of 10%). The bars represent different
policies for application placement and management. It shows
that even when we naively admit an application, managing
resources using POM to efficiently utilize power for the
primary automatically increases average throughput by 8%.
Further, by jointly incorporating resource and power needs
of the application at the placement time, Pocolo achieves
an 18% improvement in average throughput for best-effort
applications. Note that POColo optimizes for overall clus-
ter throughput (i.e. the sum of aggregate throughput of all
servers), and is not designed to consider fairness. Therefore, in
order to maximize overall performance of the cluster, it allows
poorer performance for some co-locations (e.g. co-runner of
TPCC) while most effectively matching other co-locations.

We next present the resulting power utilization of the
servers. Fig. 13 presents the primary application in x-axis, and
the server’s average power utilization under co-location in y-
axis. As we can, the power utilization under the random policy
is almost always high with an average of 96% (of the peak
capacity) across the four latency-critical servers in our cluster.
This results in frequent power capping. In contrast, average
power utilization for both POM and PoColo is only around
88%, an 8% reduction. It shows that the POM and Pocolo
achieves 8% and 18% higher throughput respectively, while
simultaneously reducing the cluster’s power draw by 8%. It
reduces the need to throttle server power draw by design. This
clearly shows the benefits of incorporating indirect resource
utility to reduce power use.
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Fig. 13: Power draw of the latency-critical server normalized
to its provisioned peak power capacity. Lower is better.

E. Co-location decision and resource preferences

To understand the co-location choices of POColo, we com-
pare its decision against an exhaustive placement search that
considers across all 4x4 combinations in our experimental
platform. In Figs. 14, the x-axis presents the % of the peak
load of the latency-critical application. The y-axis presents the
average throughput of the server (total throughput of latency-
critical and best-effort application). Pocolo chooses to assign
Graph to sphinx server. As we can see, Graph is able to
utilize the server resources at all loads of the Sphinx. Also
note that, the resource preference of graph is 0.8 and 0.2
for cores and caches, whereas it is 0.2 and 0.8 for sphinx.
Therefore, these applications do not require the same resources
to operate in a power efficient manner and are able to derive
better performance. Similarly, LSTM is matched to img-dnn,
whereas RNN/Pbzib are matched to Xapian or TPCC with
equal probability. These placement decisions can be similarly
be explained for other applications.

E. Impact on datacenter TCO

We next present the cost benefits using a publicly available
total cost of ownership model [13]. The details of the cluster
are as follows: 100000 servers where each server costs $1450,
provisioning power infrastructure costs $9/W, energy usage
costs 7 cents per KWhr and power usage efficiency (PUE) of
1.1. We present the TCO of the different resource management
strategies studied previously in Section-V-D to provide a
constant amount of throughput. In addition to these policies,
we also consider the TCO needs of the baseline (Random
policy) in the absence of power under-provisioning, referred
to as Random(NoCap). Here, each server is provisioned with
185 W (max power needs of all primary application).

We present the amortized monthly costs of the datacenter
infrastructure in Fig. 15. It shows Pocolo results in 12%, 16%
and 8% lower TCO compared to Random(NoCap), Random
and POM respectively. Random(NoCap) does not aggressively
under-provision its power infrastructure. Therefore, it incurs
the highest power infrastructure costs. In contrast, Random
is aggressively under-provisioned in its power capacity and
poorly uses available power capacity. Therefore, it incurs the
higher server provisioning costs to compensate for that. Pocolo
incurs lowest server, power and energy costs. Thus, it adheres
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to the goal of improving the cluster utility (performance per
cost) by optimizing both capital expenses of server and power
infrastructure as well as the operating expense of energy use.

G. Scope and limitations

Relevance to resource types: Our solution can be applied
for resources that can be substituted within an application as
shown using indifference curves (e.g. memory bandwidth, net-
work bandwidth and storage read bandwidth). Moreover, this
solution expects the resources preferences of the applications
to be convex. Otherwise, the allocations will be inefficient.
Relevance to admitting multiple best-effort applications:
We analyze only one best-effort application that fully utilizes
spare server resources. If there are more than one best-effort
application, they can be scheduled to time-share the server
(e.g.first-come first-served, shortest job first). Spatial sharing
would entail further partitioning of direct resources and power,
which we intend to explore as future work.

VI. RELATED WORK

Datacenter infrastructure: Improving datacenter infrastruc-
ture efficiency is an important area of research. Prior efforts
in this area spans capacity planning for server [14, 18] and
power infrastructure [9, 16, 38] as well as operational support
to manage server [1-3, 6, 21] and power usage [12, 25, 39—
41]. These works do not consider an important and emerging
trend where a power constrained cluster hosting latency-
critical applications tries to improve its resource efficiency by
re-purposing its spare resources. This work undertakes this
challenge by building upon advances in cluster management
and server management.

Admittance control and job placement: Cluster-level man-
agement entails admittance and placement of applications

towards a system objective such as meeting the performance
SLO, resource reservations, or even to balance power utiliza-
tion. These efforts include placing applications to efficiently
meet their resource reservations [42—44] or avoid contention
for shared direct resources [1, 3]. Similarly, there are efforts
on cluster management to cope with variations in power
availability [12, 45], utilization [16, 46, 47] and to improve
power efficiency [48]. These are well-suited to cope with ap-
plications’ resource requirements in terms of server resources
(CPU, LLC) or power, and not both. The scenario tackled
in this work requires the cluster manager to jointly consider
the resource requirements of the applications in terms of both
server resources as well as power.

Server resource management: Resource managers in the
server are responsible for partitioning and isolating server
resources between co-hosted applications. Towards that,
prior works have proposed mechanism to isolate shared re-
sources [49, 50], and policies [6-8, 27, 51-53] to apportion
these resources. Of these, resource elasticity fairness [8] is
closely related to our work. It aims to achieve fair partitioning
of two direct resources (caches and memory bandwidth) in the
public cloud. In this work, we focus on partitioning two direct
resources (CPU cores and caches) and an indirect resource
(power) in a private cloud in order to maximize performance
per watt (as opposed to fairness).

VII. CONCLUSION AND FUTURE WORK

We show that when power becomes a scarce resource, it
prohibits effective utilization of the capacity in other resources
(e.g. CPU, caches). We conduct an exhaustive treatment of
this subject in the context of a private cluster, which is provi-
sioned for a latency-critical application, but also admits best-
effort applications during off-peak periods to improve resource
utilization. Our analysis shows that the power optimized co-
location can reduce both capital and operating expenses of the
datacenters by effectively utilizing both server resources and
power. These benefits stem from application level differences
in the performance and power draw of the direct resources
in the server. While we have addressed this problem specific
to a private cluster designed for primary latency-critical ap-
plication, this is an equally important problem for all kinds
of datacenters. We intend take the insights from this work to
guide other settings of datacenter operations.
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