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A B S T R A C T   

Multiple interbedded fine-grained layers in a sand deposit have a “smoothing” effect on the measured Cone 
Penetration Test (CPT) tip resistance (qc), resulting in a significant underestimation of the predicted liquefaction 
resistance of the sand layers. Trends identified by De Lange [14] through calibration chamber tests on stratified 
sand-clay profiles are used herein to develop a new thin-layer correction procedure for qc (the “Deltares” pro
cedure). The efficacies of the Deltares and the independently-developed Boulanger and DeJong [6] procedures 
are both directly assessed using CPT data from calibration chamber tests and indirectly inferred from CPT-based 
liquefaction case histories in Christchurch, New Zealand. The results highlight limitations of the assessed thin- 
layer CPT qc correction procedures for layers less than 40 mm thick. Multiple, interbedded thin layers also in
fluence the measured CPT sleeve friction (fs), but in a more complex way than they influence qc. To-date, no 
procedures have been proposed to address all the thin-layer-effects phenomena on the measured fs, with errors in 
properly characterizing the fs of a layer inherently influencing the accuracy of predicting the liquefaction sus
ceptibility and potential of the layer. In totality, the thin-layer-effects correction procedures proposed to-date 
generally result in slightly less accurate predictions of the observed liquefaction severity for cases having 
highly stratified profiles, opposite of what would be expected and desired.   

1. Introduction 

For over forty years, extensive research efforts have focused on 
developing procedures for evaluating liquefaction triggering, resulting 
in significant advances in the state-of-practice (e.g., Whitman [53]; Seed 
and Idriss [43]; Seed et al. [44]; Stark and Olson [45]; Robertson and 
Wride [41]; Youd et al. [54]; Andrus et al. [2]; Cetin et al. [11]; Moss 
et al. [36]; Idriss and Boulanger [25,26]; Kayen et al. [28]; Boulanger 
and Idriss [7]; Green et al. [22,23]; among others). The success of these 
efforts is highlighted by the relatively high accuracy of several 
currently-used liquefaction models (e.g., Green et al. [19,20]). However, 
the primary focus of past research was on liquefaction triggering of 
cohesionless, free-draining soil deposits and not on predicting the 
liquefaction response of soil profiles with complex stratigraphy, such as 
sand profiles with multiple interbedded silt and/or clay layers (Beyzaei 
et al. [5]). Comparison of predicted versus observed severity of surficial 
liquefaction manifestations at sites comprised of sand with interbedded 

silt and clay during the 2010–2011 Canterbury, New Zealand, earth
quake sequence (CES) highlighted significant limitations in the predic
tive capabilities of current liquefaction triggering and/or manifestation 
models (e.g., Maurer et al. [29]). In general, current methods accurately 
predicted liquefaction severity in eastern Christchurch, but significantly 
over-predicted liquefaction severity in western Christchurch, particu
larly in southwest Christchurch. 

In an effort to understand the reason for these trends in the geo- 
spatial prediction accuracy, Maurer et al. [30] computed the average 
Cone Penetration Test (CPT) Soil Behavior Type Index (Ic) (Robertson 
[39]) for the upper 10 m (Ic10) of profiles across Christchurch, where Ic is 
commonly used as a proxy for soil type and fines content (FC). Maurer 
et al. [30] observed that the deposits in eastern Christchurch predomi
nantly have an Ic10 < 2.05 and those in western Christchurch predom
inantly have an Ic10 > 2.05, which is a direct result of the depositional 
environments of the respective deposits. Note that Ic = 2.05 separates 
“Sands” (i.e., clean sands to silty sands) from “Sand Mixtures” (i.e., silty 
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sand to sandy silt) (Robertson and Wride [42]). 
Upon more detailed studies of the geologic, geomorphic, and 

geotechnical characteristics of the profiles that have an Ic10 > 2.05, the 
profiles were shown to be highly stratified and composed of multiple 
thin soil layers (e.g., Beyzaei et al. [4]; Stringer et al. [46]; van Ballegooy 
et al. [50]; McLaughlin [35]; Beyzaei et al. [5]; Cox et al. [13]; among 
others). Boulanger et al. [8] noted the limitation of the CPT, as well as 
other in-situ tests commonly used to predict liquefaction triggering, to 
identify and characterize thin layers that may significantly influence the 
liquefaction response of a soil profile. Specifically, multiple interbedded 
layers have a “smoothing” effect on the measured CPT tip resistance (e. 
g., van der Linden [51]), generally resulting in a significant underesti
mation of the density of the sand layers and an overestimation of the 
stiffness of the fine-grained layers. 

CPT tip resistance (qc) measurements are made as a function of 
depth, usually in depth increments of one to 2 cm, and sometimes up to 
5 cm. However, qc is influenced by soil ~10–30 cone diameters ahead of 
the cone tip, with the zone of influence being smaller for looser/softer 
soils and larger for denser/stiffer soils (Ahmadi and Robertson [1]). As a 
result of this “stress-bulb-influence-zone” phenomenon, measured 
values of qc reflect average values for the soils in the zone of influence 
and do not represent the “true” values for the soil at a given depth. This 
is conceptually illustrated in Fig. 1 which shows the influence of a sand 
layer of varying thickness on the measured tip resistance in a profile 
composed of both clay and sand strata. As shown, the measured qc is 
influenced by the stiffer sand layer while the depth of the CPT tip is still 
in the overlying clay layer. Similarly, the measured qc is also influenced 
by the underlying softer clay layer while the CPT tip is in the overlying 
sand layer. Also, the measured qc for the sand layer is increasingly biased 
to be less than the fully developed or “true” qc for the layer as the layer 
gets thinner. These phenomena are referred to as transition and 
thin-layer effects (e.g., Ahmadi and Robertson [1]). Deltares performed 
a series of calibration chamber tests on soil profiles consisting of thinly 
interlayered soft clay and sand of varying layer thicknesses and densities 
(De Lange [14]) that experimentally confirm these phenomena. The 
results showed that the measured qc in the interbedded sand layers is less 
than the “true” qc for the layers by a factor of 1.5–6, where the “true” qc 
for the sand layers was determined by testing reference soil models 
consisting solely of sand of similar density. 

The inability of the CPT to properly characterize highly stratified 
profiles for predicting liquefaction was highlighted by the CES. How
ever, this shortcoming is of relevance to many other regions of the 
world, for example, the Flaser beds or tidal flats in the Groningen region 
of the Netherlands. Similar to the soil profiles in western Christchurch, 

these complex soil profiles are comprised of multiple thin layers of 
coarse and fine grained soils. The cost of mispredicting the liquefaction 
damage potential due to multiple thin-layer effects can be significant if 
soil improvement schemes are implemented to mitigate the erroneously 
high predicted liquefaction hazard, such as in the Hawke’s Bay region of 
New Zealand (El Kortbawi et al. [15]). 

Procedures have been proposed to correct qc for “thin-layer effects” 
(e.g., Robertson and Fear [40]), but most of these procedures are 
manually implemented and are not able to correct for multiple thin 
layers that influence measured qc at a given depth. However, Boulanger 
and DeJong [6] recently proposed an automated procedure to account 
for multiple thin-layer effects by posing it as an inverse problem, 
assuming the measured qc is equal to the “true” qc convolved with a 
depth-dependent spatial filter following a simple 1D model. 

This paper aims to evaluate the efficacy of thin-layer correction 
procedures in terms of accuracy (i.e., the ability to estimate “true” qc, as 
obtained in laboratory calibration chamber test data, from “measured” 
qc) and the ability to reconcile erroneously high liquefaction predictions, 
particularly for soil profiles with very thin layers (less than 40-mm- 
thick). Towards this end, first, an overview of the De Lange [14] cali
bration chamber data is presented, followed by an overview of the 
Boulanger and DeJong [6] (BD18) inverse filtering procedure. The BD18 
procedure is then modified in an attempt to improve its thin-layer 
correction abilities, with the modified procedure referred to as 
BD18MOD. A new procedure based on the Koppejan pile capacity 
method is then proposed, with this procedure referred to herein as 
“Deltares” procedure because it is derived from work presented in De 
Lange [14]. The efficacies of BD18, BD18MOD, and Deltares procedures 
are directly evaluated using the calibration chamber data, as well indi
rectly inferred from CPT-based liquefaction case history data from the 
Canterbury, New Zealand, earthquakes. 

2. Overview of calibration chamber tests 

As mentioned in the Introduction, Deltares performed a series of 
calibration chamber tests on pure sand and stratified sand-clay profiles 
to gain insights into the effect of multiple thin layers on measured qc. 
Details about the calibration chamber tests are extensively presented in 
De Lange [14] and, thus, are only briefly summarized herein. The cali
bration chamber used was cylindrical in shape, and had an inner 
diameter of 0.9 m and a height of 0.96 m. The chamber was lined with a 
flexible rubber membrane, with a porous geotextile placed between the 
chamber wall and rubber membrane to allow water to flow into the 
annulus to control lateral pressure applied to the soil sample. 

Fig. 1. Schematic of thin-layer effect for a sand layer of varying thickness embedded in a clay layer (Idriss and Boulanger [26]).  
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Additionally, a water-filled cushion was placed between the top of the 
soil sample and top of the chamber to control vertical stress on the soil 
sample. Ports in the top of the calibration chamber and top cushion 
allowed cone penetrometers to be pushed into the soil sample. 

Baskarp B15 sand and Vingerling K147 clay were used to create the 
soil models. Baskarp B15 sand classifies as a poorly graded sand (SP) per 
the Unified Soil Classification System (ASTM [3]) and has a median 
effective particle diameter (d50) of 0.136 mm, coefficient of uniformity 
(Cu) of 1.4, coefficient of gradation (Cc) of 1.04, specific gravity (GS) of 
2.65, and maximum and minimum void ratios (emax and emin, respec
tively) of 0.890 and 0.553. Vingerling K147 clay classifies as lean clay 
(CL) per the Unified Soil Classification System and has liquid limit (LL) 
of 32.3, plastic limit (PL) of 15.8, and a plasticity index (PI) of 16.5. The 
Vingerling K147 clay used to construct the soil models was extruded in a 
vacuum press, and thus was expected to have a pre-consolidation stress. 
This was confirmed by the dilative tendencies observed in the stress 
paths from anisotropic consolidated–undrained (ACU) triaxial 
compression tests performed on the clay having vertical effective 
confining stresses of 25 kPa and 50 kPa. 

In total, 10 calibration chamber soil models were prepared. Three of 
these contained pure sand (Models 1, 5, and 6) and serve as reference 
models and the remainder contained interbedded sand and clay (Models 
2, 3, 4, 7, 8, and 10). The model stratigraphies and relevant character
istics are shown in Fig. 2. A complete listing of models and tests per
formed on them is provided in Appendix A. For the layered soil models, 
Vingerling K147 clay layers were formed by placing prefabricated clay 
bricks of the required dimensions into the chamber. The pure sand 
models and sand layers in the layered models were prepared by water 
pluviation with a free water height of 1.5–2.5 cm. The density of the 
sand was closely monitored during the sample preparation by measuring 
the sample height and weight. The targeted density of the sample was 
achieved by periodically gently tamping the sand surface during pluvi
ation (van der Linden [51]). Relative densities (DR) of 30% (loose) and 
60% (dense) were targeted; however, as seen in Fig. 2, those target 
densities were not typically achieved with exact precision during sample 
preparation. Furthermore, while uncertainty in the DR was reportedly 
low for the uniform sand models, uncertainty of DR in the thin inter
bedded sands in the layered models was reportedly much greater (De 

Lange [19]). Local variations in sand density within layers were ex
pected but not anticipated to have a significant impact on the results of 
this study. For the purposes of this work, it is assumed that the reported 
DR is consistent throughout all sand layers in a given soil model. It 
should be noted that the soil models created for the De Lange [19] study 
are idealizations of natural soil profiles, with natural soil profiles 
inherently containing more variability in soil type, soil density/stiffness, 
layer thickness, etc. and thus being even more difficult to characterize. 

The vertical and horizontal stresses confining the soil models were 
applied via the water pressure in the top cushion and in the annulus 
between the calibration chamber wall and rubber membrane. The 
stresses were increased smoothly at a rate of 1 kPa/min until the desired 
stress levels were reached, where the ratio of horizontal to vertical stress 
for all tests was 0.5. For the models with clay layers, the clay was 
allowed to fully consolidate before CPTs were performed. 

CPTs were performed through ports in the top plate of the calibration 
chamber. Two different diameter cones were used in the testing, one 
having a diameter of 25 mm and the other 36 mm. For the tests where 
the 36-mm-diameter cone was used, only one CPT was performed on the 
model and it was pushed down through the center of the model. 
Accordingly, the cone was 450 mm from the sidewall of the calibration 
chamber. For the tests where the 25-mm-diameter cone was used, three 
tests were performed on each model, at the vertices of a centrally 
positioned equilateral triangle having side lengths of 260 mm. Accord
ingly, the cones were 300 mm from the sidewall of the calibration 
chamber for each test, and the confining stress was increased between 
each test (typically tests were performed at vertical effective confining 
stresses of 25 kPa, 50 kPa, and 100 kPa). The cones were hydraulically 
pushed at a rate of 4 mm/s in order to obtain one sample every mm, as 
the maximum sampling frequency of the data acquisition unit is 4 Hz. 
Both qc and sleeve friction (fs) were measured. 

3. Thin-layer correction procedures 

Three thin-layer correction procedures are evaluated herein. The 
first was proposed by Boulanger and DeJong [6] (BD18) and accounts 
for multiple thin-layer effects by posing the problem as an inverse 
problem. BD18 assumed that the measured tip resistance (qm) equals the 

Fig. 2. Stratigraphy, relative density (DR), and thin layer thickness to cone diameter ratio (H/dcone) of each of the De Lange [14] calibration chamber soil models. The 
white and gray areas represent the layers of Baskarp B15 sand and Vingerling K147 clay, respectively. 
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“true” tip resistance (qt) convolved with a depth-dependent spatial filter 
(wc) following a simple 1D model. Additionally, a modified version of 
the Boulanger and DeJong [6] procedure (i.e., BD18MOD) is also eval
uated, with the modifications to the BD18 procedure based on comments 
provided to the authors by Professor Jason DeJong and geared toward 
improving the BD18 procedure’s thin-layer correction abilities. Finally, 
A new procedure is proposed herein and is developed by generalizing 
the trends in the thin-layer effects on qm predicted by the Koppejan pile 
capacity method for a known qt. Because this latter procedure is based 
on the calibration chamber tests and analyses of the tests performed by 
Deltares (De Lange [14]), this procedure is referred to as the “Deltares” 
procedure, as mentioned in the Introduction, even though it was not 
formally proposed by Deltares. 

The following terminology is used in this section:  

• qm – measured tip resistance after corrections for unequal area effects 
have been applied and normalized to atmospheric pressure  

• qt – true tip resistance (i.e., the tip resistance that would be measured 
in a given soil layer without any influence of multiple thin-layer 
effects), normalized to atmospheric pressure  

• qinv – tip resistance that when convolved with a depth-dependent 
spatial filter, best predicts the measured tip resistance per the Bou
langer and DeJong [6] inverse procedure (i.e., an estimate of qt, as 
detailed herein), normalized to atmospheric pressure 

• qcorr – corrected tip resistance obtained by applying thin-layer cor
rections via the Deltares procedure to the measured tip resistance (i. 
e., an estimate of qt, analogous to qinv for the BD18 procedure, as 
detailed herein) 

3.1. Overview of the Boulanger and DeJong [6] (BD18) inverse filtering 
procedure for thin- and transition-layer effects 

As mentioned in the Introduction, BD18 proposed an automated 
procedure to account for multiple thin-layer effects by posing the 
problem as an inverse problem. They assumed that the measured tip 
resistance (qm) equals the “true” tip resistance (qt) convolved with a 
depth-dependent spatial filter (wc) following a simple 1D model: 

qm(z) = qt(z)*wc(z) (1)  

where the asterisk indicates convolution of qt with wc. In this case, the 
convolution refers to the integral of the point-wise multiplication of qt(z) 
and wc(z), as a function of the amount that one of the functions is shifted 
relative to the other. 

This technique searches for the “inverted” tip resistance (qinv), that, 
when convolved with wc, best predicts qm, where qinv is an estimate of qt. 
The problem is treated as an optimization problem via an iterative 
splitting method, which seeks to solve: 

qinv = argmin
qt

‖qm − qt ∗ wc‖2 (2)  

with added smoothing and filter procedures to dampen fine-scale fea
tures that can be detrimental to convergence. Once the optimization 
procedure is performed, sharp transitions in qinv are identified. A uni
form qinv (either the maximum or minimum qinv identified in the tran
sition zone) is then applied across the entire transition zone. The 
procedure is described in detail in Appendix B. 

The thin-layer factors (KH) derived from the procedure are shown in 
Fig. 3, where KH is defined as: 

KH =
qt(z)

qm(z)
(3)  

where qt(z) and qm(z) are the true and measured tip resistances, 
respectively, at a given depth, z. 

In Fig. 3, qt
strong and qt

weak are the values of qt (or the estimated values 

of qt, qinv) in the thin sand and clay layers, respectively, H is the thickness 
of the thin sand layer, and dcone is the diameter of the cone in the same 
units as H. As shown in this figure, KH increases as the normalized 
thickness, H/dcone, of the thin sand layer decreases, consistent with the 
trends show in Fig. 1. The thin-layer factor with smoothing and filtering 
steps included, KH,net, decreases as H/dcone approaches zero. The 
smoothing and filter models are discussed more next. 

3.1.1. Cone penetration filter model 
The cone penetration filter model, wc(z), used by BD18 accounts for 

the relative influence of soil at a distance from the cone tip (i.e., whether 
the distant soil is softer or stiffer than the soil immediately adjacent to 
the cone tip). The cone penetration filter is shown in Fig. 4, normalized 
by the wc at the cone tip, as a function of normalized depth, z’ (i.e., 
distance from the cone tip divided by dcone). As shown in this figure, the 
soil above the cone tip has about half the influence on qm as compared to 
the soil below the cone tip, as indicated by the relative areas under the 
curves. Also, as may be surmised from this figure, if the soil at a given 
distance from the cone tip is softer than the soil at the cone tip (i.e., 
qt

z′ /qt
z′

=0 < 1), the distant soil will have a larger influence on qm than it 

Fig. 3. Thin-layer factors for sand layers derived from the Boulanger and 
DeJong [6] inversion procedure (BD18) with and without smoothing and 
filtering (designated as KH,net and KH, respectively) (Boulanger and DeJong [6]). 

Fig. 4. Normalized cone penetration filter, wc/(wc)z′
=0, vs. normalized depth, 

z’, from the cone tip. (Boulanger and DeJong [6]). 
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would otherwise, as indicated by the larger area under the curves for 
decreasing values of qt

z′ /qt
z′

=0. 
The cone penetration filter model shown in Fig. 4 has four filter 

parameters, with baseline values recommended by BD18 for each, which 
were used in generating Fig. 4 (i.e., z’50,ref = 4.2, mz50 = 0.5, mz = 3, and 
mq = 2). These parameters can be adjusted to potentially increase or 
decrease the magnitude of KH and the sensing and development dis
tances, which may improve identification of very thin layers, but there is 
no general procedure for automatically determining these parameters. 

3.1.2. Smoothing steps in the BD18 procedure 
The BD18 inversion procedure includes two steps that decrease KH as 

the normalized thin layer thickness (H/dcone) decreases:  

1. A smoothing step performed after each iteration of the inversion that 
first prevents qinv from falling below 0.5qm at any given depth, and 
second computes a moving average of qinv over a pre-defined 
smoothing window.  

2. The application of a low-pass spatial filter after inversion, which 
consists of a re-run of the inversion procedure using a limiting z’50,ref 
value equal to the length of the cone tip, instead of 4.2 that is rec
ommended for the initial inversion. 

These steps reportedly improve the performance of the overall pro
cedure and promote convergence of the solution. They also ensure a 
decrease in KH as thin layer thickness approaches zero. As shown in 
Fig. 3, removal of the smoothing and filtering steps causes KH to 
approach infinity in very thin layers. However, modifying and removing 
the smoothing and filtering steps can improve the performance of the 
inversion procedure in identifying very thin layers, but can also desta
bilize the solution, resulting in non-convergence as shown in Fig. 5. 

In an attempt to improve the performance of the BD18 procedure on 
the calibration chamber data from Deltares, and at the suggestion of 
Professor Jason DeJong, the smoothing and filtering steps were both 
modified and removed from the procedure. The procedure was then 
implemented to assess the effects of these changes on qinv. Specifically, 
the following modifications were made to the BD18 procedure:  

• Revise the smoothing window used during inversion to cap at a 
maximum of three qm data points (note that reducing the window 
below three qm data points, or eliminating the smoothing step 

altogether, results in a solution that does not converge as shown in 
Fig. 5).  

• Revise by reducing the limiting z’50,ref value used in the low-pass 
spatial filter applied after the inversion, and by eliminating the 
low-pass spatial filter altogether.  

• A combination of reducing the smoothing window and eliminating 
the low-pass spatial filter that is applied after the inversion. 

The combination of reducing the smoothing window and eliminating 
the low pass spatial filter after inversion produced the best results (as 
will be discussed subsequently), and is referred to henceforth as 
BD18MOD. 

3.2. Overview of the deltares multiple thin-layer correction procedure 

De Lange [14] used the Koppejan method, a Dutch bearing capacity 
prediction method for piles in stratified profiles, to interpret the trends 
in the Deltares calibration chamber test data. Specifically, the Koppejan 
pile capacity method allows qm to be estimated if qt is known (i.e., 
opposite of the issue at hand: estimating qt for a known qm). Accordingly, 
the authors developed the “Deltares” procedure by generalizing the 
trends in the thin-layer effects on qm predicted by the Koppejan method 
for a known qt. 

3.2.1. De Lange [14] KH curves 
De Lange [14] fit the Deltares calibration chamber data with curves 

predicted by the Koppejan method, as shown in Fig. 6. In this figure, the 
thin-layer correction factor (KH) is expressed as a function of the 
normalized stress ratio (qratio), which is defined as: 

qratio =
qm

max − σv

qm
min − σv

(4)  

where qm
max and qm

min are the maximum and minimum measured tip re
sistances, respectively, in the layered zone, and σv is the total vertical 
stress at the depth of interest. Note that De Lange [14] defined KH per 
Equation (5), which is slightly different from the BD18 definition. 

KH =
qt − σv

qm
max − σv

(5) 

The KH values for the calibration chamber data plotted in this figure 
were computed as the ratio of tip resistance measured in a reference 

Fig. 5. (a) Unstable results after removal of smoothing procedure from the BD18 procedure as applied to CPT data from the De Lange [14] dataset; and (b) Error plot 
after removal of the smoothing procedure during inversion. Solution does not converge after 500 steps with err < 10−6. 
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sand model (i.e., qt) and in the sand layers in a stratified model (i.e., qm), 
where the sand in the two models had similar DR and confining stresses. 
De Lange [14] showed that KH is dependent on the thickness of the thin 
sand layers (H), cone diameter (dcone), sand layer density, and confining 
stress, and ranged between 1.5 and 6. However, no procedure was 
explicitly outlined by De Lange [14] on how to calculate thin-layer 
correction factors for cases where the qt values are unknown, or for 
profiles having differing values of normalized layer thickness (i.e., 
H/dcone) and confining stresses. Additionally, no guidance was provided 
on implementing the thin-layer correction factors in tandem with tran
sition zone corrections, other than the recommendation that the cor
rected tip resistance (qcorr) be applied over the entire thickness of the 
thin layer. 

The generalization of the trends shown in Fig. 6 and the development 
of the “Deltares” thin-layer correction procedure are briefly summarized 
next, and detailed instructions for implementing the procedure are 
provided in Appendix C. 

3.2.2. Derivation of correction factors 
In order to calculate KH for H/dcone and qratio values other than those 

reported in De Lange [14], it was necessary to generate a set of curves to 
fit the calibration chamber data presented in Fig. 6 and to generate 
additional curves for other H/dcone values. Based on the shape of the 
Koppejan curves shown in Fig. 6, it was surmised that a logarithmic 
curve passing through the point (1,1) would reasonably fit the calibra
tion chamber data. 

Understanding that the amount of data is limited, logarithmic curves 
of the form given by Equation (6) were developed to fit the four sets of 
calibration chamber test data shown in Fig. 6.  

KH = m ∙ln(qratio) + 1                                                                     (6) 

A linear regression of KH versus the natural logarithm of qratio was 
used to generate the fitting parameter m. This produced a set of curves 
that have similar shapes to the Koppejan curves shown in Fig. 6. Addi
tionally, a relationship between the curve fitting parameter m and H/ 
dcone was developed from the calibration chamber data, as shown in 
Fig. 7. 

A power-law fit was used to approximate the relationship shown in 
Fig. 7. The relationship between H/dcone and the curve fitting parameter 
m is thus defined by:  

m = 9.0294 (H/dcone)−2.865                                                                (7) 

Using Equations (6) and (7), curves defining KH could be generated 
for any combination of qratio and H/dcone, as shown in Fig. 8. 

Although Equation (6) is an approximation, it can be used to 
generate KH values based on qm values for a variety of thin layer thick
nesses, cone diameters, and confining stress. Detailed instructions on 

Fig. 6. Thin-layer correction factors (KH) derived from laboratory test results 
(shown as points) and numerical simulations using the Koppejan method 
(shown as curves) (from De Lange [14]). 

Fig. 7. Relationship between normalized thin layer thickness (H/dcone) and the 
curve fitting parameter m. 

Fig. 8. Thin-layer correction factor (KH) curves for several normalized thin 
layer thicknesses (H/dcone) shown as lines and KH values derived from the 
calibration chamber tests shown as points. 
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how to apply the KH factors to qm, in tandem with transition layer cor
rections, to obtain the “corrected” qc, or qcorr, are provided in Appendix 
C. 

4. Application of the thin-layer correction procedures to the 
calibration chamber data 

The BD18, BD18MOD, and Deltares thin-layer correction procedures 
were applied to the Deltares calibration chamber CPT data to assess their 
efficacies. However, in comparing the results, it should be remembered 
that the Deltares procedure was developed and calibrated using the 
same calibration chamber data that are being used to assess its efficacy, 
while the BD18 and BD18MOD procedures were calibrated using 
different data. As a result, the assessment is inherently biased. 

Select results from the application of the thin-layer correction pro
cedures are shown in Fig. 9, with the complete results provided in 
Figure A.1 in Appendix A. In Fig. 9, the black line represents the qm data, 
the blue solid line represents qinv from the BD18 procedure, the blue 
dashed line represents qinv from the BD18MOD procedure (i.e., qinvmod), 
the green dashed line represents qcorr from the Deltares procedure, and 
the red line represents qt as measured in the corresponding reference 
sand model (note that qinv, qinvmod, and qcorr are all estimates of qt). 

Reference sand models were selected (from the three CPT soundings 
performed in uniform sand profiles with the 25-mm-diameter cone in 
the De Lange [19] dataset) that have a similar DR and σ′

v to the CPT 
sounding of interest. Thus, Soil Model 1, CPT 3 (DR = 36% and σ′

v = 100 
kPa) is compared to itself [Fig. 9a]; Soil Model 4, CPT 3 (DR = 54% and 
σ′

v = 100 kPa) and Soil Model 8, CPT 3 (DR = 61% and σ′
v = 100 kPa) are 

compared to Soil Model 5, CPT 1 (DR = 60% and σ′
v = 100 kPa) [Fig. 9b 

and c]; and Soil Model 10, CPT 3 (DR = 18% and σ′
v = 30 kPa) is 

compared to Soil Model 1, CPT 2 (DR = 36% and σ′
v = 50 kPa) [Fig. 9d]. 

Since none of the reference sand models served as identical comparisons 
(in terms of σ′

v and DR of sand) to the layered models, we cannot expect 
the inverted/corrected results within the sand layers to exactly match 
the qt included on the plots in Fig. 9. However, the qt provides a point of 
reference indicating the approximate tip resistance magnitude that 
should be obtained by the inversion/correction procedure over the 
entire thickness of the thin sand layers in the layered profiles. Obser
vations from the results presented in Fig. 9 are as follows:  

• None of the methods perform very well on the reference soil models 
(i.e., pure sand models: Soil Models 1, 5, and 6), exemplified in 
Fig. 9a. All procedures erroneously identify and attempt to correct 
thin layers that were not present. However, the Deltares procedure 

Fig. 9. Results from thin-layer correction proced
ures applied to: (a) Soil Model 1 (reference soil 
model - no thin clay layers); (b) Soil Model 4 with 
40-mm-thick clay layers represented by the shaded 
areas; (c) Soil Model 8 with 20-mm-thick clay layers 
represented by the shaded areas; and (d) Soil Model 
10 with 20-mm-thick clay layers represented by the 
shaded areas, where qm is measured tip resistance, 
qinv is the inverted tip resistance per the Boulanger 
and DeJong (BD18) procedure, qinvmod is the inver
ted tip resistance per the modified BD18 procedure 
(BD18MOD), qcorr is the corrected tip resistance 
from the Deltares procedure, and qt is the true tip 
resistance (as measured in reference sand model).   
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produces more realistic profiles than the BD18 procedure. The BD18 
procedure detects a layer transition if the gradient of qm with depth 
falls below a certain value. On the other hand, the Deltares procedure 
identifies thin layers by using an algorithm that detects local minima 
(troughs) and maxima (peaks) in qm. This algorithm can be tuned to 
filter out peaks and troughs that do not meet minimum prominence 
criteria to avoid erroneous peak identification. However, it can be 
very difficult to identify appropriate criteria if the true layering of the 
soil profile is unknown (which is the case for traditional field CPT 
data, absent of additional information). This highlights a short
coming of any thin-layer correction procedure, particularly when 
applied blindly to field data.  

• In the soil models with 40-mm-thick clay layers (Soil Models 2 and 
4), the Deltares procedure is effective at identifying the interbedded 
sand layers and correcting qm, exemplified in Fig. 9b. In contrast, 
however, the BD18 procedure actually exacerbates the thin-layer 
effects, not correcting for them. The modification of BD18 
(BD18MOD) results in increased qinv values (i.e., qinvmod values) in the 
thin sand layers and decreased values in the thin clay layers, more 
consistent with the tip resistances of these layers if they were fully 
developed. 

• Neither the BD18 nor the Deltares procedure are effective in cor
recting for thin-layer effects when the layers are less than 20 mm 
thick (i.e., Soil Models 8, 9, and 10), although the Deltares procedure 
identifies more layers with larger resistance contrasts than the BD18 
procedure; refer to Fig. 9c and d. The modifications to BD18 (i.e., 
BD18MOD) do little to improve the efficacy of the procedure in these 
specific calibration chamber models. None of the three procedures 
(Deltares, BD18, or BD18MOD) are able to identify all of the thin 
layers nor identify the correct layer-boundary locations. However, 
the efficacies of the procedures are likely limited by the ability of the 
CPT to accurately detect the presence and location of the layers. For 
example, variations in qm in the layered zones of Soil Models 8, 9, and 
10 are small relative to measurement noise levels and do not line up 
well with layer boundaries.  

• The modifications to the BD18 procedure (i.e., BD18MOD) eliminate 
some of the smoothing features inherent to the BD18 procedure and 
seem to improve the performance of the procedure by increasing the 
contrast in qinv between the clay and sand for the models with the 
thicker interbedded layers. However, these modifications also tend 
to de-stabilize the solution (e.g., see large phantom peak between 0.6 
and 0.7 m in Fig. 9b). 

It is worthwhile to note that the ratio of stiffness between the sand 
and clay layers plays a role in the ability of both the CPT and the 
correction procedures to detect the presence of a thin layer. While De 
Lange [19] did not report an expected qt for the clay, a characteristic 
value of approximately 0.3 MPa can be estimated from Soil Model 9, 
which had 200-mm-thick clay layers (presumably thick enough for qt of 
the clay to develop). Very little increase in qt of the clay was observed, 
whereas a very significant increase in qt of the sand is observed, with 
increasing confining pressure. In theory, for a given thin-layer thickness, 
the greater the contrast between the qt of the sand and the clay, the 
easier the detection of thin layers will be for both the CPT and the 
correction procedure. This can be observed when examining the soil 
models with 40-mm-thick layers, in which, as the confining pressure 
increases (and consequently the magnitude of the stiffness contrast in
creases), the difference in magnitude of maximum and minimum qm in 
the layered zone increases. However, as layers become thinner (e.g., the 
soil models with 20-mm-thick layers), the thickness may preclude any 
notable difference in magnitude of maximum and minimum qm, despite 
an increasing stiffness contrast. 

5. Application of the thin-layer correction procedures to the CES 
and Valentine’s day earthquake data 

The BD18, BD18MOD, and Deltares thin-layer correction procedures 
were applied to field data from the 2010–2011 CES (i.e., 2010 
September Mw 7.1 Darfield and 2011 February Mw 6.2 Christchurch 
earthquakes) and the 2016 February Mw 5.7 Valentine’s Day earthquake 
that impacted Christchurch, New Zealand. The goal of this effort was to 
see whether application of the procedures resulted in improved pre
dictions of the actual field liquefaction response. Towards this end, 
~3500 CPT soundings from sites where the severity of liquefaction 
manifestations was well-documented after at least one of the following 
aforementioned earthquakes were compiled, resulting in ~9150 high 
quality liquefaction case histories. A detailed description of the selec
tion/rejection criteria for the CPT soundings is provided in Maurer et al. 
[29,30] and Geyin et al. [17]. The severity of liquefaction manifested at 
the ground surface was classified in accordance with Green et al. [19] 
via post-earthquake ground reconnaissance and using high-resolution 
aerial and satellite imagery. The CPT soundings and imagery used in 
this study were extracted from the New Zealand Geotechnical Database 
(NZGD [37]). 

5.1. Computation of predicted liquefaction severity 

The factor of safety against liquefaction triggering (FSliq) was 
computed using the CPT-based variant of the simplified procedure 
proposed by Green et al. [22] (Gea19), in conjunction with peak ground 
accelerations (PGA) estimated following the Bradley [9] procedure, 
which has been used in many prior studies of these earthquakes (e.g., 
Green et al. [18,19]; Maurer et al. [29–31]; Carter et al. [10]; among 
others). However, the case histories associated with the Christchurch 
earthquake were analyzed using the revised PGAs from Upadhyaya et al. 
[47], which account for the influence of liquefaction on the ground 
motions recorded by a few strong motions stations. The depth of ground 
water table immediately prior to each earthquake was estimated using 
the event-specific regional ground water models of van Ballegooy et al. 
[49]. An Ic cutoff value of 2.5 was used to distinguish between liquefi
able and non-liquefiable soils, where soils with Ic > 2.5 were considered 
to be non-liquefiable (Maurer et al. [33,34]). 

The severity of the surficial liquefaction manifestations was pre
dicted using the Liquefaction Potential Index (LPI) (Iwasaki et al. [27]). 
Commonly used LPI thresholds for the predicted severity of surficial 
liquefaction manifestations are (e.g., Maurer et al. [29]): LPI < 5 - 
Minor-to-None; 5 ≤ LPI < 15 - Moderate; and LPI ≥ 15 - Severe. LPI 
values were computed from the CPT data with and without thin-layer 
corrections applied, where the “original” and “modified” Boulanger 
and DeJong [6] (i.e., BD18 and BD18MOD, respectively) and the Del
tares thin-layer correction procedures were used. 

In general, the resulting LPI values computed using the corrected 
CPT data are only slightly different from those computed using the un
corrected CPT data. LPI values across the database, in general, are 
reduced as a result of the corrections (i.e., less severe surficial lique
faction manifestations are predicted). The decrease is most significant 
for the BD18MOD procedure, followed by the BD18 and the Deltares 
procedures, respectively. 

5.2. ROC analyses 

To assess the efficacies of the thin-layer correction procedures, the 
case histories were parsed into bins of Ic10, and receiver-operating- 
characteristic (ROC) analyses (e.g., Fawcett [16]) were performed on 
each Ic10 data bin. ROC analyses are commonly used to evaluate the 
performance of diagnostic models and have been used extensively in 
medical diagnostics (e.g., Zou [56]) and to a much lesser degree in 
geotechnical engineering (e.g., Oommen et al. [38]; Maurer et al. [30, 
32,33]; Green et al. [21]; Zhu et al. [55]; Upadhyaya et al. [48]). In any 
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ROC analysis application, the distribution of “positives” (e.g., cases of 
observed surficial liquefaction manifestations) and “negatives” (e.g., 
cases of no observed surficial liquefaction manifestations) overlap when 
the frequency of the distributions are expressed as a function of the 
diagnostic test results (e.g., LPI values). A ROC curve can be drawn by 
plotting the True Positive Rate (RTP) (e.g., liquefaction is predicted and 
manifestations were observed) versus the False Positive Rate (RFP) (e.g., 
liquefaction is predicted but no manifestations were observed) for 
varying threshold values (e.g., threshold LPI values). A conceptual 
illustration of ROC analysis is shown in Fig. 10, including the relation
ship among the positive and negative distributions, the threshold LPI 
values, and the ROC curve. 

In ROC-curve space, a random guess is indicated by a 1:1 line 
through the origin, while a perfect model plots along the left vertical and 
upper horizontal axes, connecting at point (0,1). A perfect model in
dicates the existence of a threshold value that perfectly segregates the 
dataset (e.g., a threshold LPI value below which all the cases are “no 
manifestation” and above which all the cases are “manifestation”). The 
area under the ROC curve (AUC) can be used as an index to evaluate the 
predictive performance of a diagnostic test (e.g., correlation of 
computed LPI values using CPT data with thin layer corrections applied 
per BD18 to observed severity of surficial liquefaction manifestations) 
whereby higher AUC indicates better predictive capabilities. AUC is 
statistically equivalent to the probability that sites observed to have 
liquefaction surface manifestations have higher LPI values than sites 
observed to have no surface manifestations (Fawcett [16]). As such, a 
random guess returns an AUC of 0.5 whereas a perfect model returns an 
AUC of 1, as illustrated in Fig. 10b. Specific to this study, the efficacies of 
the thin-layer correction procedures are assessed by comparing the AUC 
values corresponding to uncorrected versus corrected CPT data, where 
the BD18, BD18MOD, and Deltares procedures are used to correct the 
CPT data for thin-layer effects. 

5.3. Results 

Table 1 summarizes the results of the ROC analyses for different 
severities of surficial liquefaction manifestations for all the cases his
tories grouped together, and for when the case histories are parsed into 
bins of Ic10 < 2.05 and Ic10 ≥ 2.05. Recall that the deposits in eastern 
Christchurch predominantly have an Ic10 < 2.05 and those in western 
Christchurch predominantly have an Ic10 > 2.05, where the profiles with 
an Ic10 > 2.05 were shown to be highly stratified. The severity of 
liquefaction during the CES and Valentine’s Day earthquake was 

severely-to-excessively over-predicted (i.e., predicted LPI was 10–15 
points greater than the expected LPI for a given liquefaction damage 
classification, per criteria presented in Maurer et al. [29]) for this latter 
set of profiles using the uncorrected CPT data (e.g., Maurer et al. [29]; 
van Ballegooy et al. [50]; Beyzaei et al. [4]; Stringer et al. [46]; 
McLaughlin [35]; Beyzaei et al. [5]; Cox et al. [13]; among others). 
Accordingly, if a thin-layer correction procedure is effective, the AUC 
value is expected to increase when the procedure is applied to the CPT 
data, especially the AUC value for the case histories that have Ic10 > 2.05 
(i.e., highly stratified profiles). 

From examination of the AUC values listed in Table 1, an increasing 
trend in AUC for the corrected CPT data is not observed. Rather, the AUC 
values do not vary much for the uncorrected versus corrected CPT data. 
Moreover, the AUC values are generally slightly higher for the uncor
rected CPT data for case histories having Ic10 > 2.05 than when the CPT 
data is corrected for thin-layer effects (i.e., exactly opposite of what 
would be expected if the thin-layer corrections were effective). Because 
the analysis of the calibration chamber data showed that none of the 
procedures were able to accurately identify and characterize layers that 

Fig. 10. Conceptual illustration of ROC analyses: (a) frequency distributions of liquefaction manifestation and no liquefaction manifestation observations as a 
function of LPI; (b) corresponding ROC curve, where the area under the ROC curve (AUC) is used to assess the efficiency of a diagnostic test (after Maurer et al. 
[30,31]). 

Table 1 
Summary of the results from the ROC analyses obtained using the uncorrected 
and corrected CPT data using the BD18, BD18MOD, and Deltares procedures for 
all the case histories and for bins of cases histories having Ic10 < 2.05 and Ic10 ≥

2.05 (highest values of AUC within an Ic10 bin are bolded and italicized).  

Manifestation Severity (Green 
et al. [19]) 

Inversion 
Procedure 

Ic10 

All <2.05 ≥2.05 

AUC AUC AUC 

Any manifestation Uncorrected 0.8314 0.8594 0.7633 
BD18 0.8325 0.8628 0.7565 
BD18 Mod 0.8356 0.8660 0.7591 
Deltares 0.8295 0.8598 0.7600 

Marginal Uncorrected 0.7798 0.8013 0.7115 
BD18 0.7827 0.8065 0.7089 
BD18 Mod 0.7856 0.8108 0.7105 
Deltares 0.7780 0.8011 0.7116 

Moderate Uncorrected 0.6577 0.6880 0.6387 
BD18 0.6524 0.6884 0.6178 
BD18 Mod 0.6554 0.6899 0.6201 
Deltares 0.6530 0.6901 0.6208 

Severe Uncorrected 0.7100 0.6912 0.7602 
BD18 0.7098 0.6895 0.7665 
BD18 Mod 0.7120 0.6914 0.7696 
Deltares 0.7116 0.6932 0.7614  
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are 20–40 mm thick, the lack of clearly increased AUC after correction is 
unsurprising. 

6. Discussion and conclusions 

The BD18/BD18MOD and the Deltares procedures are fundamen
tally different approaches to correcting data. The Deltares procedure is 
an algorithm to enhance existing peaks and troughs after smoothing the 
measured data, and is designed to require outputs to appear as clear 
layers for easier stratigraphic interpretation of the inverted models. It is 
not an inverse problem approach, because it does not predict what data 
would be measured for the proposed qcorr model for comparison to the 
measured data qm as is done by the BD18 and BD18MOD procedures 
(which are inverse problem approaches). Because the Deltares proced
ure was developed based on calibrations of only a few laboratory 
datasets, while the BD18 and BD18MOD include general steps to better 
model any data acquired, one might expect more general utility of BD18 
and BD18MOD across a broader range of stratigraphy scenarios. How
ever, all procedures struggled with detection of fine layers, as noted 
above. While the basic iterative splitting scheme underlying BD18 and 
BD18MOD would be expected to converge to a model that minimizes the 
measured-versus-predicted data misfit when compared to slightly 
different models, we have no guarantees that this model is a global 
minimizer of this data misfit over all models. Rather, the resulting model 
could be a local minimizer, meaning it is simply the best model 
compared to a small group of similar models, which is a fundamental 
challenge in inverse problems. Further study is needed to understand the 
potential for local minimizers in this problem, as well as to use opti
mization regularization to push the iterative search towards physically 
realistic stratigraphy that better explains the measured data. 

As presented above, calibration chamber data (De Lange [14]) was 
used to assess the efficacy of the BD18, BD18MOD, and Deltares pro
cedures, although this was not a true test of the Deltares procedure’s 
efficacy because that procedure was developed and calibrated using 
these same calibration chamber data. Nevertheless, the results of these 
efforts showed that the BD18 procedure was not able to accurately 
identify and characterize layers that are 40 mm thick (or less), and 
actually numerically smoothed the measured CPT data, opposite of its 
intent. Modifying the BD18 procedure by reducing the smoothing win
dow and eliminating the low pass spatial filter after inversion 
(BD18MOD) improved the ability of the procedure to identify and 
characterize layers that were 40 mm thick, however, the modified pro
cedure was still not able to accurately identify and characterize layers 
that were 20 mm thick. The Deltares procedure did a good job identi
fying and characterizing layers that were 40 mm thick, but its efficacy 
was also not good for 20-mm-thick layers. 

The BD18, BD18MOD, and Deltares procedures were used to analyze 
case histories from the 2010–2011 CES and the 2016 Valentine’s Day 
earthquake with and without the application of the thin-layer correc
tions to the CPT data. The results showed that the thin-layer corrections 
generally resulted in slightly less accurate predictions of the liquefaction 
severity for cases having highly stratified profiles, opposite of what 
would be expected and desired. However, limitations in the thin-layer 
correction procedures may only be one reason for this trend. For 
example, the applied procedures could be appropriately correcting CPT 
tip resistance for thin-layer effects, but shortcomings in the liquefaction 
triggering and manifestation models could still prevent the accurate 
predictions of cumulative liquefaction response of the profiles. As a 
result, the observed trends in accuracy of liquefaction severity predic
tion provide evidence that the thin-layer corrections do not improve 
predictions using existing liquefaction models, but not direct evidence 
that the thin-layer corrections are not efficacious unto themselves. 

In addition to potential limitations in the triggering and manifesta
tion models, the depth interval for the Canterbury CPT qc measurements 
was 1 and 2 cm; specifically, the interval was 1 cm for 5485 of the case 
histories analyzed and 2 cm for 3668 of the case histories. These 

measurement intervals are on par with the thicknesses of the thin layers 
identified in many of the western Christchurch profiles (Beyzaei et al. 
[5]). As a result, many of the thin layers in the profiles are only being 
characterized by one or two qc measurements, if at all. Even the most 
efficacious thin-layer correction procedure may not be effective under 
these conditions, particularly if no qc measurements are made in the thin 
layer or if the one or two qc measurements made in a thin layer are 
“noisy.” [Note that this was not an issue with the Deltares calibration 
chamber tests presented above because the qc measurements were made 
using a depth interval of only 1 mm. As a result, approximately 20 qc 
measurements were made in the thinnest layers.] 

Finally, per the liquefaction triggering model used (as well as most 
other CPT-based liquefaction triggering models), the liquefaction sus
ceptibility of a layer is based on the Soil Behavior Type Index (Ic), which 
is a function of both the CPT qc and sleeve friction (fs). The main focus of 
the study presented herein is on thin-layer effects on qc, but thin-layer 
effects also affect fs and in a more complex way than they affect qc. In 
addition to the stress-bulb-influence-zone phenomenon that influences 
the measured qc (i.e., the main focus of the study presented herein), fs 
thin-layer effects entail two other phenomena. First is the physical 
length of the friction sleeve relative to the thickness of the thin layers. 
Friction sleeves typically have a surface area of 15,000 mm2, and as a 
result, the length of the friction sleeve will vary depending on the 
diameter of the cone (e.g., Saussus et al. [42]). Most of the CPT 
soundings performed in Canterbury had projected cross-sectional areas 
of 10 or 15 cm2, implying that the friction sleeves were 133.7-mm or 
109.3-mm long, respectively. Accordingly, potentially several thin 
layers were in contact with the friction sleeve for the Canterbury CPT 
soundings while the cone tip was at any given depth, making the 
quantification of any given layer’s contribution to the measured fs 
difficult to discern. The ambiguity in a thin layer’s contribution to the 
measured fs is furthered as a result of the soil in an overlying layer being 
“dragged down” into the underlying layer by the cone as it advances in 
depth. This latter phenomenon was clearly noted in the post-test, 
excavated calibration chamber samples performed by Deltares (van 
der Linden [51]; De Lange [14]). 

Errors in properly characterizing the fs of a layer inherently in
fluences the accuracy of predicted liquefaction susceptibility and po
tential of the layer. While the BD18, BD18MOD, and Deltares procedures 
apply a correction for the stress-bulb-influence-zone phenomenon on the 
measured fs, they do not correct for the effects of multiple-layer-contact 
and layer down-drag on the measured fs, which may be significant. 
[Note that there was no recommendation included in De Lange [14] for 
correcting or adjusting the measured fs for thin layer effects. However, 
the measured fs was computed herein as part of the “Deltares” procedure 
using the same procedure used in the BD18 method (as described in Part 
2: Inversion for Sleeve Friction of Appendix B), except that qcorr was used 
instead of qinv.] 

In conclusion, while current procedures for correcting for thin-layer 
effects are a step in the right direction, they are not sufficient for use 
with profiles that have layers thinner than 20–40 mm, such as the pro
files in western Christchurch, New Zealand, the Flaser bed deposits or 
tidal flats in the Groningen region of the Netherlands, and similar de
posits worldwide. In addition to reducing the depth interval for qc 
measurements (i.e., increasing the sampling frequency), one potential 
way to better identify and characterize thin layers is by using a Vision 
Cone Penetrometer (VisCPT) (Hryciw et al. [24]). The third generation 
VisCPT is now under development (Ventola et al. [52]) and will feature 
enhanced image acquisition. The VisCPT window near the cone tip may 
allow direct imaging of thin layers and/or the identification of the 
occurrence and the extent of layer down-drag. This additional infor
mation, coupled with more robust inversion algorithms (e.g., Cooper 
et al. [12]), may lead to a more accurate approach for correcting for 
thin-layer effects. 
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