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In this paper, we construct and analyze a uniquely solvable, positivity preserving and
unconditionally energy stable finite-difference scheme for the periodic three-component
Macromolecular Microsphere Composite (MMC) hydrogels system, a ternary Cahn-Hilliard
system with a Flory-Huggins-deGennes free energy potential. The proposed scheme is
based on a convex-concave decomposition of the given energy functional with two
variables, and the centered difference method is adopted in space. We provide a theoretical

Energy stability justification that this numerical scheme has a pair of unique solutions, such that the
Positivity preserving positivity is always preserved for all the singular terms, i.e., not only two phase variables
are always between 0 and 1, but also the sum of two phase variables is between 0
and 1, at a point-wise level. In addition, we use the local Newton approximation and
multigrid method to solve this nonlinear numerical scheme, and various numerical results
are presented, including the numerical convergence test, positivity-preserving property test,
energy dissipation and mass conservation properties.
© 2021 Elsevier Inc. All rights reserved.

1. Introduction

Macromolecular microsphere composite (MMC) hydrogels, a class of polymeric materials, have attracted theoretical and
experimental studies due to their well-defined network microstructures and high mechanical strength. Various methods
have been developed to model the evolution of MMC hydrogels. In [43], the authors presented a binary mathematical
model to describe the periodic structures and the phase transitions of the MMC hydrogels based on Boltzmann entropy
theory. Their model, the MMC-TDGL equation, is structurally similar to the Cahn-Hilliard equation. Most existing works for
the MMC-TDGL equation are based on the two-phase model; see [15,25-27], et cetera. Also see the related works for the
simulation of a modern approach of binary block co-polymer [31-33], including constrained geometries.

The Allen-Cahn and Cahn-Hilliard equations are well-known gradient flows with either polynomial Ginzburg-Landau or
singular Flory-Huggins-type free energy density. These equations model spinodal decomposition and phase separation in a
two-phase fluid in either the non-conserved or conserved setting, respectively. There have been many theoretical analyses
and numerical approximations for these kinds of gradient flows in the two-phase case [4,5,8-13,18,21,30,40]. For the ternary
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Cahn-Hilliard system, the general framework is to adopt three independent phase variables (¢1, ¢2, ¢3) while enforcing a
mass conservation (or “no-voids”) constraint ¢ + ¢ + ¢3 = 1. See the related works [2,3,41].

In this work, we consider a ternary time-dependent Ginzburg-Landau mesoscopic model with a given coarse-grained
free energy, which is an improvement in some ways over the model proposed in [43], as it removes the assumption that
the number of the graft chain around a large ball is proportional to the perimeter in the modeling process. For this ternary
Cahn-Hilliard system, the following singular energy potential is taken into consideration:

3

1 & 2
Go(¢1,¢2,¢3)=/ 50(¢1,¢27¢3)+%Z$|V¢i| + Ho (o1, 92, 93)  dX, (11)

Q i=1
where S,(¢1, @2, ¢3) + Ho(d1, 2, ¢3) is the reticular free energy density:

So(d1. o, b3) = %IHQM_T + %ln% + b3 Ins,

Ho (91, 92, 93) = 120192 + X130193 + X230203.

The term S, is often called the ideal solution part, and H, stands for the entropy of mixing part. The sum S, + H, is
also called the regular solution model in material science and the Flory-Huggins model in polymer chemistry. The domain
Q c R? is assumed to be open, bounded, and simply connected. We focus on the 2-D case for simplicity of presentation,
while an extension to the 3-D gradient flow is straightforward. The unknown phase variable ¢1, ¢ and ¢3 are conserved
field variables, representing the concentration of the macromolecular microsphere, the concentration of the polymer chain,
and the concentration of the solvent, respectively. These three phase variables are subject to the “no-voids” constraint
¢1 + ¢2 + ¢3 = 1. We denote by My the relative volume of one macromolecular microsphere, and by N the degree of
polymerization of the polymer chains. The coefficient ¢; is called the statistical segment length of the i-th component,
which is always positive. The parameters « and B depend on Mg and Np:

2
M N M
a:n<,/_°+_°> Cpma Mo
T 2 b4

By x12, X13, and x23 we denote the Huggins interaction parameters between (i) the macromolecular microspheres and
polymer chains, (ii) the macromolecular microspheres and solvent, and (iii) the polymer chains and solvent, respectively. All
these parameters are positive. In this paper, we choose parameters satisfying the inequality

4x13x23 — (X12 — X13 — X23)%> > 0,
which guarantees the concavity of the entropy of mixing term Hop, as we shall see.
Making use of the no-voids constraint ¢3 =1 — ¢ — ¢», we can rewrite the energy functional as
efVeiP 3Vl eIV —¢1 — $o)I?
3661 366, 36(1 — ¢1 — ¢2)

G(¢1,¢2)=/[5(¢>1,¢2)+

Q

+ H(¢>1,¢>2)}dx, (12)

where, naturally,

5(¢1,¢2)=3—21HQM—Q:+£—Z1H%+(1—¢1—¢>2)1n(1—¢1—¢z),

H(¢1, ¢2) = X120192 + X13901(1 — 1 — ¢2) + X2302(1 — ¢1 — ¢2).
The ternary MMC dynamic equations become the H~! gradient flows associated with the given energy functional (1.2):
Orp1 = MiAp, Oda = MaApua, (1.3)

where My, M3 > 0 are mobilities, which are assumed to be positive constants. The terms 4 and p, are the chemical
potentials with respect to ¢; and ¢;, respectively, i.e.,

1 o
M1 :=104G=—1In 26 _ In(1 — o1 — ¢2) —2x1301 + (X12 — X13 — X23)92
Mo Mo
1 2|V |2 e1Vey
+x3+——-1-"1""_vV. 14
X137 Mo 3697 1841 (14)

SIVA—di =gl o (e3V( =1 —¢2)
36(1 1 — ¢2)? 1801 —¢1—¢2) )

2
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1
M2 :=8p,G = N In bo2 _ In(1 — ¢1 — ¢2) — 2x23¢2 + (X12 — X13 — X23)P1
o No
1 5|V |* 5V
+xpt——1-2—"— V.2 15
XB TN, 3602 182 (1)

36(1 — ¢1 — ¢2)? 18(1 — ¢1 — ¢2)

For simplicity, we assume that periodic boundary conditions hold. It is then easy to see that the energy is non-increasing
for the ternary MMC model. The evolution equations (1.3) are mass conservative; the mass fluxes are proportional to the
gradients of the respective chemical potentials.

Concerning the ternary Cahn-Hilliard type model with polynomial Ginzburg-Landau free energy density potential and
constant surface diffusion coefficients, there have been quite a few existing numerical works to address the issue of en-
ergy stability. For example, several finite element schemes have been studied in an earlier work [3], based on different
semi-implicit methods to pursue an energy dissipation property. Recently, a Fourier pseudo-spectral numerical scheme was
constructed in [6], based on a non-standard convex-concave decomposition of the physical energy; the unique solvability
and unconditional energy stability of the corresponding numerical scheme were established at a theoretical level. Besides
the convex splitting approach, an invariant energy quadrant (IEQ) algorithm was designed in [41]. Therein a stability analysis
was proved for a numerically modified energy, not for the original energy functional.

By comparison, the ternary Cahn-Hilliard system (1.3) - (1.5) is much more difficult than the versions mentioned above.
Due to the singular nature of the Flory-Huggins logarithmic free energy density, the positivity-preserving property has to be
enforced for the numerical solution to make the scheme well-defined, which turns out to be a very challenging issue. For
example, an application of either the invariant energy quadrant (IEQ) [19], scalar auxiliary variable (SAV) [35,36] or linear
stabilization method [23,24] would not be able to enforce such a property, due to the explicit treatment of the nonlinear
singular terms. In fact, an extension of the singular energy functional (beyond the singular limit values) has to be made
to define the corresponding linear numerical schemes. In addition to the difficulty associated with the positivity-preserving
behavior of the numerical solution, the highly nonlinear and singular nature of the surface diffusion coefficients makes the
system even more challenging, at both the analytic and numerical levels. In this paper, we propose and analyze a numerical
scheme for the ternary MMC hydrogels system (1.3) - (1.5), with three theoretical properties justified: positivity-preserving,
unique solvability, and unconditional energy stability. This scheme is based on the convex-concave decomposition of the
original energy functional, which turns out to be highly non-trivial even for the polynomial approximation one [6], due to
the multi phase variables involved. In order to apply the framework of such a decomposition for the terms involved with
multi phase variables, a careful calculation of the Hessian matrix has to be performed. As analyzed in a recent article [7]
for the Flory-Huggins Cahn-Hilliard flow with constant surface diffusion coefficient, an implicit treatment of the nonlinear
singular logarithmic term is necessary to theoretically justify its positivity-preserving property. Also see a few other related
works [28,29,34,42,44] for various gradient flows with singular energy potential. In addition to the logarithmic terms, the
chemical potential expansions with the nonlinear deGennes surface diffusion energy have to be implicitly updated in the
numerical scheme, because of its convex nature in terms of all the phase variables. This leads to a highly nonlinear, highly
singular numerical system, while the linear expansive term is treated explicitly. However, a more careful analysis reveals
that, the convex and the singular natures of these implicit nonlinear parts prevent the numerical solutions approach the
singular limit values of 0 and 1, so that the positivity-preserving property is available for all the phase variables. Such a
theoretical justification is much more complicated than the one with constant surface diffusion coefficient case, as reported
in [7], because of the mixed terms involved in the nonlinear surface diffusion part. With the positivity property justified,
the unique solvability becomes a direct consequence of the convexity associated with the implicit terms in the numerical
algorithm. An unconditional energy stability could also be derived using a convexity argument.

The rest part of this paper is organized as follows. In Section 2, we show a convex-concave decomposition of the en-
ergy (1.2). In Section 3, we present a finite difference scheme based on a convex splitting of the energy functional. In
Section 4, the unique solvability and the positivity preserving property of the numerical solutions are analyzed. The uncon-
ditional energy stability analysis is provided in Section 5. Various numerical results are presented in Section 6. Finally, we
give some concluding remarks in Section 7.

SIVA—¢1 =) (e%V(l — ¢ —¢2)> .

2. Existence of a convex-concave decomposition

In this section, we will give a convex-concave decomposition of the energy (1.2). The following preliminary results are
needed.

Proposition 2.1. Define the functions

2

v
Ti(u,v):= 360’ ue(0,00), vekR;
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(V1 +v2)?
To(ug,uy, vy, Vvy) ' = —————_ U, Uz, V1,V eR;
2(uq,uz, vy, va) 3601 — 1 — 1) 1,U2,V1, V2
w2
Ts(u,v,w):=—, u,v,wek.
36(u+v)

1. T1(u, v) is convex in (0, +00) x R,

2. To(u1,uy, vy, vp) is convex in R4, provided that u; +up < 1.
3. T3(u, v, w) is convex in R3, provided that u + v > 0.

4. S(uq, uy) is convex in the Gibbs Triangle, G, defined as

G:={(uy,up) lug,uz >0, uy +uz <1}.

5. H(u1, uy) is concave, provided that 4x13 x23 — (X12 — X13 — X23)% > 0.

Proof. (1) For T{(u, v), a careful calculation gives its Hessian matrix:

1 [ 22 _

Hy= — u? u?
36 | _2v 2
u? u

The first-order principal minors of the matrix H; are given by: D = ]‘éT, D) = ﬁ, which are both non-negative when
u € (0,+00) and v € R. In addition, the second-order principal minor becomes D1, = 0. Therefore, we conclude that the
Hessian Matrix Hp is positive semi-definite and thus Ty is convex in (0, c0) x R.

(2) The Hessian matrix for To(uq, uy, v1, v2) turns out to be

242 242 24 24

B3 B3 B2 B2

1 242 247 24 24

3 3 2 2
Hy——| B B B4 B A=vi+vV B=1—u;—uy.
2 36|l 22 24 2 2| 1 2, 1 2

B2 B2 B B

2A 2A 2 2

B2 B2 B B

The first-order principal minors of the matrix Hy are D1 = D) = %, D3 =Dy = 18%, which are positive values. Meanwhile,
all other principal minors are equal to 0. In general, all these principal minors are non-negative when uq +uy < 1. Therefore,
we conclude that the Hessian Matrix H; is positive semi-definite and thus T, is convex when uj + uy < 1.

(3) For T3(u, v, w), the Hessian matrix has the following form:

2w? 2w? 2w
1 w+v)? @+ (utv)?
- 2w? 2w? 2w
Hs = 36 | @+v)d  @w+v)d@  @+v)? |° (2.1)
—2w —2w 2

W+ @z udv

I . . _ w2 _ w2 _ 1 . s
The first-order principal minors of the matrix H3 are D1 = B Dy = Bav? D3 = SEITEEDE which are positive values.
Again, all other principal minors are equal to 0. All these principal minors are non-negative when u + v > 0. Then we
conclude that the Hessian Matrix Hs is positive semi-definite and thus T3 is convex when u + v > 0.
(4) For S(uq, uy), the Hessian matrix is

1 + 1 1
Hg Mouq T—ui—uy T—ui—uy ) (22)
1 1 + 1
1—!.11—[[2 NoU2 1—!.11—!12

P . . . 1 1 1 1 .
The. ﬁrst—order principal minors of 'the. matrllx H; are glvgn by D1 = won T T P2 = mn T which are
positive values. The second-order principal minor is determined as
1 1 1 1

D1y =det(Hs) = + + .
12 ( S) MoNoU]le Moll] NguZ 1-— u; —up

All these principal minors are positive when u1,uy € (0, +00) and uj + uy < 1. Consequently, the Hessian matrix Hs is
positive-definite and thus S is convex in the Gibbs triangle G.
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(5) The Hessian matrix of H(u, u) becomes

—2X13 12— X13 — X23
Hy = X X X X . (2.3)
X12 — X13 — X23 —2X23
The first-order principal minors of Hy are given by D1 = —2x13 <0, D = —2x13 < 0. In addition, the second-order princi-
pal minor of Hy becomes
D1z =det(Hy) = 4x13X23 — (X12 — X13 — X23)> > 0.
Therefore, the Hessian matrix Hy is negative-definite and thus H is concave when 4x13x23 — (X12 — x13 — x23)> > 0. O

Lemma 2.2 (Existence of a convex-concave decomposition). Assume that ¢1, ¢ : 2 — (0, 1) are periodic and sufficiently regular, with
point values in the Gibbs Triangle, G. The functionals

e2\Vpi1? &2Vl e§|V(1—¢1—¢2>|2x

Ge(on, = [ S(¢1, dx, 24

@1, 6) ! i)+ S+ B B S (24)

Ge(91,92) iz—fH(¢1,¢2)dX, (2.5)
Q

are convex. Therefore, G(¢1, ¢2) = Gc(p1, P2) — Ge(1, ¢2) is a convex-concave decomposition of the energy.

Proof. The fact that G(¢1, ¢2) = Gc(P1, ¢2) — Ge(p1, ¢2) is obvious. Suppose that

(ur,uz) € G ={(uy,up) [ug,uz >0, uy +uz <1}
and set i := (u1, uy, U3, Ug, Us, ug) € G x R4 Define
ec(ll) == S(uy,u) + €2T1(ur, u3) + &3T1 (u1, us) +8%T1 (uz, ug)
+&2T1(uz, ug) + &5 T2 (u1, Uz, u3, us) + €3 T2 (u, U2, us, Ug),
ee(l) := —H(uq, u2).

Proposition 2.1 suggests that ec and e, are convex in G x R*. Therefore, we have the following inequality according to the
definition of a convex function: V2 € (0,1),1, v € G x R4,

ecMl 4+ (1 = )V) < rec(il) + (1 — Vec(V). (2.6)
It is noticed that

Ge(91,¢2) = / ec(P1, h2, P1x, P25, P1y, P2y)dX,

Q

Ge(¢17¢2):/ee(¢17¢2)d’(-

Q
Setting i := (¢1. ¢2. P1x. 2x. P1y. $2y) and V := (Y1, Y2, Y1y, Y2y, Y1y, ¥2y), and integrating inequality (2.6) leads to

Gep1 + (A =Y, A2 + (1 = M) Y2) < AGe(P1, ¢2) + (1 — X)) G (Y1, ¥2),

which indicates that G¢(¢1, ¢2) is a convex functional of ¢1 and ¢,. Using a similar argument, we see that G.(¢1, ¢) is
also convex. O

The following estimate is the foundation of the energy stability. The proof, which is practically the same as that in [39],
is independent on the specific form of G(¢1, ¢2).

Lemma 2.3. Suppose that 2 = (0, Ly) x (0, Ly) and (¢1, ¢2), (Y1, ¥2) : @ — G are periodic and sufficiently regular. Consider the
canonical convex splitting of the energy G(¢1, ¢2) in (1.2) into G = G, — G, given in (2.4) - (2.5). Then

G(®) — G < (54, Ge(@) — 84, Ge(V), 1 — Y1) 12 + (8, Ge (D) — 83, Ge (W), b2 — ¥2) 12, (2.7)
where ¢ = (¢1, 2), ¥ = (V1, ¥2).
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Proof. Set

Ge(9) = / ec(@1. $2. 1. P2x. 1. $2,)dX.

Q
If (1, ¢2) € G, Lemma 2.2 ensures the convexity of ec(ii) in G x R% We have the equivalent statement
ec(V) —ec(ll) > Vgec(u) - (v — ),

for any ii, v € G x R%.
Now setting

U= (¢’17¢27¢’1xv¢2m¢1y7¢2y)7 V= W1, Y2, Yixs Yax, ‘/flyv ¢2y)7

and integrating-by-parts, we get the inequality

Ge(@) = Ge(¥) = (5, Ge(¥), b1 — Y1)12 + (g, Ge (V). b2 — ¥2) 2. (2.8)
By a similar analysis for G, we see that
Ge(W) = Ge(@) = (89, Ge(d), Y1 — d1) 12 + (85,Ge(D). Y2 — ¢2) 2. (2.9)
Adding (2.8) and (2.9) yields
G~ 6 = (Ge@ — Ge())) = (Ge(® — Ge ()
< B Ge(@). d1 — Y1)z + (B4, Ge(@), b2 — Yr2) 2
— (@, Ge@). 1 — ¥z + 04, Ge (), 2 — V)12 )
= (84, Ge(@) — 8, Ge (V). d1 — Y1) 12 + (89, Ge(@) — 84,Ge(V). 2 — Y2) 2. O
3. Numerical scheme
3.1. Discretization of two-dimensional space

In the spatial discretization, the centered difference approximation is applied. Some basic notations have to be recalled.
We use the notations and results for some discrete functions and operators from [38,39]. Let €= (0, Ly) x (0, Ly), and we
assume Ly =Ly =: L > 0 for simplicity of presentation. Let N € N be given, and define the grid spacing h := L/N. We also
assume - but only for simplicity of notation, ultimately - that the mesh spacing in the x and y-directions is the same. The
following two uniform, infinite grids with grid spacing h > 0, are introduced:

E:={piyiplicZ}, C:={piliell},
where p; = p(i) := (i — 1/2) - h. Consider the following 2-D discrete N?-periodic function spaces:
Cper :=={V:C x C— R | vj j =Visan,j+pn, Vi, ja, B L},
El’jer:: [V:E xC—>R ‘ Vied = Vit I LaN. j+pN> Vi, j, o, B eZ].
Here we are using the identification v; j = v(p;, p;), et cetera. The space Sger is analogously defined. The function of Cper is

called cell-centered function, and the function of ‘c%(er and Sger, is called edge-centered function. We also define the mean zero
space

N

. _ h?
Cper := { V € Cper 0=v:=L—ZZ\),-J
i,j=1

In addition, Eper is defined as gper = 5;)§er X Eger. We now introduce the difference and average operators on the spaces:

1 1

AxVipiyji= 5 (Vi+1,j + Vi.j) , DxVigip,ji= h (Vi+1,j - Vi,j) ,
1 1

AyVijip =3 (Vij+1 + Vi), Dyvijysi= H (Vi,j+1 = vij),

with Ay, Dy : Cper — El’J‘er, Ay, Dy : Cper — Sger. Likewise,
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1 1
axv,-,j = 5 (Ui+1/2,j + U,',1/2,j) R dxv,',j = E (Vi+1/2,j — V,;l/z,j) B
1

1
ayvi,ji= 5 (Vijre +Vijop) s dyviji= g (Vijee = vij-ie),

with ay, dy : Sl’;er — Cper, Gy, dy : £P’,'er — Cper- The discrete gradient operator Vj, : Cper — 5per is given by
Vi, j = (DXVH_]/Z,]', Dyv,-,,-+1/2) s

and the discrete divergence V- : c‘j‘per — Cper is defined via
Vi - ?i,j = dxfi)fj + dyfi{}js

where f: (f*, fYHe g‘per. The standard 2-D discrete Laplacian, Ap : Cper — Cper, becomes

Apvj,j:=dx(DxV)j j +dy(Dyv);
1
=i (Vip1,j + Viet,j =+ Vi j1 + Vi1 —4vij) .

More generally, if D is a periodic scalar function that is defined at all of the edge center points and } € 5per, then Df € g'per,
assuming point-wise multiplication, and we may define

Vi (Df); ;=dx (DY), ; +dy (DFY), ;-

Specifically, if v € Cper, then Vj, - (DV), ) : Cper — Cper is defined point-wise via
Vi (DVhv); ; =dx (DDxv); j+dy (DDyv), ;.

Now we are ready to define the following grid inner products:

N
(v, &)g:=h> Y " vij&j v, E€Cper, [V, Eli=(ax(vE), 1), v, £ € Ee,
i,j=1

[V,f]y ::(ay(‘}S)’ 1>Q’ v, €€ 5]?)’6]'7
[?1’}2]9 = [flx’f;]x+[fly’f2y]y’ ]?i:(fixwfiy)egpers i=1,2.

In turn, the following norms could be appropriately introduced for cell-centered functions for v € Cper: ||v||§ = (|v|p, 1)

Q
for 1 <p < oo, and |||l := maxi<j j<n |v,-,j|. We also define norms of the gradient (for v € Cper) as follows:

IVAVII3 == [Viv, Vav]g = [Dxv, Dxv]y +[Dyv, Dyv]

and, more generally,
1
190l = ([IDwvI?, 1]+ [IDy17, 1)), 1< p <oo.
Higher order norms can be similarly formulated. For example,
Iy = IVI5+ IVaVI5, VI = VI +1AnvI5 .

Lemma 3.1. Let D be an arbitrary periodic, scalar function defined on all of the edge-center points. For any v, v € Cper and any
f € Eper, the following summation by parts formulas are valid:

(.- 7) == [Vaw. | Vi @Viv)ig == [Viy. DVivlo. 31

To facilitate the analysis below, we need to introduce a discrete analogue of the space H Eelr (), as outlined in [37].
Suppose that D is a positive, periodic scalar function defined at edge-center points. For any ¢ € Cper, there exists a unique
¥ € Cper that solves

Lp(y) =~V - (DVhy) =¢ — &, (32)

where ¢ :=|Q|~! (¢, 1)q. We equip this space with a bilinear form: for any ¢1, ¢, € éper, define

7
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(@1, 92) p1 =DV, Vinvzla . (3.3)

where ¥; € Cper is the unique solution to

LpWi) ===V - (DVpyi) =¢i, i=1,2. (3.4)
The following identity [37] is easy to prove via summation-by-parts:
82) g =(81. 5" 62)_=(£5' @0, 82) 35
(#1.62) 1 =01, £5' @) =(£5 @), 02) (3.5)
and since Lp is symmetric positive definite, ( - , - )Eg is an inner product on éper [37]. When D =1, we drop the subscript
and write £1 = £ = — Ay, and introduce the notation ( - , - )L; =:(-, - )_1n- In the general setting, the norm associated
to this inner product is denoted ||¢||£; = /¢, ‘7’)5;;' for all ¢ € éper, but, if D=1, we write | - ||£; = ll1p

3.2. A convex-concave decomposition of the discrete energy
Let us define

= {(¢1’¢2) ecper cher | (¢1ij,¢2i j) egq, i,jGZ},

Wthh corresponds to the pairs of perlodlc grid functions whose point values are in the Gibbs Triangle, G. Define k(¢) :=
== The discrete energy Gp(¢1, ¢2) : Cpel — R is introduced as

Gn(d1,¢2) = (S(d1.¢2) + H(¢1.¢2). 1)q
+ (ax(e (Ax) (D)) + ay (e (Ayd1) (Dyp1)?), 63
+ (axe (Axd2)(Dag2)®) +ay (e (Ayd2) (Dyd2)). €3)
+ (ax(k (Ax(1 = g1 = 92))(Dx(1 = 61 = $2))%). 63
+ay (e (Ay (1 = $1 = 62))(Dy (1 = $1 = $2))7). 83) . (36)

Lemma 3.2 (Existence of a convex-concave decomposition). Suppose (¢1, ¢2) € Cger. The functions
Ghe@1,92) 1= (S(@1,42). 1o (3.7)
+ {ax(c (Axg1) (Dxgp1)?) + ay ((Ayd1) (Dy 1)), 63)
+ (ax(k (Ax2) (Dx2)®) + ay (K (Ayd2) (Dyd2)), 3)
+{ax (Ax(1 = 61 = 92 (Dx(1 = 61 — #20)%), 2)_
+(aye(ay (1 = 61 = 92))(Dy (1 = 61 = 92))?). 3 .
Gre(@1,92) 1= — (H(@1,42), g, (38)

are convex. Therefore, Gy (¢1, $2) = Gn,c(¢1, $2) — Gn,e (@1, ¢2) is a convex-concave decomposition of the discrete energy.

Proof. We look at the detailed expansions of Gp c(¢1, ¢2) and Gp e (1, ¢2):
N
Ghe@r. 62 =h 3" (S(ri js 2 )
ij=1
+62T3(¢1 i+1,js P10, j» Dx@iqap j) + 8%T3(¢>1,',j, 1i-1,j> DxP1i_p, )
+8%T3(¢1i,j+1, 15 js Dy@1i jy1p) + S%Ta (B1i j, P15, j—1, Dyd1; j_12)
+8%T3(¢2i+1,j7 $2ij, Dx¢2iq1p ) + 8%T3(¢2i_j, ®2i-1,j> Dx2i_1p5, )
+€5T3(b21 j1- D21, Dyb2i jrpp) + €5T3(2i j» $2i j—1. Dydb2i j—1)

8
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+8%T3((1 —¢1— ¢2)i+1,j’ (1—¢1— ¢2)i,j’ Dy(1—¢1 — ¢2)i+1/2,j)
+e3T3((1 = g1 — ¢2); j (1 — 1 — d2)i_1 12 Du(1 — b1 — $2)ip )
+e3T3((1 = 1 — d2); ju1. (1 — b1 — $2); 5. Dy (1 — b1 — b2 j1s)
+e3T3((1 = 1 — )i, (1 = b1 — 82)ij1, Dy(1 = g1 — )i o) ),
N
Ghe(@r1.¢2) =—h* Y~ H(gy j. 21, ))-
i,j=1

It’s clear that G ¢ and Gj e are linear combination of certain convex functions; see the analysis in Proposition 2.1. Therefore,
they are both convex. O

Proposition 3.3. Suppose (¢1, ¢2) € 5l)ger. The variational derivatives of G . and Gp,  with respect to ¢ and ¢ are grid functions

satisfying
d
8¢;Gh.c(@1,¢2) = 87)-5@1’ $2) (3.9)
+ elax(k' (Ax$i) (Dxpi)?) — 262 dx(k (Axgi) Dxi)
+ &lay (k' (Aypi)(Dyei)?) — 2e2dy (k (Aypi) Dy i)
— e3ax(k' (Ax(1 — ¢1 — $2))(Dx(1 — $1 — $2))%)
+263dy(k (Ax(1 — ¢1 — ¢2))Dx(1 — p1 — ¢2))
— &30y (k" (Ay(1 — g1 = ¢2))(Dy(1 — 1 — $2))*)
+263dy (K (Ay(1 = ¢1 = $2))Dy (1 — p1 = 2)),
J
8¢;Gn.e(¢1,92) = _8T>-H(¢1’ $2), (3.10)
fori=1,2.

Proof. Fix (¢1,¢2) € 513ger and let ¥1 € Cper. Define the function of one variable

J1,c) = Gp (91 + AY1, ¢2),

for all A € R sufficiently small that (¢1 + Ay, ¢2) € 5;age1-- The function J; ¢(1) is continuous and differentiable. By definition,
the variational derivative satisfies

J1.6(0) = (84, Gn.c(¢1.92). ¥1)g, -

Since the operators ay, Ax, Dy, ay, Ay and Dy are all linear, the following derivation is available

ad
/ 0)=(—S 1
J1,.(0) <8¢>1 (#1,92) V1, >Q

+ &3 [k (Ax) Axy1 (Dx1)? + 26 (Axgh1) D D, Axl |
+éf [K/(Ay¢1)Ay1ﬁ1(Dy¢1)2 + 2k (Ayp1)Dyd1 D yyr1, Ayl]y
+ &3[—k" (Ax(1 — 1 — ¢2)) AxPr1 (Dx(1 — 1 — ¢2))?

— 2k (Ax(1 — 1 — ¢2))Dx(1 — p1 — h2) Dx¥r1, Axllx
+&2[—k'(Ay(1 — 1 — $2) Ay Y1 (Dy (1 — p1 — $2))?
—2k(Ay(1 — ¢1 — $2))Dy(1 — 1 — $2)Dy Y1, Aylly

d
={—S(¢1,¢2),
<8¢1 (91, 92) 1!/1>Q

+ 63 (ax(c' (Axg1) (Dxg1)?) — 20x(K (Axh1) D), Y1)

9
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+ 63 (ay (' (Ay$1)(Dy)?) = 2dy (e (Ay$)Dy). Y1)
+ e3(—ax (k' (Ax(1 = 1 — $2))(Dx(1 — $1 — $2))%)

+ 2dx (kK (Ax(1 = p1 — $2)) Dx(1 — $1 — $2)). Y1)

+ &5 (—ay (k' (Ay(1 — ¢1 — $2))(Dy (1 — $1 — ¢2))°)
+2dy(k(Ay(1 =1 —92)Dy(1 — 1 — 2)), V1) a.

Therefore,

d
841 Gh,c (1, ¢2) = ES@L ¢2)

+ e7ax (k' (Axp1) (Dxp1)®) — 265 dx(k (Ax1) Dxgpr)
+eay (k' (Ayp1)(Dy¢1)?) — 261y (k (Ayp1) D yepr)
— &3ax(kc' (Ax(1 — p1 — $2))(Dx(1 — $1 — ¢2))°)
+262d(k (Ax(1 — 1 — $2) Dx(1 — §1 — 2))
—e2ay (k' (Ay(1 — g1 — $2))(Dy(1 — §1 — $2))?)
+262dy (K (Ay(1 — ¢1 — ¢2))Dy (1 — b1 — ¢2)).

The derivations for 8y, Gp c(¢1,$2), 84, Gne(@1,$2) and 8y, Gp (1, ¢2) are quite similar and are omitted for the sake of
brevity. O

Lemma 3.4. Suppose that 5 @ € 51)ger- Consider the canonical convex splitting of the energy Gh(i) in (3.6) into G = Gp,c — Gpe
given by (3.7) - (3.8). The following inequality is available

Gh(@) = Gn(P) = (89, Gnc(@) = 861 Gre (), b1 = 1) (3:11)

+(35260.c(®) — 852Cne (D), b2 = 1) .

Proof. Fix éé € C7l,gel~ and @ € Cper x Cper. Let N'C R be a sufficiently small neighborhood of 0. For all A € A/, we can define
the continuous and differentiable function J.(1) := Gh‘c(cﬁ + A@). It is clear that J.(A) is convex, since G . is convex. We
have Jc(1) — Jc(0) > JL(O)A, for any A € N. This implies that

Grc(@ +39) = Gr.c@®) = (30, Gnc(@). 201+ (80,Cnc(@). 202 -
We may assume that @ = 4_5 +Ape 5;%1- since A is small in magnitude. Then we have

Gr.c (W) = Gr.c(@®) = (30, Gnc(@). 1 = 1) +(80,Cnc@). v2 = ¢2)._.

For G, we have a similar inequality:
Ge (D) = e (@ = (561 Gne(@). ¥1 = 1)+ (35,Gne@), 2 — 62 .
Combining these inequalities, we obtain
Gh(@ — Gr ) = (Ghe@) — Gnc (D)) = (Ghe@) — Gre())
< (50, Gne@). 1 = ¥1)_ + (302G1.c(). 02 — v
— (36 Gre @81 = v} _ = (862G e (B 82 — w2
= (501G @) = 80 Gre). 1 = 1)
+(3026n.c@) = 8,Cne (D) g2 = v2) . ©

10
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Using the standard approach in the convex splitting, the fully discrete scheme is as follows: for n > 0, given (¢}, ¢}) €
Chi, find (971, 40+ € Cpiy such that

¢”+1At Py A, (3.12)
IL?_H = 84,Gp, C(¢n+1 ¢n+1) 54, Ghe(@", o). (3.13)
¢"“At 9% _ Appal (3.14)
MZH = 84,Gh, C(¢n+1 ¢n+1) 8¢26h_6(¢{1’¢g)_ (3.15)

4. Positivity-preserving property and unique solvability

The proof of the following lemma can be found in [7].

Lemma4.1. [7]. Suppose that ¢1, ¢2 € Cper, With (¢p1 — ¢2, 1) =0, thatis, 1 —¢o € Cper and assume that ||¢1]loo < 1, P21l 0o < M.
Then, we have the following estimate:

l(=an @1 — )|, < C1.

where C1 > 0 depends only upon M and 2. In particular, Cy is independent of the mesh size h.
The following theorem is the main result of the paper. It guarantees the well-defined nature of the proposed scheme.

Theorem 4.2. Given (¢], ¢}) € Cper then (d)” ¢2) € G, and there exists a unique solution (d)”+1 ¢”+1) € Cper to (3.12) - (3.14), with
P =¢i " and ¢ =)

Proof. For bookkeeping, we introduce the following notation:

9
891 Ghe(¢1.02) =Y Qe(¢1. ¢2),

=1
where

Q1(¢1,¢2) == £5(¢1 ,92),

Q2(1. ¢2) = e1ax(k' (Axp1) (Dx1)?),

Q3(¢1, ¢2) == —265dx(k (Axp1) Dxp1),

Qa(1. ¢2) = e1ay (k' (Ayp1)(Dyd1)?),

Qs(d1, $2) = —2e3dy (kK (Ayp1)D yh1),

Q6(p1. ¢2) = —£3ax(k"(Ax(1 — p1 — $2))(Dx(1 — $1 — $2))%),
Q7(p1. ¢2) = 263dx(k (Ax(1 — 1 — $2))Dx(1 — 1 — ¢2)),
Qs(p1. ¢2) = —£3ay (k" (Ay(1 — p1 — $2))(Dy (1 — p1 — $2))°),
Qo(p1. ¢2) :=263dy (kK (Ay(1 — 1 — $2))Dy (1 — $1 — $2)).

The numerical solution of (3 12) - (3.14) is a minimizer of the following discrete energy functional:

T (1. d2) = S Atnqbl ¢;‘||2_1_,,+ZM 2 — DN1% 15+ (S(¢1.42). g

+ (ax( (Axg1) (Da9)?) +ay e (Ayd1) (Dy1)). €3)
+ (ax(e (Ax2) (D)) + ay (k (Ay ) (Dy62)%), 63)

+ (ax(k (Ax(1 — 1 — $2))(Dx(1 — 1 — $2))%)
+ay(k(Ay(1 = dp1 — ¢2))(Dy(1 — d1 — $2))?), €3)a

<a¢ H(#7. ¢3), ¢1> +<a¢ H(¢Y, ¢, ¢2> ;

Q

11
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over the admissible set

Ani={ (@1, ¢2) € Che

(@1, 1) =192067.  (¢2,1)g =12069} R

It is clear that ;" is a strictly convex functional.
Now, consider the following closed domain:

Ans = { (@1, 82) € Coer X Cper | $1,62 = 88).6 < g1 + 2 <15,

(B1, 1) =1216%, (¢, 1)q = |sz|¢73} C RV,

where g(8) > 0 will be given later. Define the hyperplane

Vim0 | (01 Dg= 12067 (92 110 = 12108) c R,

Since Ap s is a bounded, compact, and convex subset of V, there exists (not necessarily unique) a minimizer of j,f (1, P2)
over Aps. The key point of the positivity analysis is that, such a minimizer could not occur at a boundary point of Ay s, if
§ and g(8) are sufficiently small.

Assume the minimizer of J]' (41, ¢2) over Ap s occurs at a boundary point of Ap ;.

Case 1: We suppose the minimizer (¢7, ¢3) € Ap s, satisfies (¢7)g, = £(8), for some grid point o := (ip, jo). Assume that
¢7 reaches its maximum value at the grid point a1 := (i1, j1). It is obvious that @&, = ¢7f= ¢?.

A careful calculation gives the following directional derivative

ds Ty (97 + SY, $3)|s=0 = (—an ™ (01 —o1). V)

MiAt
+ (841 Gh.c(P1. 83). V), + < 56, H(@Y. ¢5). w> ,
for any v € épel-. Let us pick the direction

Vi, j = 8i.igSj.jo — %i.i18j.j1»

where §; ; is the Dirac delta function. Note that v is of mean zero. The derivative may be expressed as

1 1
A5 T @1+ 59, 93)ls=0 = T — (=A™ (87 — 91)5, (41)

My

~ Ryac AW 01 - oD,

+ 8¢, Gh,c (97, 93Dy — 8¢ Gn,c (7, 9)a,

+ (st an) ~(GeH0nem)

_ 1 -1 * n
= i ac AT (01 - 9l)g,

_ _ -1 * AL
T ar AT (@1 - ),

9 9
+) Q@] $a, — ) Q9. 6D,

=1 =1

(agman), ()

For the first and second terms appearing in (4.1), we apply Lemma 4.1 and obtain

2C 1
_ﬁi ﬁ( Ah)7 (d’{ - ¢?)&0 B E(_Ah)il (¢f - ¢?)&1 =

For the Q1 terms, the following inequality is available:

2Cq

T (42)

12
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a d
(1 a(g)) o s
— (M—O In =~ In(1 — g —¢2)>&U
1 @) x_ ok
_ <M_01n M~ — i —¢2))&]

(4 @D (@)"Mo
={ln———— —(ln———
T—¢i-03), \ 1-¢i-43),

1/Mq 1 0\1/M
BN (@)

- ) 1-6
)M 1 —

<In L( ) — —lnq)?.
) Mo

Using the logarithm property In(ab) = Ina + Inb, we have eliminated the constant Mio In Mio The next-to-last step comes

from the facts that (¢7)g, = £(8), (@¥Da, = ¢_‘1J and 8§ < ¢1 + ¢2 <1 — 6. The last step comes from the inequality that
In(1-4) <0.
For the Q, terms, we have

Q2(¢1. 93)a, — Q2(8]. $3)a, = 1ax(k’ (Axd}) (DxdD) M, (44)
— elay(k' (Axp?}) (Dxp}) ),
< —efax (k' (Ax})(DxdD) ),
2
<&
~ 9h2
The second step above comes from the fact that

e3ay(<'(Axd}) (Dx$?) D), <0,

since k' (¢) = —ﬁ < 0. The last step is based on the definitions of x’(¢), ax, Ax, and Dy, as well as the fact that |%| <1,
Va > 0,b > 0. In details, we observe the following expansion

&2 [(¢{)i1+1,h = (@Din i ]2
18h2 (¢;)l’1+1,]’1 + (¢T)l1j1
g2 [<¢;>h, i1 = @Di-1.s ]2
18h2 | (@])i—1,j; + @iy, jy
2
€1
<—.
~ 9h2
The Q4 terms can be similarly handled:

—e2ay(k' (Ax}) (Dxp]) Dz, =

Qa(97, 83)a, — Qa(@], ¢3)a, = e1ay (k' (Ayd})(DydD))a, (4.5)

—e2a, (kK" (Ayd?D)(Dyd) D,
2

< on2
For the Q3 terms, we see that
Q3(¢1. $3)a, — Q3(¢7. $3)a, = —267dx(k (AxpD) Dadp]ai, (4.6)
+2&7dx(k (Ax]) Dxdbay
<0,

in which the last step comes from the fact that (Dx¢])iy—1/2, jo <0, (Dx®7)ig+1/2,jo =0, (Dx®]iy—1/2,j; = 0, and (DxP}i; +1/2,j; <
0.

13
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A bound for the Q5 terms could be similarly derived:

Qs(81, $3)a, — Qs(¢1, 93)a, = —267dy (K (Ay¢)Dyd])a, (4.7)

+ 281dy(K(Ay¢1)Dy¢1)061
<0.

Use a technique similar to that used for Q,, the Qg terms could be controlled as follows:

Q56 833, — Qs(01. 93y = —e30x (K (A1 = 9] — ) (Dx(1 = 91 —95)°) (48)
+ e (K (A1 — 9] =6 (Dx(1 =91 —95)°)
< —e3ax (' (Ax(1 = 9 — ) (D21 — 67 )

A similar inequality could be derived for the Qg terms:

Qs8] 83 ~ Qo0 #a, = —e3ay (' (Ay (1 = 61 = @)Dy (1 =91 —95)°) (49)
+ ey (' (Ay (1= 97 = 93)(Dy (1= 91 = 93))%)
< —elay (W(Ay(1 =97 — @)Dy (1 — 07 =)
_
~ 9h?’
For the Q7 terms, we have
Q7(d1. 9D)a, — Q7(B]. #3)a, = 263dx(k (Ax(1 — ¢ — ¢3))Dx(1 — ¢} — $3))a, (4.10)
- 2("33dx(/<(Ax(‘1 ¢T - ¢5))Dx(] - ¢f - ¢§))&1
e < x(1— 7 — ¢;>>
" 18h \ Ax(1 — o7 —93) io+1/2.Jo
8§ (Dx(1 1 — ¢£)>
~ 18h Ax(1 — @7 — ¢3) io—1/2.jo
& (Dx(l - ¢ —¢5))
18h \ Ax(1 — @7 — ¢3) Iy
L (Dxa —¢;—¢;>>
18h \ Ax(1 — 97 — ¢3) =12,y
45%
- 9h2
The last step above is based on the definitions of Ay and Dy, as well as the fact that |a+b| <1,Ya>0,b>0.
Similarly, for the Qg terms, we have
Qo (8], #3)a, — Qa(d7. 3)a, = 265dy (k(Ay(1 — ¢ — $3)Dy(1 — ¢ — $3))a, (411)
—263dy (K (Ay(1— ¢} — $3)Dy (1 — } — d3)a,
e
~ 9h?’
For the numerical solution ¢ at the previous time step, the a-priori assumption 0 < ¢!' <1 indicates that
—1<(PDg, — @a, <1, i=1,2. (412)

For the last two terms appearing in (4.1), we see that

14
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a ad
(—H(¢{‘,¢3>> - (—H(tb?,tbﬁ')) ==2x13[Da, — ($1)a,] (4.13)
a1 do a1 &
+ (12 — x13 — X23)[(Da, — (@3)a,]
< x12+3x13 + X23.
Putting everything together, we have

1 * * (g(a))l/MO 1 o) 2C1
h_2d5u7}?(¢1 +sv, ¢3)ls=0 < IHT ~ M, Ingy + Mo At

22 103 e 3yt

oz " o2 X12 +3X13 + X23-

The following quantity is introduced:

2C;  2e2  10e3

MiAt - 9h2 - 9h2

‘l —_
Do ;=_m1n¢?+ + X12 +3x13 + X23-

Notice that Dy is a constant for a fixed At, h, while it becomes singular as At,h — 0. For any fixed At, h, we could choose
g(8) small enough so that

(g(8))"Mo
ni
8

In particular, we can choose

1 + Do <0O. (4.14)

g(8) := (8exp(—Dg — 1))Mo.

This in turn shows that

1
h—zdsjh"(tﬁf + 59, ¢3)ls=0 <0,

provided that g(8) satisfies (4.14). But, this contradicts the assumption that 7' has a minimum at (¢7,¢3), since the
directional derivative is negative in a direction pointing into (Ap s)°, the interior of Ap .

Case 2: Using similar arguments, we are able to prove that, the global minimum of J;' over Ay s could not occur on the
boundary section where (¢3)z, = £(8), if g(8) is small enough, for any grid index &p.

Case 3: Suppose the minimum point (¢7, ¢3) satisfies

@Da, + @Da,=1-3,

with &g := (io, jo). We could choose § € (0, 1/3). Without loss of generality, it is assumed that (@Dag = L In addition, we

- 3'
see that
1 & —= =
N2 Z(¢1+¢2)i,j=¢?+¢g~
i j=1

There exists one grid point & := (i1, j1), so that ¢7 + ¢ reaches the minimum value at &1. Then it is obvious that (¢])a, +
(@3)a, <o} + 63 =¢Y +¢9. In turn, the following directional derivative could be derived:

1
ATy (@1 + 5. 93)ls—0 = 7 (—an) ™ (¢1 —o1). ¥)q

B
+ (361 Gn.c (@7, 63), ¥)q + <£H(¢?, $3), ¢> ,
1 Q

for any ¥ € Cper. Setting the direction as
Vi.j = 9di.ig8j.jo — Si.ir8j.jr
then the derivative may be expanded as

15
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1 1
s TR @7 + 59, 93)ls=0 = T (=A™ (8] — 91)5, (415)

My

_ _ -1 * AL
o (6100
+ 8¢, Gh,c (@7, 93)ag — 841 Gh,c (@7, 93)a,

(mnn), (o),

(61—,

M At -
=an " (¢7 — 1)z,

1
M1 At

9 9
+) Q@7 e, — Y Q@i 93z,

=1 =1

*(ggrrotan), - (pronem),

For the first and second terms appearing in (4.15), we apply Lemma 4.1 and obtain

—2C1 < (=An) 71 (97 = #1)g, — (AW T (97 — ¢7)5, <2C1. (4.16)
For the Q1 terms, we have
) a
Q@1 #D)ay ~ Q@1 9D, = 5 - S@1. $)ag = 5 - S @1 #D)a, (417)
(1 a¢) s
_(M—Ol M——l (1—¢7 — ¢2)>&0
1 a@) .
_ <M_01n My —In(1 — ¢} —¢2)>&]
(g @D\ @D
1-¢1-¢3 ), 1—¢i—03 ).
1y1/mg
>1n G) —1In _1 —.
’ 1-97 - 99

The last step above comes from the facts that (¢])g, > 3 @Da: + @)z, < ¢_?+¢_§, and (¢7)g, < 1.
For the Q, terms, we have
Q2(¢1. )a, — Q2(91. 8z, = e1ax(k (Axd}) (D] M), (418)
— e1ax(k" (Axp}) (DxpD) M,
> e1ax(k' (Axd}) (Dxp)Ma,

2
£
S
~  9h?
in which the second step comes from the fact that —82aX(K’(AX¢; (D,(¢>1*)2)5t1 > 0, since k'(¢) = W <0, and the last

step is based on the definitions of x’(¢), ay, Ax, and Dy, as well as the fact that |a+b| <1,Ya>0,b>0.
For the Q4 terms, similarly, we get

Qa(d7. 93)ap — Qa(@}. ¢3)a, = e1ay (k' (Ayd))(Dyd}) )z, (419)
—efay (K (Ayp}) (Dyd})Ha,
2
1
> —
= 9p2”
The Q3 and Qs terms could be analyzed as follows

16
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Q3 (@1, $3)a — Q3(97, $3)a, = —267dx(k (Axp]) Dxd}),
+ 28%dx(/( (Ax(b;)Dx(bf)&]
4¢?
9h2’
Qs (@1, $3)ay — Qs(@7, ¢3)a, = —2e7dy(k (Ay})Dy]z,
+267dy (K (Ayd}) Dy,
452
The estimates for Qg and Qg terms are similar:

e

Q9. 93 — Qo7 8)a, = —e3ax (K (Ax(1 = 97 — $3)(Dx(1 — 97 — 93))%)

Q1

0

+ edax (1€ (Ax(1 = 67 = #3)(Dx(1 = 67 - #3)?)

> +edax (K (Ax(1 = ¢ = $9) (Dx(1 = 97 — 93)?)

&
> 2

9h2’
Qs(67. 630, — Qs(é1. 63)a, = —e3ay (k' (Ay(1 = 97 = $9)(Dy (1 = 61 = $3)?)

o

+ eay ('(Ay (1 = 67 = 95Dy (1 = 67 - 93)?)
> +e3ay (' (Ay (1 = 97 — 3Dy (1 — 67 — 9))?)

2
&
>_5

9h2’

@

For the Q7 terms, we see that

Q7(¢1, Day — Q7(H1. #)a, = 263dx (K (Ax(1 — ¢} — $3))Dx(1 — ¢} — $3))a,
— 263dx(k (Ax(1 — ¢ — $3)Dx(1 — ¢} — $3)a,
> 0.

The last step above comes from the fact that

(Dx(1 = @7 = #3))ig—1/2,jo < O,
(Dx(1 — @7 — 3)ig+1/2.jo = 0.
(Dx(1—¢7 — ¢5))i1*1/2,1'1 >0,
(Dx(1 = ¢7 = #3))iy+1/2.4 < 0.

Similarly, for the Qg terms, we see that
Qo (¢}, ¢3)a, — Qa(d], #3)a, = +263dy (k (Ay(1 — ¢7 — ¢3)Dy(1 — ¢} — ¢3))a,

—2e3dy (k(Ay(1 — ¢} — $3)Dy (1 — ¢} — $3))a,
> 0.

do

@

(4.20)

(4.21)

(4.22)

(4.23)

(4.24)

(4.25)

For the numerical solution at the previous time step, similar bounds could be derived for the last two terms appearing in

(4.15)

a d
(%W;, ¢3>)% _ (@H«p?, ¢3>)&1 = 20310, — @D, ]

+ (12 — x13 — Xx23)[(@Da, — @)a, ]
> —x12 — 3X13 — X23-

17
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Putting estimates together, we arrive at

1 (l)l/’V’o 1 2C4q
—ds TN @} + Y, 3)ls=0 > In 2 — —In ———— —
% sTp (1 + 5V, ¢3)Is=0 > In n 1— ¢? . ¢g M At
1067 262 3
o2 on2 X12 X13 — X23.

The following quantity is introduced:

Dii= —In341 126G 10 26
=—1In n — —= .
T Mo 10 g0 MyAC ' op2 T gpz TARTIHBTAS
1 2
For any fixed At, h, we could choose § small enough so that
—Ind — D1 >0, (4.27)

in particular, § = min{exp(—D1 — 1), 1/3}. This in turn shows that

1
pdsﬂ(fi’f + sy, ¢§)|s=0 >0,

provided that § satisfies (4.27). This contradicts the assumption that J' has a minimum at (¢, ¢3).

Case 4: Using similar arguments, we can also prove that, the global minimum of 7! over Ap s could not occur on the
boundary section where (¢})z, -+ (¢3)a, =$§. if 8 is small enough, for any grid index do. The details are left to the interested
readers.

Finally, a combination of these four cases reveals that, the global minimizer of J;'(¢1,2) could only possibly occur at

interior point of (Ah,(;)0 C (Ap)°. We conclude that there must be a solution (¢1, ¢2) € (Ap)° that minimizes Jh” (¢1, ¢2) over
Ap, which is equivalent to the numerical solution of (3.12) - (3.14). The existence of the numerical solution is established.

In addition, since J;'(¢1,#2) is a strictly convex function over Ap, the uniqueness analysis for this numerical solution is
straightforward. The proof of Theorem 4.2 is complete. O

Remark 4.3. For the two-phase MMC model with Flory-Huggins-deGennes free energy density, the energy functional could
be represented in terms of a single phase variable, and the positivity-preserving property has been established for the
energy stable numerical schemes [15,16]. However, a theoretical justification of this property for the ternary MMC system
is much more complicated, due to the mixed terms involved in the highly nonlinear and singular surface diffusion part. For
example, to overcome the difficulty associated with the coupling between the ¢; and ¢3 variables in the surface diffusion
energy, we have to set different lower and upper bounds for the two variables in the set-up of A s, and a nonlinear scaling
(such as (4.14)) between g(§) and § is needed, which turns out to be a crucial step in the nonlinear analysis.

5. Unconditional energy stability

Theorem 5.1 (Energy stability). The fully discrete scheme (3.12) - (3.14) is unconditionally energy stable, i.e., for any time step size
At > 0, we have

Gh(@l, @8t < Gr(ol, ). (5.1)

Proof. Let ¢ = (¢!, ¢8*1), and ¢ = (¢7,¢}) in the (3.11). Applying the fully discrete scheme (3.12) - (3.14) and
Lemma 3.1, we have

Gr(1 ™ @5+ — Gh(@f. ¢3)
< (061 Cnc @] @5+ = 80, Gre (@1, 91). 97" — 91)
+ (862G c @ 85*) = 60, Gre 9, 95, 83 — 83)
1 1 1 1
= (Wit = gh) (e —0p)
_ n+1 n+1 n+1 n+1
=M <M1 s AtAp s >SZ + M, <M2 s AtAp Ly )Q

= — M AL Va3 — Mo AL Va3
<0. O
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Table 1
The ¢2 error and convergence rate for ¢ and ¢. The initial data are defined in (6.1). The
parameters are given by: T=0.8, 8t =1.25x 107> and ¢; =&, = &3 = 1.0.

At 85t 45t 26t St
£2-error-¢, 9.5934 x 10~8 4.7472 x 108 2.3249 x 108 1.1140 x 1078
Rate - 1.0150 1.0299 1.0615
£2-error-¢n 7.0928 x 1077 3.5108 x 10~ 1.7196 x 10~7 8.2400 x 10~8
Rate - 1.0146 1.0297 1.0614

Table 2

The ¢°° error and convergence rate for ¢; and ¢, with the same initial data and physical
parameters as in Table 1.

At 85t 45t 268t 5t
£°°-erTor-¢n 1.9507 x 1077 9.6531 x 108 4.7275 x 108 2.2654 x 108
Rate - 1.0150 1.0299 1.0613
£%°-error-¢; 1.4499 x 106 7.1765 x 10~/ 3.5151 x 1077 1.6844 x 1077
Rate - 1.0146 1.0297 1.0614
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Fig. 1. Example 6.1: Evolution of the energy over time, At =1.0 x 1074,
6. Numerical results

In this section, we present several numerical experiments based on the proposed scheme. The nonlinear Full Approxima-
tion Scheme (FAS) multigrid method is used for solving the semi-implicit numerical scheme (3.12) - (3.14). The details are
similar to earlier works [1,7,14,17,20,22,38], etc. We take the domain as 2 = [0, 64]2, fix the space resolution N = 256 and
choose the parameters in the model as Mo =0.16, Ng = 5.12, x12 =4, x13 =10, x23 = 1.6 and M =M, =1.0.

Example 6.1. The initial data is set as

#?(x, y) = 0.1+ 0.01cos (3x/32) cos (3 y/32), (6.1)
#3(x, y) = 0.5+ 0.01 cos (37rx/32) cos (37 y/32).

This example is designed to study the numerical accuracy in time. Since the exact solution is unknown, we treat the
numerical solution obtained by At = 1.0 x 107 as the “exact solution” to calculate the error at the final time. The ¢2
and ¢°° errors for ¢; and ¢, are displayed in Table 1 and Table 2, respectively. In addition, the energy evolution of the
numerical solution with At =1.0 x 10~ is illustrated in Fig. 1, which indicates a clear energy decay. We also present the
error evolution of the total mass of ¢; and ¢, in Fig. 2. In Fig. 3, the snapshot plots of ¢1, ¢2 and ¢3 at a sequence of time
instants are displayed, to make a comparison with the existing binary MMC results. Moreover, the maximum values and
minimum values of ¢1, ¢, and ¢; + ¢, are presented in Fig. 4 and Fig. 5.

This example is also designed to study the influence of the Huggins interaction parameters, x12, X13, and x23, on the
phase transition of MMC hydrogels. The snapshot plots of the three phase variables, ¢1, ¢2, and ¢3, with three different
values of x12, x13 and )23, are presented in Fig. 6, Fig. 7, Fig. 8 and Fig. 9, respectively. In particular, it is observed that,
the phase transition process becomes faster with decreasing values of )12, as well as increasing values of 13 and )23. As
a result, the proposed numerical method is able to predict a map of morphologies as a function of the model’s Huggins
interaction parameters.
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Fig. 2. Example 6.1: The error developments of the total mass for ¢; and ¢, respectively.

® ® 0

Fig. 3. Example 6.1: Evolution of three phase variables at t = 14, 19, 30 and 100. The time step size is taken as At =1.0 x 1074,

Example 6.2. A random initial perturbation is included in the initial data:

PY(x, ¥) =10 +7ij, (6.2)
$9(x, y) = $a0 +Tij.

where the r; ; are uniformly distributed random numbers in [-0.01, 0.01].
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Fig. 4. Example 6.1: The time evolution of the maximum and minimum values for ¢ and ¢y, respectively.
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Fig. 5. Example 6.2: The time evolutions of the maximum and minimum values for ¢1 + ¢, with At =1.0 x 1074,
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Fig. 6. Example 6.1: The phase plots of three variables with different values of x;, at T = 20, and the time step size is taken as At =1.0 x 1074,

This example is designed to study the influence of the different initial function and the statistical segment length on the
phase transition of MMC hydrogels. We separately depict the phase states of the three variables, with four different &; in
Fig. 10. The snapshot plots with four different ¢1¢p and ¢yo are presented in Fig. 11 and Fig. 12, respectively.
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Fig. 7. Example 6.1: The phase plots of three variables with different values of x13 at T =20, and the time step size is taken as At =1.0 x 1074,

9,

s

Fig. 8. Example 6.1: The phase plots of three variables with different values of 3 at T =20, and the time step size is taken as At=1.0 x 1074,

Example 6.3. The initial data is taken as:

V(x, y) =0.1+rij, (6.3)
3 (x, y) =05+ j,

where the r; j are uniformly distributed random numbers in [-0.01, 0.01].

The energy evolution of the numerical solution (with At = 1.0 x 10~%) is illustrated in Fig. 13, which indicates an energy
decay. In addition, we present the error evolution of the total mass of ¢; and ¢, in Fig. 14. The maximum values and
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=05

Fig. 10. Example 6.2: The phase plots of three variables with different &;, i =1,2,3 at T =40, and the time step size At=1.0 x 1074

minimum values of ¢1, ¢2 and ¢; + ¢, are displayed in Fig. 15 and Fig. 16. Moreover, in Fig. 17, we plot the numerical
solutions of ¢1, ¢ and ¢3 at a sequence of time instants to compare with the existing binary MMC results.

Example 6.4. The initial data is taken as:

PY(x, y) =0.14+1; ), (6.4)
P, ¥) =03 +ri ],

where the r; ; are uniformly distributed random numbers in [-0.01, 0.01].
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Fig. 12. Example 6.2: The phase plots of three variables with different ¢yg at T =20, and the time step size At =1.0 x 1074,

This example is designed to study the influence of the Huggins interaction parameter values x12, x13, and )23 on the
phase transition of MMC hydrogels under the random initial conditions. The snapshot graphs with comparison values of
X12, X13 and xp3 are displayed in Fig. 18, Fig. 19, and Fig. 20, respectively, taken at T = 100. Similarly, these numerical
results indicate that, the phase transition process becomes faster with decreasing values of x12, as well as increasing values

of x13 and x23.
7. Concluding remarks

In this paper, we develop a uniquely solvable, positivity preserving and unconditionally energy stable finite difference
scheme for the ternary Cahn-Hilliard-like model, describing the dynamics of the MMC hydrogels system. The free energy

functional of the phase model is of Flory-Huggins-deGennes type, dependent on three variables, which could be reduced to
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Fig. 13. Example 6.3: Evolution of the energy over time, At = 1.0 x 1074,
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Fig. 14. Example 6.3: The error development of the total mass for ¢1 and ¢;, respectively.
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Fig. 15. Example 6.3: The time evolution of the maximum and minimum values for ¢, and ¢,, respectively.

two variables by the total mass identity. The numerical scheme is designed based on the convex-concave decomposition of
the physical energy, which is highly non-standard due to the multi phase variables involved. A theoretical justification of
the positivity-preserving property has been established, by constructing a strictly convex discrete energy functional in two
variables via the mass conservation identity, combined with the following subtle fact: the singular feature of the logarithmic
functions ensures that a pair of minimizers could not occur on the limit values. In addition, the appearance of the highly
nonlinear and singular coefficients in the surface diffusion part has also ensured the positivity-preserving property. The
unique solvability and unconditional energy stability come from the convexity analysis. The FAS nonlinear multigrid method
and Newton iteration algorithm are employed to improve the efficiency in the practical computation. A few numerical
results have also been presented to demonstrate the robustness of the proposed scheme.
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Fig. 16. Example 6.3: The time evolution of the maximum and minimum values for ¢1 + ¢>.
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Fig. 17. Example 6.3: Evolution of the three phase variables with at t = 2,30 and 100, with At =1.0 x 10~%.
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Fig. 18. Example 6.4: The phase plots of three variables with different values of x1, at T = 100, and the time step size is taken as At =1.0 x 1074

Fig. 19. Example 6.4: The phase plots of three variables with different values of x13 at T = 100, and the time step size is taken as At =1.0 x 1074,
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