SECOND DERIVATIVES ESTIMATE OF SUITABLE SOLUTIONS
TO THE 3D NAVIER-STOKES EQUATIONS
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ABSTRACT. We study the second spatial derivatives of suitable weak solutions

to the incompressible Navier-Stokes equations in dimension three. We show
%7
L%’Oo. Similar improvements in Lorentz space are also obtained for higher
derivatives of the vorticity for smooth solutions. We use a blow-up technique
to obtain nonlinear bounds compatible with the scaling. The local study works
on the vorticity equation and uses De Giorgi iteration. In this local study, we
can obtain any regularity of the vorticity without any a priori knowledge of
the pressure. The local-to-global step uses a recently constructed maximal
function for transport equations.
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2 A. VASSEUR AND J. YANG

1. INTRODUCTION
We study the three dimensional incompressible Navier-Stokes equations,
(1.1) O+ u-Vu+ VP = Au, divu = 0.

Here u : (0,7) x R® - R3 and P : (0,T) x R® — R represent the velocity field and
the pressure field of a fluid in R3, within a finite or infinite timespan of length 7.
Initial condition

u(0,-) = up € L*(R?)

is given by a divergence-free velocity profile ug of finite energy.

Leray ([Ler34]) and Hopf ([Hop51]) proved the existence of weak solutions for
all time. They constructed solutions u € C\,(0,00; L2(R?)) N L?(0, c0; H(R?))
corresponding to each aforementioned initial value, and satisfying in the sense
of distribution. A weak solution is called a Leray-Hopf solution if it satisfies energy
inequality

1 1
5““(?5)”%2(]1@) + 1Vl 22 (0,0 xre) < §||U0||2L2(R3)

for every ¢ > 0. Since then, much work has been developed in regard to the
uniqueness and regularity of weak solutions. Nonuniqueness of weak solutions was
proven very recently by Buckmaster and Vicol ([BV19]) using convex integration
scheme. However, the question of the uniqueness of Leray-Hopf solutions still re-
mains open. The uniqueness is related with the regularity of solutions by the
Ladyzenskaya-Prodi-Serrin criteria ([KL57, Pro59, [Ser62] [Ser63l [FJR72]): if the
velocity belongs to any space interpolating L7L2° and L{°L3 then it is actually
smooth, hence unique. The endpoint case L{°L3 comes much later by Iskauriaza,
Serégin and Shverak [ISS03]. These spaces require % higher spatial integrability
than the energy space provides, which is £ = L{°L2 N L2H].

At the level of energy space, Scheffer ([Sch76l [Sch77, [Sch78| [Sch80]) began to
study the partial regularity for a class of Leray-Hopf solutions, called suitable weak
solutions. These solutions exist globally and satisfy the following local energy in-
equality,

2 2
at‘% + div (u <|u2| + P)) +|Vu? <A

Jul?

5
Scheffer showed the singular set, at which the solution is unbounded nearby, has
time-space Hausdorff dimension at most g This result was later improved by
Caffarelli, Kohn and Nirenberg in [CKN82| (see also [Lin98, [Vas07]), where they
showed the 1-dimensional Hausdorff measure of the singular set is zero. We will
investigate the regularity of suitable weak solutions. In the periodic setting, Con-
stantin ([Con90]) constructed suitable weak solutions whose second derivatives have
space-time integrability L3¢ for any ¢ > 0, provided the initial vorticities are
bounded measures. This was improved by Lions ([Lio96]) to a slightly better space
L%’OO, a Lorentz space which corresponds to weak Ls space. These estimates
are extended to higher derivatives of smooth solutions by one of the authors and
Choi ([Vasl0, [CV14]) using blow-up arguments: Li’° space-time boundedness for
(—A)2 V"u, where p = ﬁ, n>1,0 < a < 2. They also constructed suitable
weak solutions satisfying these bounds for n + o < 3.
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The aim of this paper is to improve these regularity results in Lorentz space.
The main result is the following. Note that the estimate does not rely on the size
of the pressure.

Theorem 1.1. Suppose we have a smooth solution u to the Navier-Stokes equations
in (0,T) xR3 for some 0 < T < oo with smooth divergence free initial data ug € L*.
Then for any integer n > 0, for any real number q > 1, the vorticity w = curlu
satisfies

< Comlluollz:

(1.2) H|V"w|ni21
L1:a((0,T)xR3)

4
{IVw| 742 >Cpt—2}

for some constant C,, depending on n and Cy ., depending only on q and n, uniform
in T. The above estimate (1.2)) also holds for suitable weak solutions with only L?
divergence free initial data in the case n = 1.

This theorem gives the following improvement on the second derivatives.

Corollary 1.2. Let u be a suitable weak solution in (0,00) x R® with initial data
uyg € L?. Then for any q > %, K cc (0,00) x R3, there exists a constant Cy
depending on q and K such that the following holds,

92| Coxc (ol +1).
5 L2

Let us explain the main ideas of the proof. Similar as previous work on higher
derivatives, the proof is also based on blow-up techniques. In particular, we blow
up the equation along a trajectory, using the scaling symmetry and the Galilean
invariance of the Navier-Stokes equations. That is, if we fix an initial time ¢y and
move the frame of reference along some X (¢), and zoom in into ¢ scale, then it is
easy to verify that @(s,y), P(s,y) defined by

4 <
L3'9YK) —

(1.3) éu (t ;2150 7 I—EX(t>> = u(t,z) — X(1)
E%P (t;;o’ﬁt—j((t)) — P(t,m)—f—x-X(t)

also satisfy the Navier-Stokes equation
dsti+ - Vi + VP = Ad, diva = 0.

We develop the following local theorem for @ and P. Note that it needs nothing
from the pressure. Denote B, C R? to be a ball centered at the origin with radius
r, and @, = (—r2,0) x B, C R* to be a space-time cylinder.

Theorem 1.3 (Local Theorem). There ezists a universal constant 11 > 0, such
that for any suitable weak solution u to the Navier-Stokes equations in (—4,0) x R?
satisfying

(1.4) /B u(t,z)p(x)dz =0 a.e. t € (—4,0),

(1.5) IVullprs g gy + lwll Lr2 22,y < M1,
where ¢ € C(B1) is a non-negative function with [¢ = 1, w = curlu is the
vorticity, 3 < py <00, 1 <py <00, 1 < q1,q2 < 3 satisfying

1 1 1 7

1
—+— <l —+—<o
b1 D2 q1 g2 6
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then for any integer n > 0, we have

||Vnw||Loo(Q87n72) <C,

for some constant C,, depending only on n.

Let us illustrate the ideas of how to go from this local theorem towards the main
result. We want to choose a “pivot quantity”, blow up near a point, and use this
quantity to control V*w. When we patch the local results together, we will obtain
a nonlinear bound with the same scaling as the pivot quantity, so we want the
pivot quantity to have the best possible scaling. The ideal pivot quantities would
be [ |Vu|?dzdt and [ |V2P|dzdt. [|u|s dzdt has a worse scaling and should not
be used. However, we still need to control the flux in the local theorem, so we want
to take out the mean velocity and control u by Vu using Poincaré’s inequality.

In order to take out the mean velocity, we choose X (t) to be the trajectory of the
mollified flow so that can be realized. Notice that a cylinder @, in the local
(s,y) coordinate will be transformed into a “skewed cylinder” growing along X ()
in the global (¢,z) coordinate. One of the authors recently constructed a maximal
function Mg associated with these cylinders ([Yan20]), which serves as a bridge
between the local theorem and the global result, and is one of the main reasons
for the improvement in this paper. The idea is, if locally the vorticity gradient can
be controlled in L* by the integral of something in the skewed cylinder, and the
integral in a skewed cylinder can be controlled by the maximal function Mg, then
vorticity gradient is pointwisely bounded by the maximal function.

If one uses [ |Vu|>dzdt and [ |V2P|dzdt as the pivot quantity, then unfor-
tunately the best possible outcome would just be an L' bound, as obtained in
[Yan20]. The reason is, the maximal function is bounded on L? for p > 1, but for
p = 1 it is only bounded from L' to L''*°. Unfortunately |Vu|? and |V2P| are
both L' quantities, so Mg (|[Vu|? +|V2P|) is only L'*°. We need two things to
improve from L**: replace [ |Vu|? by [ |VulP, and drop the pressure VZP.

Suppose we could use ([ |VulPdz dt)% as the pivot quantity for some p < 2,
then we can majorize it by Mg (|Vu|p)% € L', since % > 1 and Mg is bounded in

L7 However, this poses significant difficulties in the local theorem. The nonlinear
term u - Vu is quadratic, and if we only have a subquadratic integrability to begin
with, we cannot treat this quadratic transport term as a source term because it is
not integrable. Observe that what we lack of is the temporal integrability rather
than the spatial one: if p is slightly smaller than two, than u - Vu is still L3~ in
space, but L'~ in time. To overcome this difficulty, we write u - Vu as w x u up
to a gradient term, and put L?~ L5~ on u and L?T L2~ on w. We compensate the
lower integrability term by pairing with a higher integrability term to make w x u
integrable. L?T L2~ of w can be interpolated between L7~ L2~ and L° L., while the
latter is controlled by L? , of Vu. Since LT L2~ is closer to L{~ L2~ than to L{°LL,
the pivot quantity that we use is actually 6||Vul||3, + 6||Vu||3. for v close to 0.
By using more subquadratic integrability and a tiny bit of the quadratic one, we
can complete the task by interpolation. That is why we obtain L9 in the end: it
interpolates L' bound from ||[Vul||» and L** bound from ||Vul|z2. Unfortunately
we still miss the endpoint L'.

The second task is more subtle and technical. Without any information on the
pressure, we don’t have any control on the nonlocal effect. However, the role of the
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pressure is not important at the vorticity level: if we take the curl of the Navier-
Stokes equation, the pressure will disappear and we are left with the vorticity
equation involving only local quantities:

(1.6) Ow +u-Vw—w-Vu = Aw.

Inspired by Chamorro, Lemarié-Rieusset and Mayoufi ([CLRM18]), we introduce a
new velocity variable v = — curl p! A~ pw using only local information of vorticity
(¢ and f are spatial cut-off functions), and this helps us to prove the local theorem.
This is another main reason for the improvement in this paper. Consequently, the
bounds we obtain in the end is on the vorticity w rather than on the velocity wu.

This paper is organized as follows. In the preliminary Section 2 we introduce
the analysis tools to the reader. We show how to rigorously derive the main results
from the local theorem in Section 3, and then deal with technicalities of the local
theorem in the later sections. The proof of the local theorem consists of three
parts. Section 4 introduces the new variables v, and shows the smallness of v in
the energy space. Then we use De Giorgi iteration argument in Section 5 to prove
boundedness of v. Finally, we inductively bound w and all its higher derivatives in
Section 6.

2. PRELIMINARY

In this section, we introduce a few tools that we are going to use in the paper,
including the maximal function, Lorentz space, and Helmholtz decomposition.

2.1. Maximal Function associated with Skewed Cylinders. This is recently
developed for incompressible flows in [Yan20]. We quote useful results here without
proof.

Suppose u € LP(0, T; W'P(R3;R?)) is a vector field in R3. Fix ¢ € C°(B)) to
be a nonnegative function with [ ¢ = 1 through out the paper. For ¢ > 0 define
de(x) = e 3¢(—x/e), and let u.(t,-) = u(t,-) * ¢ be the mollified velocity. For a
fixed (t,z) we let X (s) solve the following initial value problem,

X(s) = uc(s, X(s)),
X(t) ==

The skewed parabolic cylinder Q. (t, ) is then defined to be

(2.1) Q:(t,z) = {(t+e*s,X(t)+ey): —9<s<0,y € Bs}.

We use M to denote the spatial Hardy-Littlewood maximal function, which is
defined by

M)t =swpf (7t dy,
>0 J B,.(x)
Then we construct the space-time maximal function adapted to the flow.

Theorem 2.1 (Q-Maximal Function). There exists a universal constant ny such
that the following is true. We say Qc(t,z) is admissible if Q.(t,z) C (0,T) x R3
and

(2.2) 52][ M(|Vul) dz dt < n.
Q:(t,x)
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Define the mazximal function

e>0

Mo (f)(t,z) ;= sup {]é . [f(s,y)|dsdy : Qc(t,x) is admissible} .

If w is divergence free and M(|Vul|) € L1 for some 1 < q¢ < oo, then Mg is bounded
from LY((0,T) x R3) to L1>°((0,T) x R3) and from LP((0,T) x R?) to itself for any
p > 1 with norm depending on p.

An important consequence of the weak type (1, 1) bound of the Hardy-Littlewood
maximal function is the Lebesgue differentiation theorem in R™. Similarly, we can
use the Q-maximal function to prove the Q-Lebesgue differentiation theorem.

Theorem 2.2 (Q-Lebesgue Differentiation Theorem). Let f € L ((0,T) x R3).
Then for almost every (t,z) € (0,T) x R3,

lim |f(s,y) = f(t,z)|dsdy = 0.
20JQ. ()
In this case we say (t,z) is a Q-Lebesgue point of f.

2.2. Lorentz Space. Let (X, i) be a measure space. Recall that for a measurable
function f, its decreasing rearrangement is defined as

) =inf{a>0: u{|f] > a}) <A}, A>0.

For 0 < p < 00, 0 < g < oo, Lorentz space LP*4(X) is defined as the set of functions
f for which

Lok
HfHLP"I(X) = Htl"f HL‘Z(%) < 0.
Now we introduct the interpolation lemma for Lorentz spaces.

Lemma 2.3 (Interpolation of Lorentz Spaces). Letv > 0 be a fixed positive number.
Assume fo € LPo%  fy € LPY% here 0 < pg,p1 < 00,0 < qo,q1 < o00. If fisa
measurable function satisfying

2Af| <Sfo+07"fi  V6>0

then f € LP9, where
1 v 1 1 1 1 v 1 1 1

= —+ ot
P 14+ vpo 14+vpr

= —+ _—
q 14+vqo 1+vqy

Proof. Upon on decreasing rearrangement, we may assume f, fo, f1 are nonnegative
decreasing functions on [0, 00). Set § = 1-&-%’ 0= fo_e 9 then

2f1 < fol ffo+ 0T f=2f0 O £
Then
1_1
I fllzea = X277 F(A)] La
< AT T L) AT w ()] e
1-6_ 1-6 1—6 R 0
<A T S0 m AT ]|

| 9

L Lo
1 _ 1 _ 1 _ 1

= A% 7% follpag INPT ™0 f1l|Zan

= HfOH};gqo ||f1||%1’1v<11'
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We would also like to mention that Riesz transform is bounded on Lorentz space.
The proof can be found in [CEQ7]. See [Saw90] for general Lorentz spaces.

Lemma 2.4. For 1 < p < oo, 1 < ¢ < 00, R;; = 0;0;A™" is a bounded linear
operator from LP9(R™) to itself. As a spatial operator, it is also bounded in time-
space from LP9((0,T) x R™) to itself.

2.3. Helmholtz decomposition. First recall two vector calculus identities:

(2.3) Viu-v)=(u-V)v+ (v V)u+ux curlv+ v x curlu,

(2.4) curl(u X v) =udive —vdive + (v-V)u — (u- V)v.

For operators A and B, denote [A, B] = AB — BA to be their commutator. Define
Py = —curlcurl A=! and Py = VA~ldiv = Id =P,y to be the Helmholtz
decomposition. Then we compute the following commutators.

(2.5) [, curljlu = =V x u,

(2.6) (o, Alu = —QV@ -Vu — (Ap)u = —2div(Ve @ u) + (Ap)u,

(2.7) o, A7 u = A" {2V - VAT 'u + (Ap) A},

(2.8) [0, Peunl]u = Vo x curl A + Vo div A~ u — A uAp

+ (A7 - V)Ve — (Vo - V)A
+ Peur {2V - VAT u + (Ap) A~}

The first two are straightforward. The third uses

[0, A7 = —A7 e, A]ATY,
and the last one is because

[0, Peunt] = [, — curl curl A™1]
= —[p,curl] curl A™" — curl[p, curl] A™! — curl curl[p, A7,
[0, Peunl]u = Vo x curl A~y + curl(Vp x A1)
—curleurl A7 {2V - VA 'u + (Ap) A" u}

and we can expand curl(Ve x A~'w) by (24).

Lemma 2.5. 9;[p, Peun] and [@, Peun]0; are both bounded linear operator from LP
to LP for any 1 < p < o0, i.e.

Hai[QDJP)curI}UHLP + ||[<)07Pcurl}aiu||LP < Cp,ap”UHLP-
Proof. First, we observe that by Jacobi identity [p, Peur]0; and 9;[p, Peyr] differ by

[[(pa Pcurl]’ az} = [‘Pv [Pcurh 81]] - []P)Curh [L,O, 81” =0- [Pcurla ai(p]

which is bounded from L? to L? for any p, because both Py and multiplication
by 0;¢ are bounded from LP to LP, so we can complete the proof by duality. For

11
1<p<3,setF 5—7 fromwecansee

|H‘p7pcurl}aiu”lzp S ||VA_1aiu||LP(R3) +C, ApHA_laiuHL”(suppcp)
5 ||u||Lp(R3) + CPvSOHaiAil’u”LP* (supp ¢)
< CHU”LP(RB).
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For % < p < 00, set 1—% = % = q%%—%, then 1 < p, q,q¢* < co. Take any u € LP(R3?)
and any vector field v € LI(R3),

/@[cp,lf"curl]u-vdm = —/[so,IP’curl]u@ivdx

= /u [‘pvpcurllaiv dx

< Nlull o @ey ([0l La ey + 10:A7 0| Lo supp )
|8iA71’U||L‘1* (suppap))

< lullr sy (10l Lare) + Cop
< CHU||LP(]R3)||UHL‘1(R3)-
|

Corollary 2.6. 0;[¢,Py] and [p,Py]0; are both bounded linear operator from L
to LP for any 1 < p < oo.

Proof. 1d = Py + Py commutes with ¢, so [p, Py] = —[¢, Peur]- ]
Because of the smoothing effect of the Laplace potential, we have the following.

Lemma 2.7. Let ¢ € C°(R3) be supported away from some openset Q C R3, that
is, dist(supp , ) = d > 0. Then for any f € L{ (R3), k >0,

loc
A" e er @) Sk | £l (supp -

We also have

IPv (0 f)llor@)s Peurt (@) ller @) Sk 1L (supp o) -

3. PROOF OF THE MAIN RESULTS

In this section, we show that the Local Theorem leads to the main results.
First, we show the pivot quantity is indeed enough to bound V"w.

Lemma 3.1. There exists no > 0 such that the following holds. Let % <p <2,

% <v < 72%}1)2. If u is a suitable solution to the Navier-Stokes equations in
(—9,0) x R? satisfying the following conditions,
(3.1) / u(t, z)¢(x)dz =0, a.e. t € (—9,0),
B
' 1
(3.2) oY (/ |Vu|pdxdt> < 12,
3
(3.3) § | |Vufdadt <,

Q3
for some § < ma, then we have for any n > 0,

IVl L (g -n—) < Chn-
Here C,, is the same constant in Theorem [1.3
Proof. First, we claim that

(3.4) Slwllnoo(—a,0:L1(B2)) < O
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Formally, we can take the dot product of both sides of the vorticity equation (|1.1))
with w® := |$—|, and recalling the convexity inequality w® - Aw < Alw|, we have

(3.5) (O +u-V—A)w —w-Vu-w® <0.

Let ¢ € C2°((—9,0] x R?) be a cut-off function such that 1o, < v < 1g,. Multiply
(3.5) by ¥ and then integrate in space,

G [lelde< (1@ +u v+ Mpllulds+ [ Vuwtds

<O [ 14 u?+|Vude <C <1 +/ |Vu|2dx> .
B3

B3

for some large universal constant C' > 1. The last step uses Poincaré’s inequality
and (3.1]). Integrate in time we obtain

2 2

lwll Loe (—a,0;21(Bo)) < C (1 + f) < QC?.

This proves the claim. A more rigorous proof can be obtained by difference quotient

same as in Constantin [Con90] or Lions [Lio96] Theorem 3.6, so we omit the details.

Now we interpolate between (3.2) and (3.4). Let 6 = H%’

~ o o 1
lwoll ez Loz (@a) < Nl Zo(u 1wl L1 () < (2C)' P nad® 4071 < 37

t

where we choose 75 = ﬁ < %m from Theorem E and po, g2 are determined by

1 6 1 6
—=2  —=Z41-9
b2 p a2 P
Combine the above with (3.2]) we have
1 1
(3.6) IVullzrrz(gy) + lwllprz o2 (g, < St 5m=m.

By the choice of # and the range of v,
1 1 1 1 24+v

p p2 p pl+v) p(l+v)

1 1 1 1+ 24+v+ 7

— + _ = = J'_ Vp = v Vp S —.

p ¢ p pl+v) pl+v) 76
One can also easily check that p < 2 implies ¢o < 2, and thus by (3.1) and (3.6)
the requirements of the Local Theorem [I.3] are satisfied with p; = ¢1 = p, and it
completes the proof of the lemma. O

)

Now we transform this lemma into the global coordinate. Recall that Q. (t, x) is

defined by (2.1)).

Corollary 3.2. There exists ng > 0 such that the following holds. If for some
9 < n,

T o

(3.7) 5 ][ |VulPdzdt | +6 |Vul|? do dt < nze™?,
Qs(tvx) Qs(ta‘z)

then
IV w(t,z)] < Cpe ™ 2.
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Proof. Define @ by (1.3]). Then (3.7)) implies

2
. (][ Vil dxdt) T <, 5][ Vi|? de dt < s
3 Qs

5o
=07 (/ |ValP dmdt) < n2|Qs|7, 5/ |V dz dt < n3|Qs.
Q3 Qs
Moreover, (3.1)) is satisfied by a. Therefore, if we choose 73 such that

1 1
max {7732 |Q3|p,7ls\Q3\} =12,

then by Lemma @ := curl @ has bounded derivatives at (0,0), and thus finish
the proof of the corollary by scaling. ]

Then we use the maximal function to go from the local bound to a global bound.

Proof of Theorem [I-1]. First, we fix & < p < 2, % <v< %. Let n << 1

be a small constant to be specified later. Finally we fix a 0 < § < oo. For
(t,z) € (0,T) x R3, define

2

P

I(e) = &t |52 (é ) )|M(Vu)|p> +5 M(V)?

Qe (t,x)

If (t,z) is both a Q-Lebesgue point of |M(Vu)[P and of |M(Vu)|?, then we claim
that there exists a positive ¢ = €, ;) such that one of the two cases is true:

Case 1. 3e(1,q) < ¢z, and I(e@,2)) = -

Case 2. 3g(q) = t7, and I(et,z) <1

This is because by Theorem [2.2

lim 7() = 0 [§2/(|M (V) (t,2)")F + 61M (| Vul) (1, 2) ] =0,

and I(e) is a continuous function of e.
One the one hand, in both cases we have I() <, which implies that

1

2

5%2][ MEVWP | < v 5%52][ MV < i
Q:(t,x) Qe (t,x)

If we set 7 < 12, then depending on § > 1 or § < 1, one of the two would imply
admissibility condition (2.2)) by Jensen’s inequality. Therefore Q. (¢, x) is admissible
and

I(e) < 4 [67 Mo(M(Vu))F + 5 Mo(M(Vu)?)|
so we can combine two canses and conclude

1
(3.8) 5(_511) < max {77 [672VMQ(M(VU)I7)% + 5MQ(M(VU)2):| ,81t2} )
On the other hand, if we set < 13, then in both cases I(e) < n3. If § < 72 one
would have

(3.9) |V w(t,z)| < Cpe ™2
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by Corollary [3:2] If § > 72, notice that by Jensen’s inequality,

2

(f |M<Vu>|p> <f MR
Qe (t,2) Qe (t,2)

1) > |67 +6— ) (f M(Vu>p> +n2][ M(Va)
Qe (t,x) Qe (t,x)

SO

> et (1—772)(][ |M<Vu>|p> +772][ M(Va)
Qe (t,x) Q:(t,x)

> (1= et |2 (f |M<Vu>|ﬂ> wf M(Tu)?
Qe (t,x) Qe (t,x)

If we require 7 < (1 — 72)n3¥n3, then

2

gt nf” (7[ |M(Vu)|p> + nzf IM(Vu)*| <ns.
Qe (t,x) Qc(t,x)

again by Corollary we would still have (3.9)). In conclusion, we choose
n = min {ng, (1 —n2)n3"ns } ,
then for any 0 < § < 0o one would have
_4 1
IV w(t, z)|7F2 < Cp*? max { [5*”/\4@(/\4(%)?)% + 5MQ(M(W)2)] ,811&2}
n
by putting (3 and . together. Denote f = |V"w|ni+27 and we denote f; =
Mgo(M (|Vu|) ) = Mg (M(|Vu|)?). Then we have almost everywhere
flgpscn2y Sn 072 f1+ 6 fo.
By Theorem
[ faller < CPHM(VU)IJHE% < CpIM(Vu)? s < Gyl Vul 2,
If2]l 10 < CLIM(Vu)? |2 < Gl Vul[Ze.
Finally, by the interpolation between Lorentz spaces Lemma

1fLif>cni-2yllnarer Spon ||VU||i2((o,T)xR3) = Hu0||L2(R3)

This proves the theorem for ¢ > 1+ 2v. Recall that p can be arbitrarily chosen

between % and 2, and v can be chosen between 12)%11’ and 7p 11)2, so v can be
arbitrarily small, therefore we prove the theorem for any ¢ > 1. a
Estimates on V2u can be obtained by a Riesz transform of Au = — curlw.

Proof of Corollary[1.4 We can put K C (to,T') x Bg for some ¢y, T, R > 0. Denote
Q = (to,T) x Bag. Let p € C°(R3) be a smooth spatial cut-off function between
]'BR < [ < 1BzR' Then

1AW, g0 29 mey 5o 1800 40y 1780 400y F 10l 40
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Since Au = — curlw, the case n =1 of Theorem [I.1] gives

[|Aul

3
< Cq||“0”i2(R3)a

{\Au|>clt*%}| L3:9((0,T) xR3)

SO

3 _3 R3
180l 5.0 ) < CallvollEaasy + Culli 21,3 ) S CalliollExgasy + ()

As for lower order terms,

[Vull 2 S (IVullz2 )

LJ(Q)

For Leray-Hopf solution, ||VU||LchgmL,?H;((O,T)XR3) < Juoll2, so

3 3
”A(‘OU)HL%"‘{(UO,T)XRS) Sq,K ||U0||22(R3) +1+ ||U[)||L2(R3) S HUOHEP(R?’) + 1.
Because Riesz transform is bounded from L3 9((ty, T') x R?) to itself by Lemma

3
IV2ull, 4 < UVE(pu)l, 3.0 0y Sarc ol 72 geey + 1.

L39(K) L3%(Q)

O

Remark 3.3. For smooth solutions to the Navier-Stokes equation, we have L4
estimate for the third derivatives for any ¢ > 1,

V21 v2wp> =23 | oo 1y sy < CalluollZe.

4. LocAL STuDY: PART ONE, INITIAL ENERGY

The following three sections are dedicated to the proof of the Local Theorem
In [Vasl0], the proof of the local theorem counsists of the following three parts:

Step 1. Show the velocity u is locally small in the energy space & = L L2NL2H}.

Step 2. Use De Giorgi iteration and the truncation method developed in [Vas(7]
to show w is locally bounded in L*°.

Step 3. Bootstrap to higher regularity by differentiating the original equation.

In our case, directly working with « is difficult due to the lack of control on the
pressure, which is nonlocal. Therefore, we would like to work on vorticity, whose
evolution is governed by and only involves local quantities. Since w is one
derivative of u, we have less integrability to do any parabolic regularization, and
we don’t have the local energy inequality to perform De Giorgi iteration. This
motivates us to work on minus one derivative of w, but instead of w we use a
localization of w. Similar as [CLRM18|, we introduce a new local quantity

”U = —curl P! A~ pcurlu = — curl P A~ w.

where ¢ and ¢! are a pair of fixed smooth spatial cut-off functions, which are
defined between 136 <p< lB, , Bé < (pﬁ < 133 This v is divergence free and

compactly supported It will help us get rid of the pressure P, while staying in the
same space as u: it scales the same as u, has the same regularity, inherit a local
energy inequality from u, and its evolution only depends on local information. We
will follow the same three steps above, but we will work on v instead of wu.
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For convenience, from now on we will use 77 to denote a small universal constant
depending only on the smallness of 7;, such that lim,, ,on = 0. Similar as the
constant C, the value of 1 may change from line to line. The purpose of this
section is to obtain the smallness of v in the energy space &, which is the following
proposition.

Proposition 4.1. Under the same assumptions of the Local Theorem[I.3, we have

(41) vl = swp [ [OPdot [ [VoPde<n
te(—1,0) / By 1

For convenience, define g3, q4, g5 by

111 111 1 ( 1 1>
s a3 4 @ 3 s a3/
4.1. Equations of v. We use (12.3) in (|1.1)) to rewrite the equation of u, then take

the curl to rewrite the equation of w, finally apply — curl o®* A=1y on the vorticity
equation to obtain the equation of v.

Ot + Peyr (w X u) = Au,
Ow + curl(w x u) = Aw,
(4.2) v — curl P! A~ p curl(w x u) = — curl P A" pAw.
The second term of is
curl P A~ o curl(w x u) = B — Py (pw X )
where B denotes the quadratic commutator
B := —curl(1 — o)A Yy curl(w x u) + curl A=y, curl](w x u)
= —curl(1 — o)A pcurl(w x u) + curl A™H =V x (w x u))
Here we used . The right hand side of is
—curl o A7 pAw = Av+ L
where L denotes the linear commutator
L:= [—curl o* A~ Aw
= —curl[p* A7, Alw
= — curlp?, AJA " pw — curl o* A=, Alw
= —curl[pf, AJA " pw + curl o A7 (2div(Ve @ w) — (Ap)w).
Here we used . Therefore we have the equation for v as the following,
(4.3) OtV 4 Peyni (pw x u) = B+ L + Aw.
We observe the following localization decomposition.
Lemma 4.2. We can decompose
wu=1v+w, pw = curlv + @,

where w and w are harmonic inside By.
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Proof. We can compute v by

v=—curl ! A"y curlu

= curl(l — oY ) A pcurlu — curl A~ p curl u
— o)A ow — curl Ao, curl]u + Pey (pu)
— o)A ow + curl ATV x 1) — Py (pu) + pu
WA pw + curl A7H (Ve x u) — VA YV - u) + pu

using divu = 0. We denote

w = —curl(1 — o)A pw — curl A1 (Vo x u) + VA™H (Ve - u),
which implies the first decomposition pu = v + w. By taking the curl,

url(1
url(1
url(1 —

curl(pu) = curlv + curl w,
Vo X u+ w = curlv — curl curl(1 — o) A~ pw — curl curl A= (Vg x )
= curlv — curl curl(1 — ) A" pw + Peyn (Ve x u).
We denote
w = —curl curl(1 — o)A  pw — Py (Ve x u)
= —curlcurl(1 — o)A~ pw — VAL div(Ve x u)
= —curlcurl(l — o)A pw + VALV - w)

which implies the second decomposition pw = curlv + w. We can easily see that
Aw and Aw are both the sum of a smooth function supported outside B 3 and the

Newtonian potential of something supported inside supp(Vp) C Bs \ Bg, so they
are harmonic inside Bj. O

Using this decomposition, we can continue to expand

Peun(pw X ©) = pw X u — Py (pw X u)

1
:wxv+wxw75Pv((curlv+w)><u+w><(v+w))

1
=wXv-— i]P’v(curlvqurw X v) — W,
where W denotes the remainders involving w and w,
1
W::fwxw+§IP’v(w><u+w><w).

By subtracting (2.4) from ([2.3)), for divergence free u, v we have
curlv x u+ curlu x v = =V (u-v) + 2u - Vo + curl(u x v),

S0
1
Peuwri(pw X u) = w X v + §V(u -v) — Py div(u @ v) — W
=w ><U—|—V( w-v— A" d1vd1v(u®v)) - W.
For convenience, denote the Riesz operator

1
R= 3 tr —A~ ! div div
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Finally, we have the equation of v as
(4.4) Ov+wxv+ VRu®v)=B+L+ W+ Av, dive = 0.
We now check the spatial integrability of these new terms.

Lemma 4.3. For any 1 < p < o0,

[vllze, IVwllLes lolle S lwllor s,y + lullr (s,
IVVllLe, V@l e S llwllLr(ss),
V2wl e S llullwrs (Ba).

: —1
If we denote ¢ = min{1, % + %}Jr , then

IBllzr(B) S llw x ullLas,),
||L||LP(BQ) S ||w||LP(Bz);

HWHLP(Bz) S lw x wHLP(Bz) + [Jw x uHLp(Bz)'

Proof. v,w,w are all supported inside By, so

[ollr < lleullr + [[wllzr S llullzesy) + IVl e,
1Vl < [V curl(t - ¢ A gl g + IV curl A= (Vo x )|
+IVPATH (Ve - u)| e
S —e)a ewllez + Ve x ullpe + [V - ul o
S lwllzr sy + llullLe(s,),
l@|lre < ||curl curl(l — wﬁ)A_lgowHLp(Bﬁ + [[VA™H (Ve - )| e
<11 = o)A pwllez + VAT div(Vip x u)| s
< lwllps,) + 11V x ullLe
< lwllzr s,y + llullLe(s,)-
Here we used Lemma since ¢ and 1—¢# are supported away from each other, and
we also used the boundedness of Riesz transform by Lemma Their derivatives
are bounded by
Vol|ze = ||V curl @* A" pw|| Lo
< | Veurl A pwl|1r + ||V curl(1 — wﬁ)AflgowHLp(Bﬂ
S llwllze sy + lwllrss) S llwllzes,),
V2wl < ||V curl(l — ") A" wl| 1o,y + [V curl A™H (Vi x )| 1o
+IVEATH (Ve - u)|Le
S llwller s, + lullwre s, < lullwies,),
V| e < ||V curleurl(l — ") A~ pw]| 1o (g, + | VAT (Vi - w)|| e

Sllwllzis,) +llwller @) S lwllzrs,)-

The proof for B, L, W are similar so we omit here. O
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Since u € &£, it can be seen from the above lemma that v, Vw,w € £, thus

1Bl g, < o X ullzsca € I
1Ll z2(By) S lwllz2(m,) € L,

W13

2
Li(Bg)5||w><wHL%(Bg)+||wxu”L%( ELt’

B>)

3
therefore B,L,W € LfLﬁ)C .- In the appendix we prove the suitability for v: it
satisfies the following local energy inequality,

2 2
(4.5) 5}%+|V1}|2+div [VR(u ® v)] SA% +v-(B+L+W).

4.2. Energy Estimate. Multiply (4.5) by ¢* then integrate over R? yields
d 4 v?

a | ¥ 2

2
< /%Agp‘l dz + /(v Ve R(u ® v) dz

dz + /<p4|Vv\2 dz

+/<p4v~de+/<p4v-Ld:E+/<p4v-de.

Let us discuss these terms. For the first four terms on the right hand side,

ao  Ia= [agta <l

(47) I i= [(0: VIR o) do < o] 2 |R(u @ )12
< OllgPollzllu ® vl 2,

(48) Ini= [ o' Bao < [0l a]l? Bl
< Olle?olls o x ull g 4,

(4.9) fi= [ 6oLz < ot ol ool Lo

1 2
< llevll 220l Eas lwl Loz (52)-

Here we use Holder’s inequality, ¢ is compactly supported in By and q% + q% —l—% <1
For the W term,

Iw ::/ap%-de
1
:—/<p4v~wxwdx+§/<p4v~Pv(w><u—|—wxw)dx

1
=—Iw1+ §Iw2-

For the first one, we break it as

Iw1=/<p4v-w><wda:=/<p3vxcurlv-wdx+/<p3v-w><wdx.
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Using (23),
1
v X curlv = §V|v\2 — (v- V),
we have
3 1 2 9 (3 3
p’v x curlv - wdx = —5 [v]*div(e’w)dz + | v-V(p°w) -vdx
< Cllp*vlez (IVw @ vz + w @ v]l12) -
The remaining is of lower order,
/@31) cw x wdz < Ol|¢%v||p2||@ x w12
For the second one,
Iws = /Pv(g04v) (wxu+wxw)de
< Py (@*o)llpsllw x u+w x wl s
where
’]

IPv(0*0)llze = I[Py, @*]?vlirs < ll9?v]l L2

So Iw can be bounded by

(4.10)  Iw < C|ov]|2 (Hw @ vl 2 + |l x wl|zz + || X u+w x w||Lg) .
In summary, we conclude that for —4 <t <0,

(4.11) (i/gp4|1)2|2d:c+/go4|vqj|2dw§IA—i—IR—i—IB—i—IL—i—IW

with good estimates on each of the term on the right.

4.3. Proof of Proposition First we check the integrability of each terms.

Lemma 4.4 (Integrability). Given conditions (1.4]) and (1.5), we have

lull e pas (g, < s
t

||<PW||LP1L31((—4,o)xR3) <, ||‘PW||L"2LZ"’((—470)xR3) =,
t t
IVellip pa (aopxmsy <0 IVPllLz2 p2 (g 0pxms) <70
t t
||v||Lf1LZ3((—4,O)><]R3) <, ||”||L5'2LZ4((—470)xR3) =,
||Vw||Lfng3((—4,o)xR3) <1,
(4.12) lwll Lr1 L35 (—a,0)xr3) < 15
(4.13) ]l o1 L35 ((—a,0)xr3) < M, 1]l Lr2 Lo ((—,0)xr3) < -

Proof. Integrability of u is obtained by Sobolev embedding and that pu has average
0. Integrability of w is given. The remaining are consequences of Lemma [{.3] and
Sobolev embedding. O
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Proof of Proposition[{.1. We prove Proposition [I.I] using a Gronwall argument.
Multiply (4.11) by an increasing smooth function 1 (¢) with v (¢) = 0 for ¢t < —2,
P1(t) = 1 for t > 0, we have

2
ddt(wl(t)/w4|v2| dm) +¢1(t)/<p4\Vv|2dm

2
= ¢'1(75)/<P4% de 4+ ¢1(t) (Ia + Ir + I + I + Iw) .

Integrate from —4 to t < 0 we have
4 [v? ! 4 2
o) [ e ars [ i) [ 9o ar
-2

t 2 t
v
=/ 1/}3(8)/%‘17'2' dﬂ?dt+/ Y1(s) (IarB,L,wW)dt.
92 —2
Because (I8), (7)., (@E3), @E9), @EI0), and

1
2ol 0l < € (14 [ o'l ds)

we can conclude that

d v|?
G (00 [l a) o [omoea

< Od(t) <1+1/11(t)/g04|v22 dx),

where
| 2

2(0) = v1() [ o1

Hlollze + lu® vllze + o x ul g

2
ol s el 32 ) + V20 @ o) 22
+ ||l x wl|pz + ||w X u+ w X w||L%
< 1ol32 + ol 2 + oll s lull s ) + I0ll 22 ) el 35 3,
2
0} 0 el 32 ) + 19720l 2 0] 2
+ el s o] s
+ el s lull os + loll o lfoll
1
< (Hollzas + NollFas + Null s () + Il g5 + ol 20 )
1
x (Iollzas + 10300 + ol o2 + Nl o0 )

Here we used interpolation for [[v[|7, < |[v]|pgs ||v||pss. Therefore

1
1@llzy S [| (0o + olles + el s gy + I9llgss + wl oo ) |

1
Lt

<.

P2
Lt

1
x| (Woll s + ol s + ol e + 1ol )|
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By a Gronwall’s lemma, we conclude that for every —4 <t <0,

2 ¢ .
1+¢1(t)/@4%d$+/ 1/11(t)/g04|Vv|2dx < J2aC2(s)ds < On
—4

Therefore by taking the sup over —1 <t < 0 and ¢ = 0 respectively, we conclude

sup /|v(t)|2 dz <, / |Vol? dadt < 1.
—1<¢<0 )

5. LocAL Stupy: PART Two, DE GIORGI ITERATION

In this section, we derive the boundedness of v in @ 1 which is the following.

Proposition 5.1. Let v solves (4.4)). If (4.1) holds for sufficiently small n, and
we have integrability bounds in Lemma[{.4} then we have

lvllLe(@,) = sup
2 te(—1

)

o)L,y < 1.
0) 3

The proof uses De Giorgi technique and the truncation method. First, we set
dyadically shrinking radius,

r}::%(1+8_k), ri:%(1+2x8_k), ri:%(1+4x8_k).

Then we define dyadically shrinking cylinder Qy’s,

T =1, B} = B, (0), Q} = (~T}.0) x B,

T =8, Bf = B,: (0), Q= (~TF,0) x B,

T =1t Bf =B, (0), Qi = (~T%,0) x B
We also introduce positive smooth space-time cut-off functions p; and p,ﬁC with

lop Spr<lg, 1o <pi<lg .

Then, let ¢, denote a sequence of rising energy level,

x=1-27", op = (Jv] = ea)+, B =1

Qi = {vg > 0}, 1, =1q,, ap =1— .

We define analogous of vector derivative d and energy quantity Uy:
di = 1, (o |V]0]|* + Be|Vv]?),
U, = ||Uk|\2Lm(_T£70;L2(BZ)) + HdkHZLz(Qz)-
We have the following truncation estimates.
Lemma 5.2.
opv <cp <1,
”ﬂkvni?"f?iﬁLfﬁi(Qi,l) < Ug-1,

2 k
”]'k”L;?CLﬁﬁLng(Q';PI) < C%Up-1.
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Proof. The first estimate follows from the definition. By Lemma 4 in [Vas07], we
have |Voug| < di and |V(Brv)| < 3dg. Moreover, since |V]v|| < |[Vo|?, we see
dr < di_1, as v and S5 are monotonously decreasing. So

||V(5kv)||L2(QLI) < 3||dkHL2(QLl) < 3||dk*1HL2(Q"kfl)'
Moreover, the truncation gives |Bxv| +2 %1, = v +27%1), = 13v5_1, s0
1Brvll e 2@r ) < llon—1llnee 2 _,)»
27k||1k||L‘;°Lg(QZ_1) < llvk-1llpsez2(qn )
27 Ml ns @y < Ion-rllzzeser_y
Slok-1llpeorz @y + IVUe-1llz2@:r )

< llor—1llpgerz (@) + lde-1ll L2 )

O
Corollary 5.3 (Nonlinearization). If f € LYLL(Qg—1), with
1+ 9+1—9 _1 1+ 9+1—0 _q
strlgt )=t gt )=t
for some 0 <60 <1,0< 0 <7, then uniformly in o,
| 1ol ifldedt < O flzpinc, Vi
k—1
Proof. By interpolation,
1
1Bkl [kl ro 20 @1y < Ugvs
where
1_9+1—0 1_9+1—9
po 2 oo @ 6 2
Therefore, using Holder’s inequality,
Y 2
/ Brol?| fldz dt < |[fllor Lo l1BkollTeo pao 1Lkl ro7 o0 < 1S 1|2y s Uiy
Qr—1 b
[l

First, we recall the following identities from [Vas07].

2 _ 2
(5.1) Qv - Do = O <|v|20k> ,
2 _ 2
(5.2) apv - Av = A (|U|2Uk) +d2 — | V]2
Since axv is bounded, we can multiply equation (4.4) by axv and obtain
[of2 — o}
(5.3) O — + agv - VR(u ® v)

vf* — v} 2 2
=A 5 +di — |[Vu[*+agv- (B+L+W).
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using (5.1) and (5.2)). Denote C, = B + L + W. Subtracting (5.3]) from (4.5), we

have
v2 v?
at?k + d2 + div(vR(u ® v)) — agv - VR(u ® v) < Agk + Brv - C,.

Multiply by pg, then integrate in space and from o to 7 in time,

2 T T
{/pkvzkdx] +/ /pkdidxdt
T 7 7 ’U2 T
§/ /(8tpk+Apk)?kdxdt7/ /pkdiv(vR(u@)v))dxdt
+/ /pkakv-VR(u@)v) dzdt+/ /pkﬁkv-Cvdxdt.

Take the sup over 7 > fT,Z, and set 0 < fT,Zfl, we obtain

2 0
(5.4) Up < sup /pkv—kdx—i—/ /pkdi dz dt
re-mp.00) 2 ~Ti,

gC’“/ videdt+  sup {/ /pkakv~VR(u®v)dxdt
Q 0) ~T3

i re(-T¢,

—/ u/pk div(vR(u @ v)) dz dt
7Tk:

+/ /pkﬁkv~Cvdxdt}.
_Tls

Using Corollary the first one is bounded by

(5.5) /Q

Now let’s deal with the last few terms. For simplicity, we use f f dz dt to denote
ijn ng dx dt in the rest of this section.
i

5
v,%da:ds < /Q> |Bkv|2dxds <UZ ;.
k—1

i
k

5.1. Highest Order Nonlinear Term. Define three trilinear forms,
To[vy,v9,v3] = //p;€ div(v1R(v2 ® v3)) dz dt,
Ty (v, ve,vs] = //pkvl - VR(v3 ® v3) da dt,

Taiv[v1, 02, 03] = // pr div o R(vg @ v3) da dt.

They are symmetric on vg, vz positions. When we have enough integrability, that
is, when

Vi ||va] vs|, |v1] [Vl [vs], [v1]|ve| V3| € Li ,,
we have Leibniz rule

T, =Ty + Tyiv.
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The goal is to estimate the first two double integrals in (5.4)),

// progv - VR(u @ v) dedt — // pr div(vR(u ® v)) de dt

= Tylagv, u,v] — Tolv, u, v].
We first separate w ® v from u ® v, and we will have

Tv[agv, w,v] — To[v,w,v] = Tylagv, w,v] — Ty v, w,v] — Taiv[v, w, v]

= _TV [,Bk;'U, w, U]

_ //pkﬁkv - VR(w ® v) dz dt.

Denote —VR(w®v) =: W3 and we will deal with it later. The remaining (u—w)®wv
can be separated into interior part and exterior part,

(u—w)®v:piv®v+(1—pﬁk)(u—w)®v.
The exterior part is bounded and smooth in space over the support of pg.

lpeR((1 = pf) (u— w) ® V)l|prscee < Cll(u—w) @ vl prs e

< Cllu = wl e pas @) vl Lr2 pas < 1.

Here, we denote

1 1 1
— = —+—<1.
b3 b1 b2

Therefore we can use Leibniz rule similar as w and

Tylagv, (1= pf) (u — w),v] = Tov, (1 = p})(u — w), v]
= Tylag, (1= p})(u —w),v] = Ty v, (1 = pf)(u — w), ]

= —Ty[Brv, (1 — p})(u — w), v]

— [ hre VR (- ) - w) dod

5

__2
<ckyl
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by nonlinearization Corollary [5.3} The interior part is

Tv[akv,pﬁkv,v] — To[v,pﬁv,v]

= Ty|ayv, piﬂkv, Brv] + 2Ty [axv, piakv, Br]
+ Ty [agv, pﬁakv, av] — Tslv, piv, v]

= Ty |av, o} Arv, Brv]
+ 2T [agw, piakv, Brv] — 2T giv [k, Piakvy Brv]
+ To[agv, p?@akv, av] — Taiv[axv, piakv, vl
— T, pﬂkv, v]

= Ty |av, o} Arv, Brv]
+ 2T 4iv [Brv, piakv, Brv] + Taiv[Brv, P’;akv, Q]
+ 2T [agv, piakv, Brv] + Tolayv, piakv, ]
—Tov, pﬂkv, ]

= Ty v, p}.Brv, Bkv] + Taw[Brv, plarv, (B + )]
— Tolagv, ph.Brv, Brv] — TolBrv, phv, v).

Notice that the boundedness of v guarantees enough integrability to switch be-
tween trilinear forms. Then

Ty [ewv, o, Brv, Brv]], | Taiv [Brv, phawv, (Br + 1)v]]
5 4
S IV L2 @un Uy S U1,
5
T [, ph.Brv, Brv]], | To[Brv, phov, v]] S UE_,.

In conclusion,

(5.6) // prawy - VR(u @ v) da di — // pre div(vR (u ® v)) da dt

- //Pkﬁkv-wz dxdt’ < CkU;n_ifl‘{%v%—%ps}.

5.2. Lower Order Terms. For the bilinear and linear term, recall that inside B,
B=—curl A7} (Vy x (w x u)),
L=culA™ 2div(Vp ®@w) — (Ap)w).

Therefore,
loxBl| o poe < flw x UIILS3L§(Q2) < ullprrpasllwllppz g2 <,
||PchHLf2L;o < ||WHL1§2L§2(Q2) =,

Thus

(5.7) //B - prBrodedt < Cka__lﬁ,

(5.8) //L prBrvdedt < CRUY P
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5.3. W Terms. Finally, let us deal with
1
W+ W, =—w XU}JriPV(W X u+w X w)— VR(w ).
Here VR = %V tr —Py div, so

VR(w®v) = %V(w -v) — Py div(v ® w)

1
§(w-Vv+v-Vw+wxcurlv+vxcurlw)—Pv(v-Vw)

1
= §(w-Vv—v-Vw) + Peuni(v - V)

1
+ B (w x curlv + v x curlw),

VR(w ®v) =Py (VR(w & v))
= %IP’V (w-Vv—v-Vuw)+ %]P’v (w x curlv + v X curlw)
= %]P’v (curl(v x w) —vdivw + wdivo)
+ %IP’V (w x curlv + v x curl w)

1 1
= —in (v(u- Vo)) + §IP’V (w x curlv + v x curlw).
Hence

1
W+W2:—wxw+§Pv(v(u-V<p))

1
+§Pv(wxu+w><w+curlv><w+curlw><v).

Again, we separate W + Wy, into exterior and interior part, with

W + W2 - cht + Wint
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where

1
Wexe = —(1 = pf)w x w+ 5Py (u(u- Vi)

1
—|—§]P’v ((1—pf€)(wxu+wxw+curlv><w—|—curlw><v)),

Wint = —piw X W

1

+§]P’v (pﬁk(wxu—i—wxw—kcurlv><w+curlw><v))

= —picurlv X w—pﬁkw X w

1
—|—§]P’v (pﬂk(wxu—kcurlwxv—&—wxw))

1
+§]P’V (pﬂk(w X w + curlv xwfwxw))
= —picurlv X w—piw X w
+ Py (pgﬂw X u) + Py (pi curlv x w)

= 7Pcur1(pi curlv X w) — Pcurl(piw x w) + Py (pﬂkw X v) .

Similar as bilinear terms, prWeyxt is small in Lfa Lg°. Among the three terms in

Wint, pﬁw x w is bounded in L*LS°, and pﬁw is in L{? L. Finally, for the first
term,

Peyri(curl v x piw) = —Pcuri(curl piw X U) + Peyn (v - Vpiw + piw - Vo),
]P’wr](piw - Vo) = Peyn (curl(v x piw) +v- Vpﬁkw —ovdiv piw)
= curl(v x piw) + Peyni (v - Vp?cw —vdiv pukw),
curl(v x piw) =vdiv piw + p’;w -Vo—wv- Vpiw.

Every term is a product of v and Vpﬂkw (possibly with a Riesz transform) except
pﬁw - Vu. Because in Qy, V]v| = Vuy are the same, we have

[v]?

[ e hw - Vyvds = [ pusitw- 9 do
— [ oBilol(w - D)ol ds
- / pron(w - V)og dz
[t

02
=— / ?}‘3 div(prw) dz.
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Therefore, every term of Peyy(curlv x pukw) is a product of v and Vp,w or Vpﬁkw.
Inside By, w € LY C°. In conclusion,

5

5_ 2
// prBrY - Wexp dazdt < CFUZ 73
5_ 2
//pkﬁkv . Pcurl(pi curlv x w) dxdt < CkUkiprl ,
5_ 2
//pkﬁkv . Pcurl(piw x w)dzdt < CkU,ifm ,
5_ 2
//Pkﬁkv Py (plw x v)dzdt < CFUZ ™.
So the sum is bounded in

5

(5.9)
2
//pkﬂkv . (W + Wy)dzdt = //pkﬁkv . (Wim + Wext) dzdt < CkU]:713p3

provided Uy_; < 1.

5.4. Proof of Proposition [5.1

Proof of Proposition[5.1 Coming back to (5.4)), by estimates (5.5)) on the first term,

(5.6)) on the trilinear terms, (5.7)), (5.8)) on the B, L terms and ([5.9) on the W' terms,
we conclude that

min{%— 2_ 4

Uy <Cry,_ |0 "7
provided Ug_1 < 1. Here ps > 1 ensures the index is strictly greater than 1. Since
0
Up= sup /|110|2 dm—l—/ d3 dx dt
te(—1,0) —1JB;
0
= sup /|v|2d:c+/ / |Vo|2dazdt <
te(—1,0) -1JB3

by Proposition [4.1} we know that if n is small enough, U, — 0 as £k — oco. So in
Q%, |v| <1 a.e.. This finishes the proof of Proposition O

6. LocAL STUDY: PART THREE, MORE REGULARITY

In this section, we will show that the vorticity w is smooth in space. We will only
work with the vorticity equation from now on. After the previous two steps, in B 1
we should always decompose u = v + w, because v is bounded and w is harmonic.

For convenience, given a vector w, we denote

w' = w = |w|*w® a e R.
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Let O, be the partial derivative in any space direction or time, then we have
Do (|w]*) = aw™™! - gw,

Du(e?) = [w|* 1D + (@ — 1)(w 2 - D),
= 0004 (1) = ol 2100 + (0~ D(wE " 0)? + 0 - Dudlts
> (@ — 1)W1 9w)? + w1l - 9y Baw
= % |Oatw® |2 + w9y Oaw.

6.1. Bound Vorticity in the Energy Space. We will first show w is bounded
in the energy space.

Proposition 6.1. Ifu=v+w in Q%, where v, w are bounded in

(6.1) ||U||L°°(Q%) + ”V'U”L?(Q%) <2,
(62) lewlwl 3+l 4 <2,
L7LZ @) L Lip, (@)

w = curlu solves the vorticity equation (1.6]), then
3

(a) ||W4||$(Qi) <C,

(b) llwlle@y) < €,

Proof of Propositz'on (a). We fix a pair of smooth space-time cut-off functions
o and ¢ which satisfy

1lg, <¢=<1g, <o<1q,.
8 4 2
Take the dot product of the vorticity equation (|1.6)) with %w%:

3 1 3
§w2 < 0w = O (Jw|?2),

Therefore,
3 3 1 4 39
(3t+u~V7A)(\w|2)+§w-Vu~w2 +§|Vw4| <0.
Multiply by ¢° then integrate over space,
(6.3)
4
/96(63 +u-V—A)(|w]?)dz + 3 / S|Vwi|?da < —g/gf’@ - Vu-w? dz.
For the left hand side, we can integrate by part,

(6.4) /96(8t+u~V—A)(|w|g)dx

=% Q6|w|%dx—/((8t+u-V+A)Q6) |w\%dz,
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where the latter can be controlled by

65 [ (@+u V8Ol ar <0 (1 fulliesy)) [ oll? dn
For the right hand side, using u = v + w over the support of p we can separate
(6.6) /Q6w~Vu-w%dac: /gﬁw-VUwJ%dx—i—/Qﬁw-Vuww%dx,

The Vv term can be controlled by

60 [ o Vowtan= = [0 V() 0da

:—/QGw~V(w%)-vdm—/w~(a}%®V96)-vda?,

where
1 1 ]_ 3 1 ]_ 1
w-V(w?) =|w| 2w Vw-— i(w . Voww*%)w =w? - Vw— i(cﬂ Vw - w)w?
= Jw-V(w?)| < ‘;’w% -Vw‘ = 2w|f Zw*i .vw‘ = 20w|? |V|w|?

< 20w|¥|Vwi| < |w|? + |Vws 2.

Here the second to the last inequality is due to &;|w|i = dwi - w. Since |v] < 1
over the support of o,

(6.8) /QSW'V(W%)-vdm§/96Iw|%dx+/gﬁ|vw%|2dx.
By using (6.4)-(6.8) in (6.3), we conclude
%/96Iw|%dm+§/g6|w%|2dx
S/[(@t—i-u-V—i—A)gf"] |w|? dz

+/Q6w~Vw-w%dx
+/w'(w%®VQ6)~vdx
+/g6lw|%dx+/96|w%|2dz

%/Q6|Vw%|2dx

<C (14 [u®lqay) + IV0Olley) [ ol de.

By Holder’s inequality,

d
5 [ Clwlfda

6, |3 ’
e |w|? dz
Therefore we can write

d 1
— 96|w|gdx+f/QG|Vw%|2dxSC(P(t) <1+/gﬁw|gdx>,

/ o'wl? dz < (b))

3B

~ o=

1
2

dt 3
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where

(1) = (1+ u®) =5, + [Vo@llxs,)) o)

N

3 (B1)
2

< (24 [0l ) + IV (®) = 5,) )
2 2

1 1
X <|| curlv(t)Hz%(Bl) + curlw(t)||zg(Bl)>
2 2

since u = w + v, and |v| < 1 inside Bi. By ,

/0 O(t)dt < (1 +lw|| 2 ) (Vv|é2 + I curlw(t)”é . ) <C.
1 ~ L7 Lip,(Qy) @) 3% @)

So by Gronwall’s inequality,

312 C
”“‘LHL;"’L%L%‘H;(Q%) se - L

O

Proof of Proposition (b). From Proposition (a) and Sobolev embedding,

el ,

3 3 9 <
LELZNLELE (Q%) a
this interpolates the space
||W||L§L§(Q%) <C.

Multiply the vorticity equation (1.6)) by 2w then integrate over R3,
d w|? wl?
I §2% dz + /gQIVwI2 dz = /(8t§2 + Ag?)% da
- /(u-Vw) GPwdr
+ /(w -Vu) - Pwdz.

The first integral is L' in time because w € L{L2. For the second,

2
/(u~Vw)'§2wdx:/§2u~V%dz
2
z—/%u-vgdx
= —/g\w|2u~V§
< lowll 2 [lu - Vslwl[| 2,

4
the latter is bounded L! in time, by v € L L and w € L{L2. For the third
integral,

/(w-Vu)~c2wdz:/(w-Vv)-Cde:c+/(w~Vw)~c2wdx.
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4
w is bounded in L} Lip,, and for v,

/(w Vo) - SPwdr = /v (w- V) (s*w) dz
:/v-w(w-V§2)dm+/v-(g%wVw)dx.
The former is L' in time, while the latter can be bounded by Cauchy-Schwartz,

1 1
/v (Pw - Vw)dz < 3 / v ® swl|? dz + 3 /§2|Vw|2d:17.
In conclusion,

d 2
4P

dt 2
< Cllw®)72(5,) + Cllu®)ll =5

4

1
dz + 5/<2|W|2d:z:

w2z lsw®)l 2

1
4

+ OVl (D)
2
< CD(t) (1 + /<2% dx)
where

(1) = w1 72(p, ) + lu()] =5
4

whose integral is bounded using (6.1)),

)”W(t)HL?(B%) + ||Vw(t)HL°°(B%)7

1
4

0
O(¢)dt < [Jw|? + ||ul|| 2 w + ||Vw]|| a <C.
/ L 20U Wl g ellzzzziap + 190y,

By a Gronwall argument, we have

2 C
Wl 2nrziney) <€ — 1

6.2. Bound Higher Derivatives in the Energy Space. Now we iteratively
show higher derivatives of vorticity by induction.

Proposition 6.2. For anyn > 1, ifu =v+w in Qg-~, where v,w are bounded in

(6.9) 102 @y 10l 24y < €
(6.10) ol

Cn,

4 <
Ltd C::L (Qs—n/Q)

for some constant ¢, w = curlu solves the vorticity equation (1.6), and is bounded
m

(6~11) Hw||LtOCH:_1mL?H;L(Q87n/2) < cnp,
then for any multiindex o with || = n,

(a) ||V“w%|\5(c28,n/4) <Cy,
() Vowllg@un_r) < Cn

for some C,, depending on ¢, and n.
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Proof of Proposition[6.4 (a). Similarly we fix smooth cut-off functions g,, and ,
which satisfy

1oy ns Sn=1lg. ., <0n<1lq, ,
Differentiate by V<,
(6.12) oV®w+u-VVi% — V% - Vu+ P, = AV®w,
where

P, = Z (g) curl (Vﬁw X Vo‘_ﬂu) )

<o

Multiply (6.12]) by %Q%(V‘”w)% then integrate in space,
d 4
o o8 |Vow|? da + 3 / Vw2 de

< [ [0+ -9+ 20 vl ds
+ / S V% - Vw - (Vo‘w)% dz
—|—/V°‘w : ((Vo‘w)% ®Vel) -vdr
- o 3
ol [ ebveulido+ [ gvveuipas
3 6 a, =
+3 0, (Vew)? - P, dx
same as in the proof of Proposition (a). So
d

1
AT Q?L|Vaw|%dx+§/gg|vvaw%|2 dx

<€ (14 @)ty + V0Ol (5, ) [ oAVl da
+ %/gg(v%)% P, dz.

Terms other than P, are dealt with by the same way as in Proposition [6.1

/gﬁ\vw%dx < IVew(®)|?, )(/g2|vaw|gdx) :

L3 (B,
The induction condition (6.11)) ensures that ||Vw||r2(q, ) < ¢n. Therefore

0
[ (o @iy + V0Ol 5,0 1900 at

1
2
3
,8—277, L2 (Bs—n)

1
IVl e, ) < Cu

s (1 ol oy Hw”L%Cq(B ))
t Yx 8—"n

Now let’s focus on Py,.

n n n
Po| £ [VEw||[ v F ] < | VEw||[ VR 4+ VR0 ||V )
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‘We denote
P,i = |VFw||V g, Py = [VEw||[ VR ).
First we estimate P, . By and (6.11]), when k£ = 0,
HPU7O||L%L§(QS_W) < ||W||L$L3(Q8_n)anHU”Lng(Qs_n) < Ch,

and when 0 < k < n,

—k
1Pkl 2, ) S IV @lizize o IV liiis (e < On
Next we estimate P, ;. When 0 < k < n,
P < |VFw|| Lo VPR s < Ch.
Pol,, 5 SIVlirrza oIV 0l g o <C

Finally, when k = n,
[Pwnl 2 < | V'w|| V).
L2(Bg_n)

# (Bg—n

Therefore,

/gfb(vo‘w)% -Podx < (1+/g2|vo‘w|gdx>

n n—1
x (Z HP”"“”L? (Bg—n) * Z ”Pw’k”L§ (Bg—n) * ”kugo(Bs_"))

k=0 k=0

In conclusion, we have shown that

3 1 3 3
% Qg|vaw‘§ dx + g/@iﬂvvawzﬁdx < Cq)(t) (1 +/Q2|V”w|§ d.l?) R
where
2(0) = (14 [u)ll2(5, 0y + V00 w5, ) IV

n n—1
Porll g Puill g V||
+kz_0|| g )+kZ:0|| #llg g IVelzem,

8—mn n

with integral
0
/ o(t)dt < C,,.
_8—2n/4

Taking the sum over all multi-index « with size |a| = n, we have
d
/Qg|V"+1w%|2dx < Cd(t) (1 +/92|v"+1w|% dx) :

: 1
— [ 5IVrwlr dr + 5
Finally, Gronwall inequality gives

dt 3

3
[V o] ||L§<>LgmLfH;(Q8,n/4) < Cy.
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Proof of Proposition (b). Now we multiply (6.12]) by ¢2V%w then integrate over
R3,

d 2 [Vow|?

d v
) ™ 2

dx+/§2|vvo‘w|2 de = /(8t§2+A§2) VoW

5 dx

- /(u SVVeW) - 2V dz
+ /(Vo‘w - Vu) - 2V%wdx

+/§ZV%}~PQ dzx

For the same reason, the only term that we need to take care of is P, term, and
the others are dealt the same as in Proposition (b):
[Vew|?

/(5&9% + Ag?) v 2w dz — /(u SVVeW) -2V dz + /(V“w -Vu) - 2V% da

oo . IV
Sn IV W||L2(Q8,n/4) + ||UHL<>°(QSW/4)||V W||L2(Q87n/4) S dx

vou?
V000 [ 2 do ol IV,

L2 2 [Vow]? 2 a, |2
ol [ dr ke [ TVeLlan

The last term can be absorbed into the left, and we will use Gronwall on the
remaining terms.
Now we shall focus on the P, term. From Proposition (a), we have

(6.13) IV w]| 3 3 9 < Cp.
LPL2NLZ L2 (Qgn )y)

Again by interpolation,
”vanLfLi(stn/‘l) < Cy, ”vanLfLi(Qg—nM) < Cy,
First we estimate P, ;. In this case, for any 0 < k < n,

[P,k

k n+l1—k
i22@, 0 S IVliizz@un oIV 0l g o S O

Then we estimate Py, ;. When 0 < k <mn,

IPokllLizz (@) < HvkaLfLi(Qs_n)||Vn+1_kv||LfL2(Qs_n) < Ch.

For the case k = 0 of the v term, we put the curl on V*w,

/(,%Vaw curl (w x V*)dz
= / (w x V) - curl(¢2V%w) dz
< [ lITo Vsl + 6o Ve ]| 90l 9] do

1
< /§,2L|w|2|vo‘v|2dx—|—6/§,2L|VVO‘w|2dz+g/|V§n\2\VQw|2dx.
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where |VV“w| term can be absorbed to the left. By (6.13)) and Sobolev embedding,
lwllzers(@g-n ) < Cn-

Therefore
[ l1veuP dedt < ol prsa, 190 e, o < Cn

In conclusion,

a, |2 a, |2
d CQ‘V WI dx+/gr2l|vvaw|2 deC(P(t) <1+/§72L|v W' dl‘),

at /™ 2 2
where
0(1) = VO 3an,, y + Nl IVl 2o,
+ IVwlles, ., + HUHLOO(BS,,,LM)||VQWH%2(BB,M4)
1, i =
+ EHUHLOO(BS_nM) + ;O HPw,kHL?(BS,nM) + ];) ||Pv,k||L2(Bgfn/4)

1
+ ||w||%3(38,n/4)HVQUH%S(BS,HM) + g”vaw(t)H%?(Bg,nM)

has integral f—08—2" /16 ®(t) dt < C,. Finally Gronwall inequality gives

Hvaw”Lf"LgﬁLfH;(ngn—l) < Cnga-

6.3. Proof of the Local Theorem.
Proof of the Local Theorem[I.3 First, Proposition [£.1] gives

vl <m

where 1 can be chosen arbitrarily small if we pick n; small. Next, by Proposition
we know

H’UHLW(Q%) <1
These two steps implies (6.1)). As for (6.2), curlw = w in By, so we use interpolation
in (4.13):

1 1
[ curlw]| <lwll , 12 <l ool e <n

3
LLZ(Qy) L2L,
w is harmonic inside By, therefore

<n

<
Iell, 3 L P

LyCp(Qy) ~
due to (4.12) and p; > %. Therefore, we can use Proposition to obtain
HWHS(Q%) <C.

The next step is to use Proposition [6.2] iteratively. Suppose for n > 1 we know
that

an_lwng(ngn) < Cn
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which is equivalent to (6.11). Let ¢, and ¢f be a pair of smooth spatial cut-off
functions, with

]-B 1 S@’H,S]-B 1 ) ]-B 1 SSDELS]-B 1 )
874 8713 ST 2 871
and set
v, 1= — curl chLAflgonw, Wy = Pl — Uy

On the one hand, Vv, is a Riesz transform of ¢,w up to lower order terms, so by
the boundedness of Riesz transform we know

||V"+1vn||L2(Q8_n/2) < anw||L2(Q8—n) <cp_1.

On the other hand, we have similar boundedness estimates following Proposition

as before,

[onllLoe(@q-n,y) < 1.

wy, is harmonic in B ks SO We also have

w a <o |jw a <.
ol ey oy S 0y, S

Therefore, by Proposition [6.2
IV*0lle@gn1) < Cn
By induction, we have
IV il g L2nrz i (@gonr) < Cn
for any n. By Sobolev embedding, this implies for any n,
V"0l poe (@ ns) S IV WlLer2(@qns) + IV PwllLer2(Qy 0 s) < Cn-
O

APPENDIX A. SUITABILITY OF SOLUTIONS

Theorem A.1. Let u be a suitable weak solution to the Navier-Stokes equation in
R3. That is, u € L{°L2 N L7H. solves the following equation

(A1) Oiu+u-Vu+ VP = Au, divu =0

where P is the pressure, and u satisfies the following local energy inequality,
2 2 2

(A.2) at‘% + div (u <|u2| + P)) +Vul? < A%.

Suppose v € L L2 DL?H; 1s compactly supported in space and solves the following
equation,

(A.3) O+ w x v+ VRu®v) =Av + C,, dive =0

3
2

where w = curlu is the vorticity, C, € L?L?

Joc,z 1S @ force term, and

1
R= 5 tr —A~ !t divdiv

is a symmetric Riesz operator. Moreover, suppose v differs from u by

pu—v=we€ LHNLIH?
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for some fized p € C2°(R3). Then v satisfies the following local energy inequality,

o]

2
(A.4) at% +div (vVR(u @ v)) + [V < A% +v-C,.

Proof. 1t is well-known that the pressure P can be recovered from u by
P =—-A"'divdiv(u ® u).

Since
2
u'Vu—i—VP:V% +wxu— VAT divdiv(u ® u)

=w xu+ VR(u® u),
The Navier-Stokes equation can be rewritten as
(A.5) Oiu+w X u+ VR(u®u) = Au,
and local energy inequality can be rewritten as

IU\

(A.6) 8,&% + div (uR(u ® u)) + |Vu|* < A——
First, multiply by ¢,
Opu +w x pu+ VR(u ® pu) = A(pu) + [VR, o] (u @ u) + [p, Alu.
Denote
C,=[VR,9|(u®u) + [p, Alu

for these commutator terms. Subtracting the equation of v from this equation of
wu, we will have the equation for w. In summary,

(A.7) Orpu +w X pu + VR(u ® pu) = A(pu) + C,,
(A.8) v +wxv+ VRu®v)=Av+ C,,
(A.9) w4+ wxw+ VR(u®w)=Aw+ C, — C,.

Recall from [Vasl(] that Au € L ( ) Since Aw € Lt »» we have Av € Li
Therefore, we can multiply (A.7] and - by w, and (A.9) by ¢u and v,

10c(t )"

(A.10) w-0i(pu)+w -w X pu+w- VR(u® pu) =w - Al(pu) + w - C,,
(A.11) w-Ow+w-wxv+w: - VRu®v)=w-Av+w-C,

(A12)  pu-Ow+pu-wxw+pu- VR(u®@w) = pu- Aw + pu - (C, — Cy).
(A.13) v-owHv-wxw+v- VRu®w)=v-Aw+v-(C, — C,).

Now take the sum of —. O; terms are
wu - Opw +w - O (pu) + v - Opw + w - v
= Oi(pu - w) + O (w - v)
= Ou(|pul® — [v]?).
wX terms are

W-wWwXeu+eu-wXw+w - wxXv+v-wxw=0.
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VR terms are

w-VR(u® pu)+v- VR(v®@ w)
+ou-VR(u®@w)+w- - VR(u®v)
= div(wR(u ® pu)) + div(vR(u @ w))
+ div(puR(u @ w)) + div(wR(u @ v))
— div(w)VR(u ® pu) — div(v) VR (u @ w)
— div(pu)VR(u ® w) — div(¢) VR(u ® v)
= 2div(puR(u ® pu) — vR(u ®@ v))
— (u- V) (VR(u ® ¢u) + VR(u ® w) + VR (u ® v))
= 2div(puR(u ® pu) — vR(u ®v)) — 2(u - V)R(u ® pu).

Here we use dive = 0,div(pu) = divw = u - Vy. A terms are
ou - Aw +w - Alpu) +v - Aw +w - Av
=A(u-w) —2V(pu) : Vw+ A(v-w) —2Vv : Vw
= A(lpul® = [v]*) = 21V (pu)* — [Vo]*).
Commutator terms are

w-Cy+ou-(Cy—C,)+w-Cy+v-(C, —C,) =2pu-C, —2v-C,.

In summary, half the sum of these four identities (A.10])-(A.13]) gives

|pul? — Jv? : 2 2
(A.14) th + div(puR(u ® pu) — vR(u ® v)) + |V(pu)|* — |V
2 2

Next, multiply local energy inequality of u (A.6) by ¢?,

|<pu|2 9 . 2
Oy 5 + [eVul? + div (p*uR(u @ u))

2 2
<alfh e Al + v e ),
2

U

5, |</>2|

2
(A.15) < A@ + [0, A

+ |V (pu)|? + div (puR(u ® @u))

2
|u2| +u® V| +2(u® V) : (¢Vu)

+ [div, ] (uR(u ® u)) + div(pu[R, @] (u @ u)).
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The quadratic commutator terms in (A.15)) are

2

u
[, A]% +lu® Vol? + 2(u® Vo) : (¢Vu)
2
= 1% A |Vl + 2V - oV
Jul?

2

Juf?

= —2V(p%) - V- — AR + IVl + 2V - Vu- pu

1
LA+ Vel + 2V V- pu
= 20V - Vu-u— pAp|ul?
= pu- (=2Vp - Vu — (Ap)u)

= pu - [p, Alu.
The cubic commutator terms in (A.15]) are

[div, ¢*] (uR(u ® u)) + div(pu[R, ¢](u ® u))
=2pVy - uR(u @ u) + ou - VIR, ¢](u ® u) + div(pu)[R, ¢](u @ u)
=2¢(u-Vo)Ru®u) + ou- VR, pl(u@u) + (u- V)[R, pl(u®u)
=2p(u-Vo)R(u®u) + pu- VIR, ¢](u @ u)
+ (u-Vo)R(pu®@u) — (u- Vo)pR(u ® u)

=pu-VeR(u®u) + pu - VIR, ¢](u @ u) + (u- Vo)R(pu @ u)
=opu-[V,p]R(u®@u) + ou- VIR, pl(u®@u) + (u- Vo)R(pu ® u)
=wu- ([V,¢]R = V]p,R]) (u®@u) + (u- Vo)R(pu @ u)
=opu- [VR,¢o](u®u) + (u- Ve)R(pu @ u).

Therefore, local energy inequality for pu can be simplified as

| pul®

5152

+ [V(pu)|* 4 div (puR(u ® pu))

|oul?
<A 5 +ou-Cy+ (u-Ve)R(pu @ u).

Subtracting (A.14)) from this, we obtain (A.4). O
REFERENCES
[BV19] Tristan Buckmaster and Vlad Vicol. Nonuniqueness of weak solutions to the Navier-
Stokes equation. Ann. of Math. (2), 189(1):101-144, 2019.
[CF07] José A. Carrillo and Lucas C. F. Ferreira. Self-similar solutions and large time asymp-
totics for the dissipative quasi-geostrophic equation. Monatsh. Math., 151(2):111-142,
2007.

[CKN82] Luis Caffarelli, Robert Kohn, and Louis Nirenberg. Partial regularity of suitable weak
solutions of the Navier-Stokes equations. Comm. Pure Appl. Math., 35(6):771-831,
1982.

[CLRM18] Diego Chamorro, Pierre-Gilles Lemarié-Rieusset, and Kawther Mayoufi. The role of
the pressure in the partial regularity theory for weak solutions of the Navier-Stokes
equations. Arch. Ration. Mech. Anal., 228(1):237-277, 2018.

[Con90]  Peter Constantin. Navier-Stokes equations and area of interfaces. Comm. Math. Phys.,
129(2):241-266, 1990.



[(CV14]

[FIR72]

[Hop51]
[1SS03]

[KL57]

[Ler34]
[Lin98]

[Lio96]

[Pro59)]
[Saw90]
[Sch76]
[Sch77]
[Sch78]
[Sch8o]
[Ser62]

[Ser63]

[Vas07]
[Vas10]

[Yan20]

SECOND DERIVATIVE ESTIMATE 39

Kyudong Choi and Alexis F. Vasseur. Estimates on fractional higher derivatives of
weak solutions for the Navier-Stokes equations. Ann. Inst. H. Poincaré Anal. Non
Linéaire, 31(5):899-945, 2014.

Eugene Fabes, B. Frank Jones, and Néstor Riviére. The initial value problem for the
Navier-Stokes equations with data in LP. Arch. Rational Mech. Anal., 45:222-240,
1972.

Eberhard Hopf. Uber die Anfangswertaufgabe fiir die hydrodynamischen Grundgle-
ichungen. Math. Nachr., 4:213-231, 1951.

Luis Iskauriaza, Gregory Serégin, and Vladimir Shverak. L3 oo-solutions of Navier-
Stokes equations and backward uniqueness. Uspekhi Mat. Nauk, 58(2(350)):3-44, 2003.
A. A. Kiselev and Olga Ladyzenskaya. On the existence and uniqueness of the solution
of the nonstationary problem for a viscous, incompressible fluid. Izv. Akad. Nauk
SSSR. Ser. Mat., 21:655-680, 1957.

Jean Leray. Sur le mouvement d’un liquide visqueux emplissant l’espace. Acta Math.,
63(1):193-248, 1934.

Fanghua Lin. A new proof of the Caffarelli-Kohn-Nirenberg theorem. Comm. Pure
Appl. Math., 51(3):241-257, 1998.

Pierre-Louis Lions. Mathematical topics in fluid mechanics. Vol. 1, volume 3 of Ozford
Lecture Series in Mathematics and its Applications. The Clarendon Press, Oxford Uni-
versity Press, New York, 1996. Incompressible models, Oxford Science Publications.
Giovanni Prodi. Un teorema di unicita per le equazioni di Navier-Stokes. Ann. Mat.
Pura Appl. (4), 48:173-182, 1959.

FEric Sawyer. Boundedness of classical operators on classical Lorentz spaces. Studia
Math., 96(2):145-158, 1990.

Vladimir Scheffer. Partial regularity of solutions to the Navier-Stokes equations. Pacific
J. Math., 66(2):535-552, 1976.

Vladimir Scheffer. Hausdorff measure and the Navier-Stokes equations. Comm. Math.
Phys., 55(2):97-112, 1977.

Vladimir Scheffer. The Navier-Stokes equations in space dimension four. Comm. Math.
Phys., 61(1):41-68, 1978.

Vladimir Scheffer. The Navier-Stokes equations on a bounded domain. Comm. Math.
Phys., 73(1):1-42, 1980.

James Serrin. On the interior regularity of weak solutions of the Navier-Stokes equa-
tions. Arch. Rational Mech. Anal., 9:187-195, 1962.

James Serrin. The initial value problem for the Navier-Stokes equations. In Nonlinear
Problems (Proc. Sympos., Madison, Wis., 1962), pages 69-98. Univ. of Wisconsin
Press, Madison, Wis., 1963.

Alexis F. Vasseur. A new proof of partial regularity of solutions to Navier-Stokes
equations. NoDEA Nonlinear Differential Equations Appl., 14(5-6):753-785, 2007.
Alexis Vasseur. Higher derivatives estimate for the 3D Navier-Stokes equation. Ann.
Inst. H. Poincaré Anal. Non Linéaire, 27(5):1189-1204, 2010.

Jincheng Yang. Construction of Maximal Functions associated with Skewed Cylin-
ders Generated by Incompressible Flows and Applications. arXiv e-prints, page
arXiv:2008.05588, August 2020.

DEPARTMENT OF MATHEMATICS, THE UNIVERSITY OF TEXAS AT AUSTIN, 2515 SPEEDWAY STOP
C1200 AusTIN, TX 78712, USA
Email address: vasseur@math.utexas.edu

DEPARTMENT OF MATHEMATICS, THE UNIVERSITY OF TEXAS AT AUSTIN, 2515 SPEEDWAY STOP
C1200 AusTiN, TX 78712, USA
Email address: jcyang@math.utexas.edu



	1. Introduction
	2. Preliminary
	2.1. Maximal Function associated with Skewed Cylinders
	2.2. Lorentz Space
	2.3. Helmholtz decomposition

	3. Proof of the Main Results
	4. Local Study: Part One, Initial Energy
	4.1. Equations of v
	4.2. Energy Estimate
	4.3. Proof of Proposition 4.1

	5. Local Study: Part Two, De Giorgi Iteration
	5.1. Highest Order Nonlinear Term
	5.2. Lower Order Terms
	5.3. W Terms
	5.4. Proof of Proposition 5.1

	6. Local Study: Part Three, More Regularity
	6.1. Bound Vorticity in the Energy Space
	6.2. Bound Higher Derivatives in the Energy Space
	6.3. Proof of the Local Theorem

	Appendix A. Suitability of Solutions
	References

