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Abstract

The pairing of traditional multicore processors with accelerators of various
forms (e.g., graphics engines, reconfigurable logic) can be referred to gen-
erally as architecturally diverse systems. Our interest in this work is truly
diverse systems, in which more than one accelerator is used in the execution
of an application. These systems have the potential for substantial per-
formance gains relative to multicores alone; however, they pose significant
difficulties when it comes to application development.

In spite of these difficulties, the use of accelerators in high performance
computation, generally, has grown substantially over the past decade. This
is primarily due to a pair of forces. First, with the demise of Dennard scal-
ing, power has become a substantial limiting factor in systems development,
pushing computations to be more power efficient (a strength of many accel-
erators). Second, the application development environments for accelerators
have improved substantially in recent years.

We review the use of multiple, distinct accelerators deployed in a indi-
vidual system or, more to the point, used concurrently within an individual
application. We give a history of architecturally diverse systems that use
multiple accelerators, discuss the motivations for diversity in accelerators,
and describe the approaches that both system designers and application
developers have used to put accelerators to beneficial use.
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1. Introduction

The exploitation of Moore’s Law [1, 2] and Dennard Scaling [3, 4] has
enabled an unprecedented increase in computational capability over ap-
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proximately five decades. Smaller feature sizes in semiconductor technol-
ogy, combined with greater power efficiency associated with each transistor,
have resulted in a long stretch of time in which application performance
greatly improved simply by waiting for the next generation of processors to
be shipped.

No longer. Since the early 2000s, the clock rates of individual proces-
sors have stayed relatively constant, and improved performance has primar-
ily been due to a combination of speculative computation and parallelism.
Speculative computation has been used to increase the performance of in-
dividual processor cores, and the number of cores on a processor chip has
been expanding for over a decade.

In addition to the transition of traditional processors into multicores, the
past two decades have also seen the advent of accelerators, or architecturally
diverse systems. Here, a multicore processor is augmented with one or
more specialized computational resources. While most commonly graphics
engines or reconfigurable logic, other accelerators that have seen use include
digital signal processors and vector processors (e.g., Intel’s Xeon Phi).

Accelerators typically gain performance by exchanging generality for
specificity. While general purpose processor cores try to be very good at
everything, accelerators forego good performance on some computational
tasks so that they can excel on a more limited set of target tasks. They
accomplish this goal by specializing the computational data path, each in
their own specific way.

Graphics engines (or GPUs, graphics processing units) are now ubiqui-
tous in the Top500 supercomputer lists.1 Graphics engines trade off sin-
gle thread performance (i.e., minimum latency to execute a sequential set
of instructions) for greater computational throughput on multiple threads.
A single fetch-decode unit controls a collection of execution units, each of
which performs the same instruction on different data elements. This en-
ables the graphics engine to excel at regular dense matrix computations
(e.g., vector-matrix multiplication) and other compute problems for which
the same operation is to be performed on a large set of data.

In 2015, Mittal and Vetter [5] surveyed techniques for effective computa-
tion using a combination of multicores and graphics engines. They consider
systems in which the graphics engines are on a peripheral bus (typically
PCIe in modern systems) as well as fused systems (both compute resources
on a common chip).

1https://www.top500.org
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Reconfigurable logic (or FPGAs, field-programmable logic arrays) has
been around for a longer time than graphics engines, but it has only recently
come to be seen as a viable option for high performance computation. The
unique advantage of reconfigurable logic is that the actual structure of the
data path can be altered to match the needs of the specific computation at
hand.

Compton and Hauck [6] described the state of reconfigurable logic tar-
geting high performance computations back when the largest chips were
capable of about one million equivalent logic gates. Since then, capacities
have increased 100-fold. In addition, it is now common for reconfigurable
logic chips to also have some chip area dedicated to specific functions (e.g.,
memory, multipliers, etc.).

More recently, Trimberger [7] provides a retrospective on the first 30
years of reconfigurable logic technology, breaking it down into three “ages,”
which he calls invention, expansion, and accumulation. Escobar et al. [8]
provide a comprehensive analysis of the use of reconfigurable logic in high
performance computing. They extract features from families of high per-
formance computing applications and assess their suitability for hardware
implementation. Microsoft is now installing reconfigurable logic in its Azure
cloud systems [9].

In this paper, we are interested in exploring truly architecturally diverse
systems, by which we mean systems that include not just one, but two
(or potentially more) distinct accelerators. Most of these systems contain
both graphics engines and reconfigurable logic, in addition to the traditional
multicore that forms the base of the system.

Here, we review the use of multiple accelerators used to execute an in-
dividual application. We describe early efforts in this area and then con-
centrate on how system designers and application developers have utilized
multiple accelerators. Moving forward, what properties (of both the appli-
cation and the execution platform) are important in matching applications
to platforms, and how can we perform the appropriate deployments with
little or no explicit developer guidance.

The paper is organized as follows. Section 2 describes the early history
of multiple accelerator use (roughly defined as 2010 or before). Section 3
follows with a description of a number of machines that support multiple
accelerators, both early machines and more recent machines. Section 4
lists a number of applications that have used multiple accelerators in their
execution. Section 5 then describes development environments that target
multiple accelerator use, and Section 6 concludes and describes future work.
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2. Early History

Hardware acceleration of applications has a long history. In 1984, Blank [10]
published a survey of hardware accelerators used in computer-aided design
that described a set of special-purpose engines going back nearly 20 years
(the first being described in 1969 [11]). Blank describes accelerators for
logic simulation, design rule checking, placement, and routing. These are all
tasks that remain computationally expensive today, especially as designs of
digital systems have grown in size and complexity.

These accelerators were all dedicated hardware engines, capable only of
executing the specific application for which they were originally designed and
built. As a result, none of them were economically viable over any length
of time. During this time period, the march of technology (specifically the
combination of Moore’s Law and Dennard Scaling) quickly overcame any
functionality-limited design. It simply wasn’t long before general-purpose
machines became fast enough to eliminate the performance advantage that
was available via hardware specialization.

While the example given above is computer-aided design, there were sim-
ilar efforts in other domains (e.g., N-body simulations in astrophysics [12,
13], LISP machines [14, 15], Java machines [16, 17]), all of which suffered
a similar fate. A recent counterexample to this trend is the advent of cus-
tomized architectures applied to convolutional neural network computations,
e.g., the Tensor Processing Unit [18].

2.1. Comparing Different Accelerators

While dedicated purpose hardware acceleration has had limited success,
accelerators that can be repurposed to multiple applications have seen sub-
stantially more utilization. There has been a significant amount of work
dedicated to effectively using individual accelerators on a wide range of prob-
lems. Excellent reviews include those by Mittal and Vetter [5] for graphics
engines, Escobar et al. [8] for reconfigurable logic, and Brodtkorb et al. [19]
for three accelerators: graphics engines, reconfigurable logic, and Cell pro-
cessors. Chung et al. [20] provided a retrospective of the field in 2010.

Approximately a decade ago, there was a fair amount of research that
went into comparing one accelerator with another. The bulk of that work
compared graphics engines to reconfigurable logic on a wide range of appli-
cations and/or application kernels. Examples include dense matrix multipli-
cation [20, 21], sparse matrix-vector multiplication [22], Gaussian elimina-
tion [23], FFT [20], reduction [21], encryption [23], image processing [24, 25],
lithography simulation [26], pseudo-random number generation [21, 27, 28],
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N-body simulation [21], computational biology [23], and computational fi-
nance [20, 29].

Kapre and DeHon [30] compared the performance of graphics engines,
reconfigurable logic, and Cell processors on a circuit simulation application,
and Baker et al. [31] did the same exploring matched filter computations.
Application performance compared across graphics engines and Cell proces-
sors includes CT reconstruction [32] and partial differential equation simu-
lations [33].

Table 1 summarizes the majority of the reported results from these stud-
ies. The clear takeaway from this table is that there is no clear winner for
all of these applications which accelerator gives the greater performance. It
clearly depends on the properties of the application and the implementation.

Table 1: Performance comparisons for different accelerators on a variety of applications,
all reported between 2007 and 2010.

Application Ref.
Graphics Reconfig.

Notes
Engine Logic

matrix [20] 541 1,491 GFLOP/s
multiply [21] 120× 60× speedup vs. 1 core

reduction [21] 120× 80× speedup vs. 1 core

image [24] 100 600 frames/s
processing [25] 847 258 frames/s

lithography sim. [26] 8× 15× speedup vs. 1 core

pseudo-random [21] 90× 89× speedup vs. 1 core
number [27] 3 × 109 26 × 109 random numbers/s

generation [28] 14 × 109 44 × 109 random numbers/s

N-body sim. [21] 70× 5× speedup vs. 1 core

comp. [20] 10,756 7,800 Mopts/s
finance [29] 50× 162× speedup vs. 1 core

circuit sim. [30] 131× 182× speedup vs. 1 core

matched filter [31] 6× 2× speedup vs. 1 core

While which accelerator will win a head-to-head performance competi-
tion varies with application and implementation, a number of clear trends
are evident from the work described in this section. In particular, the three
types of compute engine (multicores, graphics engines, and reconfigurable
logic) each have their own strengths and weaknesses relative to the other
two. These can be briefly stated as follows:

• Multicores – Strengths: generality, application portability, ease of
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programmability. Weaknesses: lowest parallelism of the group, rigid
memory subsystem, low power efficiency.

• Graphics engines – Strengths: high parallelism (esp. for data par-
allel problems), high density of floating-point units, high throughput
memory (including coalescing). Weaknesses: rigid computational data
path, limited suitability for a variety of applications.

• Reconfigurable logic – Strengths: extremely high flexibility, suit-
ability for fine-grain parallelism, power efficiency. Weaknesses: diffi-
culty of programmability, lower clock rates (necessitating greater par-
allelism to achieve similar performance).

The end result, not surprisingly, is that a particular accelerator sees
performance benefits particularly when the needs of the application are a
match with the capabilities of the accelerator. E.g., high-volume floating-
point multiplications on regular data structures are well suited to a graphics
engine, while specialized bit-level manipulations are well suited to reconfig-
urable logic, in which the data path is customized the to specific needs of
the application.

While the above conclusions were based upon investigations completed
by 2010, they are still as true today as they were then.

2.2. First Use of Multiple Accelerators on a Common Problem

The first known (to this author) combination of a graphics engine and
reconfigurable logic used on a common problem was presented in two papers
by Kelmelis et al. [34, 35] in 2006. They used a pair of PCI cards (an
EM Photonics Celerity card with a Xilinx Virtex-II FPGA and an NVIDIA
GeForce 7800 GTX graphics card) to accelerate the execution of the finite-
difference time-domain (FDTD) simulation of electromagnetic waves [34]
and nanoscale devices [35]. In the electromagnetic wave simulation, the 2D
problem was solved using the graphics engine, exploiting its greater memory
bandwidth, while the 3D problem was solved using the reconfigurable logic,
building a custom cache. As such, this problem didn’t yet meet our interest
in using both accelerators on a common problem.

In [35], the authors describe what is believed to be the first ever use
of multicores, graphics engines, and reconfigurable logic to execute a single
application. In the problem partitioning, the graphics engine is responsible
for the mesh construction over the 3D space, which is a regular computation
that maps well onto the graphics engine’s data parallel pipelines. The recon-
figurable logic is responsible for performing the field-update computations,

6



which benefits from the custom cache designed to provide input data to the
field updates.

This combined machine was then used to execute a full-wave electromag-
netic circuit simulation in which the graphics engine was used for coefficient
calculations and matrix setup while the reconfigurable logic was responsible
for the iterative matrix solver.

2.3. Other Early Uses of Multiple Accelerators

A second example of simultaneous use of multiple accelerators was re-
ported by Yeung et al. [36] in 2008. The authors propose the use of the
map-reduce framework for heterogeneous systems, show the performance of
a number of benchmarks (e.g., Monte Carlo simulation, European options
pricing, cipher attack, N-body simulation) using each accelerator indepen-
dently, and then show performance with combined use of both the graphics
engine and the reconfigurable logic.

The third known example of using multiple accelerators on a common
problem is the deployment of a financial Monte Carlo simulation (a value-at-
risk computation) on graphics engines and reconfigurable logic by Singla et
al. [37], also described in 2008. The authors report a speedup of 74× relative
to an 8-core implementation, using an NVIDIA GeForce GTX 260 as the
graphics processor and a Xilinx Virtex-4 LX80 FPGA for the reconfigurable
logic. The processors are 2.2 GHz AMD Opterons.

In 2010, there were three publications that describe such deployments.
First, Tsoi and Luk [38] deployed an N-body simulation application on the
Axel cluster, a heterogeneous system in which each cluster node (out of 16
total) includes both reconfigurable logic and a graphics engine. The map-
reduce framework is used to deploy applications on the Axel system.

Second, Bauer et al. [39] deployed a video-based pedestrian detection
problem on a PC system that includes a graphics card and in which the
frame grabber board has an embedded reconfigurable logic chip. The recon-
figurable logic is responsible for feature extraction and the graphics engine
is responsible for classification (using a Gaussian kernel support vector ma-
chine).

Third, Tse et al. [40] deployed a pair of Monte Carlo simulation ap-
plications on a cluster with 8 Virtex-5 FPGAs and 8 Tesla C1060 GPUs.
Their asset simulation application achieved a speedup of 44× relative to a
16-node cluster of AMD quad-core 2.4 GHz multicores. Energy efficiency
improved almost 20-fold. A first for this paper was the investigation of var-
ious scheduling policies for assignment of work to the various accelerators.
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2.4. Early Machines and Development Environments

In addition to the Axel cluster [38] mentioned above, another early ma-
chine that included both graphics engines and reconfigurable logic is the
Quadro Plex (QP) [41] cluster at NCSA. The QP, deployed in 2007, was a
16 node cluster in which each compute node contained two dual-core 2.4 GHz
AMD Opterons, four NVIDIA Quadro FX 5600 graphics engines and one
Nallatech H101-PCIX reconfigurable logic accelerator card. While [41] de-
scribes several applications deployed on the cluster, they all appear to use
one accelerator or the other, but not both.

Kastl and Loimayr [42] described a machine designed to accelerate crypt-
analytic algorithms. However, in the initial publication the reconfigurable
logic was not operational and any application testing was limited to graphics
engine acceleration.

Early development environments include Auto-Pipe [43, 44] and Har-
mony [45]. Auto-Pipe was originally introduced in 2006 as an environment
for streaming applications supporting both traditional multicores and recon-
figurable logic [43], and was later extended to support graphics engines [44].
This was the environment used by Singla et al. [37].

The Harmony environment supports applications that have been de-
composed into computer kernels whose execution can be subject to explicit
control decisions [45]. As such, it has much in common with Auto-Pipe’s
streaming model, with a slightly richer set of topologies supported. While
the design of Harmony includes reconfigurable logic support, the experimen-
tal evaluation provided in [45] is limited to multicores and graphics engines.

The work described in this section was all published by 2010. In the
sections that follow, we will concentrate on research that has been published
since then.

3. Machines

The ability to physically construct a machine with multiple accelerators
has never really been in question. Frankly, they are straightforward to con-
struct using readily available commercial components. Figure 1 illustrates
the classic approach to such a design. Clusters of nodes of this style can be
readily constructed using either Ethernet or Infiniband as the communica-
tion technology.

In the figure, a multicore host is attached to a reconfigurable logic board
and to a graphics engine via the host’s I/O bus. Current systems use PCIe
as the I/O bus, however, most of the early systems described in the previous
section used PCI-X. Each of the elements of the machine (the multicore, the
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Figure 1: Individual node architecture for an multiple-accelerator system.

reconfigurable logic, and the graphics engine) has its own physical memory.
It is common for reconfigurable logic boards to have both SRAM and DRAM
on board. Since there is not, by default, a common address space that
encompasses all of these physical memories, data communications between
execution engines can be a significant issue both in application development
and performance. We will come back to this point later.

After the initial set of machines described in Section 2.4 above, a number
of additional machines have been designed, built, and deployed that support
multiple accelerators.

In 2012, the Chimera system was described [46]. It combined Intel mul-
ticores, NVIDIA Tesla C2070 graphics engines, and an Altera (now Intel)
Stratix-IV reconfigurable logic card using the motherboard’s PCIe bus. The
authors describe approaches to deploying a variety of applications on the
system. However, performance results are not provided.

A multiple accelerator cluster built at the Center for Development of Ad-
vanced Computing (C-DAC) in Bangalore, India, was described in 2014 [47].
Here, the authors adapted the StarPU development environment [48] to
support reconfigurable logic as well as simultaneous support of CUDA and
OpenCL in the same application. A Monte Carlo simulation application is
described, achieving a 22× speedup relative to a Xeon processor.

Also in 2014, Wu et al. [49] describe a heterogeneous compute platform
with multicores, graphics engines, and reconfigurable logic that has a focus
on power efficient computing. The authors explore four application exam-
ples, but similar to the QP machine, chose to exploit one accelerator type
or another, but not both simultaneously.

Proaño et al. [50] describe an open-source framework for integrating ac-

9



celerators into a cloud infrastructure. Their goal is to enable both graphics
engines and reconfigurable logic as compute resources in the Infrastructure
as a Service (IaaS) cloud service model. With AWS having already an-
nounced the availability of graphics engines in the cloud, the authors fo-
cused on exploring the issues associated with enabling the reconfigurable
logic. More recently, AWS has announced the availability of FPGA-enabled
nodes in their cloud infrastructure.

In 2015, Rethinagiri et al. [51] described a pair of computational plat-
forms that included both graphics engines and reconfigurable logic. One was
targeting high-performance computing (HPC) applications and the other
was targeting high-performance embedded (HPE) applications. In both
cases, their interest was a combination of performance and energy efficiency.
Table 2 gives the particulars of the two platforms (extracted from Table I
of [51]).

Table 2: Specifications for HPC and HPE platforms [51].

Domain Engine Specification Communication

HPC
cores Intel Xeon E5-2634 Gen3 ×16
GPU NVIDIA Telsa K40 Gen3 ×16

FPGA Xilinx Virtex-7 VC709 Gen3 ×8

HPE
cores and GPU NVIDIA Jetson TK1 Gen2 ×1

cores and FPGA Xilinx Zynq-7015 Gen2 ×4

The authors give performance results and energy efficiency for five appli-
cations across the pair of machines: computed tomography, face recognition,
video coding, character recognition, and motion tracking.

The SuperDragon system [52] contains 64 nodes, each of which is com-
prised of an Intel Westmere processor, an NVIDIA Tesla C2050 graphics
engine, and a pair of Xilinx FPGAs (an XC5VLX330-1 for computation and
an XC5VLX70T for control and communications management), connected
by PCIe. The 64 nodes communicate via an Infiniband network. The au-
thors use a Cryo-electron microscopy application to explore various mapping
options for assigning work to the different accelerators.

Segal and Margala [53] describe a system constructed using commodity
cloud nodes (from AWS) and a locally deployed node containing a recon-
figurable logic card. They used the SparkCL framework [54], which adds
accelerator support to Apache Spark, to deploy an N-body simulation. They
conclude that which accelerator gives the best performance depends in part
on the dynamics of the particle interactions in the N-body simulation.
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This latter point is worth reinforcing. Not only does the application
algorithm impact what type of accelerator gives the best performance, for
many problems the nature of the input data can also influence this result.
In many cases, it might very well be impractical to know, for certain, which
accelerator is to be preferred prior to the actual execution. This leaves the
door open for adaptive approaches to be effective.

Finally, in 2016 Contassot-Vivier and Vialle [55] described a pair of ma-
chines that contain both an NVIDIA graphics engine and also a Xeon Phi.
This is the first known combination of these two accelerators in a single ma-
chine. The authors give performance data for a Jacobi relaxation application
on each of these two machines. They report that effective management of
communications (between host and accelerators) is essential to achieving
good performance on this type of machine.

4. Applications

The vast majority of the applications that have been deployed on more
than one accelerator have combined graphics engines and reconfigurable logic
as the two types of accelerator. Tables 3 and 4 summarize the literature for
these applications, indicating the application itself, the year of publication
(including the citation), and various notes about the specific implementa-
tion. Particularly, for each application it is indicated whether (or not) the
application assigns distinct functions to the two different accelerator types,
and also whether (or not) the map-reduce programming model is used as
part of the implementation.

A large fraction of the applications listed partition the workload across
distinct functions. Out of 41 total applications, 29 (or about 70%) divide the
application in this way. These decisions on the part of the application devel-
opers reflect the reality that the different accelerators have distinct strengths
and weaknesses, and different portions of the application can differently take
advantage of those strengths and/or ameliorate the weaknesses.

An example of partitioning the workload based on the distinct functions
to be performed is described by Danczul et al. [56]. The authors are at-
tempting a brute force attack on the password for a set of PDF encrypted
files. This requires both MD5 hash computations as well as RC4 stream
cypher computations. They assign the MD5 hashes to the graphics engines,
in part due to its limited memory requirements, and assign the RC4 com-
putations to the reconfigurable logic (in which the memory requirements of
the RC4 algorithm can be accommodated efficiently).
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Table 3: Applications deployed on multiple accelerators.

Application Ref. Year Notes

EM sim [35] 2006 First known example∗

Monte
Carlo
simulation

[36] 2008 European options pricing†

[37] 2008 Financial value-at-risk computation∗

[40] 2010 Asian options and generalized asset pricing
[47] 2014 Computation of π∗

N-body
simulation

[36] 2008 Dynamic workload distribution†

[38] 2010 Introduced Axel cluster†

[53] 2016 AWS GPUs plus local FPGA

crypto
[36] 2008 Brute force key search†

[56] 2013 Password search for PDF documents∗

machine
learning

[39] 2010 Pedestrian detection∗

[57] 2018 Character recognition∗

vision
[58] 2011 Stereo 3D video production∗

[59] 2014 Hand tracking∗

[51] 2015 Video coding and motion tracking∗

medical
imaging

[60] 2012 Includes both static and dynamic assignment∗

[61] 2012 Cardiac mapping
[62] 2013 Transmural electrophysiological imaging∗

[51] 2015 Cone beam computed tomography∗

[52] 2015 Cryo-electron microscopy
[63] 2018 Ultrasonic imaging∗

signal and
image
processing

[64] 2013 Pedestrian recognition∗

[51] 2015 Face recognition and character recognition∗

[65] 2015 Real-time RF localization
[66] 2016 Data acquisition for experimental physics∗

[67] 2018 Add dynamic function distribution to above∗

[68] 2018 Increase frame rate to 9000 frames/s∗

astronomy [69] 2014 Radio antenna cross-correlation∗

comp bio

[70] 2014 Protein-protein sequence alignment∗

[71] 2016 Genome-wide association studies∗

[72] 2017 Genome-wide interaction studies∗

[73] 2019 Computation of gene-gene interactions∗

∗Assigns distinct functions to the two accelerators. †Utilizes map-reduce.
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Table 4: Applications deployed on multiple accelerators (cont.).

Application Ref. Year Notes

data
acquisition

[74] 2016 Linear accelerator∗

[75] 2017 Trigger systems for Large Hadron Collider∗

[76] 2018 3D waveform oscilloscope
[77] 2019 Linear accelerator∗

driving
[78] 2017 Driver assistance (lane detection)
[79] 2018 Autonomous vehicle computations∗

∗Assigns distinct functions to the two accelerators. †Utilizes map-reduce.

In a large fraction of the implementations where the workload is divided
by function onto each accelerator, the computation is organized as a pipeline.
Data flows into one accelerator, the portion of the work assigned to that
accelerator is performed, the output of that pipeline stage then flows into the
other accelerator, where the portion of the work assigned to that accelerator
is performed.

Sb̂ırlea et al. [60] extend this to general dataflow graphs, supporting
a richer set of topologies than just a simple pipeline. The authors also
incorporate the ability to support a work stealing scheduler across execution
platforms.

A clear benefit of the map-reduce paradigm is that it is relatively straight-
forward to express the computational parallelism available in an algorithm
using this approach. Several applications took advantage of this (4 of 41,
or about 10% of those listed). In addition, it can also support the dynamic
assignment of workload across the available computational resources, illus-
trated as early as 2008 by Yeung et al. [36]. This approach, however, has
not been used for recent deployments, likely due to its inability to effec-
tively exploit the particular advantages of each accelerator. If the workload
is uniform, it stands to reason that a uniform architecture is the preferred
deployment option.

For the set of Monte Carlo simulations listed in the table, four of the five
problems attempted ([40] includes two) are some form of financial compu-
tation. This hints at the strong interest in accelerated computation on the
part of the financial industry.

Any time multiple compute resources are used in an application, there
is the potential for data movement between those resources to be a perfor-
mance bottleneck. Bittner et al. [59] demonstrate direct graphics engine to
reconfigurable logic DMA data transfers over PCIe, avoiding a copy to/from
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the host memory. Ammendola et al. [80] also exploit a combination of FP-
GAs and graphics engines; however, the FPGAs are not used for application
functionality but instead are used to implement GPU to GPU communica-
tions.

In the past decade, there has been a continuation of the research that
seeks to compare one accelerator type with another. Examples of this that
compare reconfigurable logic with graphics engines include: scientific com-
putations [81], compressed sensing and Cholesky decomposition [82], sliding-
window computations [83], de novo assembly (in computational biology) [84],
erasure coding [85], database join [86], and data integration [87]. The quanti-
tative performance comparisons for these experiments are shown in Table 5.
Carabaño et al. [88] compare energy efficiency, performance, and productiv-
ity across accelerators, and Véstias and Neto [89] explore accelerator trends,
particularly as they impact both peak performance and sustained perfor-
mance. O’Neal and Brisk [90] provide predictive models for each of the
constituent computational engines: multicores, graphics engines, and recon-
figurable logic, quantifying both performance and power consumption.

Table 5: Performance comparisons for graphics engines and reconfigurable logic, reported
since 2010.

Application Ref.
Graphics Reconfig.

Notes
Engine Logic

Quantum MC
[81] 50 × 106 90 × 106 interactions/s

simulation

Cholesky
[82] 38× 15× speedup vs. 1 core

decomposition

image convolution [83] 20 40 frames/s

genome alignment [84] 13× 115× speedup vs. 1 core

erasure coding [85] 3.9 1.2 GB/s throughput

database join [86] 127 70 µs for 8192 elements

bio data conversion [87] 5.3 15.3 GB/s throughput

ML data conversion [87] 6.2 1.8 GB/s throughput

A number of investigations have concluded that which accelerator is
preferred often depends upon the properties of the input data. Examples
of applications for which this is true include: linear algebra [91, 92], sparse
matrix multiplication [93], and vision [94]. In general, the conclusions drawn
in the previous decade (see Section 2.1) still hold for this work as well.

Graphics engines and reconfigurable logic are not the only accelerators
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available, however. An investigation that included the Cell in the mix imple-
mented a biological sequence alignment problem [95]. Work comparing the
Cell with graphics engines (but not including reconfigurable logic) includes
problems such as wavelet transforms [96], Bayesian analysis in bioinformat-
ics [97], molecular dynamics [97], and the TPC decision support bench-
mark [97].

Research that compares graphics engines, reconfigurable logic and the
Xeon Phi include an investigation of sparse matrix multiplication [93] as
well as the development of predictive models for power and energy for all
three execution platforms [98]. Dropping reconfigurable logic from the com-
parison yields the following application investigations: Ising model simula-
tion [99], microscopy [100], quantum chemistry [101], quantum many-body
simulations [102], and Jacobi relaxation [55]. Performance data from some
of the above systems is presented in Table 6. As is the case for the previous
comparisons, which accelerator has better performance is again a function
of the properties of the application itself. Productivity, performance, and
energy quantification is pursued by Memeti et al. [103].

Table 6: Performance comparisons for graphics engines and Xeon Phi.

Application Ref.
Graphics Xeon

Notes
Engine Phi

sparse matrix
[93] 60 59 Gflops/s

multiply

Ising model
[99] 3.72 7.03 ns/spin for L128 lattice

simulation

Jacobi relaxation [55] 4.96 3.02 speedup vs. 1 core

We next turn our focus away from individual applications, and focus
instead on the development environments that enable these applications to
be designed, implemented, deployed, tested, and executed.

5. Development Tools

The general responsibilities associated with application development tools
can be quite broad. First, they might assist in the expression of the compu-
tation to be executed (either by supporting one or more languages or intro-
ducing a potentially new language). Second, they might assist the execution
of the application, often through resource management and/or scheduling.
We will consider each of these in turn.
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5.1. Expression of the Application’s Computation

Here we are interested in tools that help the application developer ex-
press the computation that is to be performed. Essentially, what must
the programmer say to enable the execution platform to do what is desired.
Traditionally, application expression using even a single accelerator has been
somewhat difficult (e.g., requiring the use of low-level languages like Verilog
and/or VHDL for reconfigurable logic design), and the addition of a second
accelerator with potentially vastly different properties does nothing to make
the task any easier.

Probably the easiest place to make progress on this front is the develop-
ment of libraries. By encapsulating either a portion of the computation or
some support function in a library, the application developer is relieved of
the responsibility to implement that functionality.

As a first example, Thoma et al. [104] describe a framework for sup-
porting accelerator to accelerator communications (specifically supporting
data transfers between GPUs and FPGAs). In particular, PCIe transfers
are made directly, device-to-device, without data being copied into the main
memory of the multicore host.

For a second example, Moore et al. [105] describe an implementation of
the VSIPL++ signal processing library that supports both graphics engines
and reconfigurable logic. The same source code can be used on a multicore
as well as exploit available accelerators.

As a third example, Zhu et al. [106] present CNNLab, a framework for
neural network implementations that supports both graphics engines and
reconfigurable logic. Each layer of the model is prescribed via an API.

For reconfigurable logic on the Zynq SoC, Xilinx supports the use of
Python on the embedded processor core for coordination and library invoca-
tion (with the instantiation of the library functionality on the reconfigurable
logic fabric).

Finally, Abalenkovs et al. [107] explore the performance of libraries for
dense linear algebra deployed on multicores, graphics engines, and the Intel
Xeon Phi.

As a next step in the direction of simplifying application development,
several groups have used what are, in effect, coordination languages. Here,
the individual portions of the overall computation that is to be performed
on an accelerator is programmed using native tools for that accelerator. A
coordination language is then used to stitch the whole application together.

Examples of this approach include the Auto-Pipe system, which origi-
nally supported just multicores and reconfigurable logic [43], but was later
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expanded to include graphics engines [44]; the Axel cluster [38], which ini-
tially used the map-reduce framework for coordination, extended later to
richer coordination capabilities [108]; and a data-flow coordination model
called Concurrent Collections [60].

All of the approaches discussed so far still require some amount of the
application to be developed in the low-level languages supported by the ac-
celerators (a particularly problematic issue for reconfigurable logic). With
the availability of OpenCL as a potential common language, Ahmed [109]
built the necessary infrastructure to enable a single OpenCL application to
exploit both graphics engines and reconfigurable logic for a common appli-
cation. The Liquid Metal project [110] at IBM introduced a new language,
Lime, a Java-compatible object-oriented language, that can be compiled for
and executed on both graphics engines and reconfigurable logic. In these
systems, the reconfigurable logic is expressed in a high-level language (either
OpenCL or Lime, respectively) and a high-level synthesis process is used to
convert the source code into the gate-level designs necessary for deployment
on reconfigurable logic.

Most research into application development languages and systems for
accelerators has focused on one accelerator. When the target is a graphics
engine, by far the most common two languages are CUDA and OpenCL.
CUDA, being proprietary, is limited to NVIDIA graphics engines, while
OpenCL, as an open standard, can be used across a much wider set of
manufacturers’ platforms.

Both CUDA and OpenCL are primarily used to express data paral-
lelism when targeting graphics engines, particularly regular computations
on densely packed data structures. The MERCATOR system [111] attempts
to widen the scope of applicability to irregular computations, such as ma-
nipulation of sparse data. While CUDA has been almost exclusively used
for graphics engines, FCUDA [112] is a system that does a source-to-source
translation of CUDA code to C (suitable for high-level synthesis), enabling
CUDA applications to be deployed on reconfigurable logic.

OpenACC is a directive-based approach to application expression, used
initially for graphics engines, that has been adapted to support FPGAs [113]
via source-to-source translation into OpenCL.

While historically the only way to realize efficient and performant appli-
cations on reconfigurable logic was to use a hardware description language
(such as Verilog or VHDL), there are now a number of options for high-level
synthesis tools that enable application expression at a level of abstraction
much closer to that used in graphics engines or traditional processor cores.
OpenCL as a source language has already been mentioned above. Many oth-
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ers are based on C/C++ or a subset thereof. Table 7 summarizes many of
these tools, and Nane et al. [114] provide a broader survey of FPGA-specific
tools. These high-level synthesis tools are now quite effective in practice,
delivering reasonable performance with design effort comparable to graphics
engine application development [115, 116, 117].

Table 7: Tools for application expression on accelerators.

Tool Ref. License
Input Deployment

Language(s) Target(s)

Auto-Pipe [44] academic VHDL,CUDA FPGA,GPU

Liquid Metal [110] commercial Lime FPGA,GPU

OpenACC [113] academic C/C++ FPGA,GPU

NVIDIA CUDA [118] commercial CUDA GPU

MERCATOR [111] academic CUDA GPU

DWARV [119] academic C FPGA

FCUDA [112] academic CUDA FPGA

Intel HLS commercial C/C++/OpenCL FPGA

LegUp [120] academic C FPGA

Maxeler [121] commercial MaxJ FPGA

ROCCC [122] academic C FPGA

Vivado HLS commercial C/C++/OpenCL FPGA

While high-level synthesis can be extremely beneficial in terms of en-
abling application developers to author their codes at a higher level of
abstraction than was previously available, they are not without continu-
ing issues. Cabrera and Chamberlain [116] recently investigated the im-
plications of adjusting design parameters in OpenCL implementations of
the Needleman-Wunsch biosequence alignment algorithm targeting recon-
figurable logic. They reported performance variability on an Intel FPGA of
over 100× across different parameter configurations. Knowing how to tune
the implementation is clearly crucial to achieving good performance.

Productivity, performance, and energy quantification is pursued by Memeti
et al. [103] for languages that can be deployed to graphics engines and the
Xeon Phi. Their work compared OpenCL, OpenACC, OpenMP, and CUDA.
They developed a developer productivity measure that quantifies the frac-
tion of code lines required for parallelization. Two things they conclude
are: (1) human factors are quite important (a fact well known in software
development circles), and (2) OpenMP generally requires less programmer
effort that the other approaches.

18



The European EXTRA project has investigated the issue of design space
exploration for reconfigurable systems [123, 124]. The focus of this project
has been reconfigurability at a courser granularity than traditional FPGAs
(e.g., CGRAs, or course grained reconfigurable arrays), although the exper-
imental deployments include FPGAs. A unique feature of this project is the
explicit consideration of the need for effective reconfigurability, i.e., what is
deployed on the accelerator will vary either during the execution of the ap-
plication or between applications. A wide number of applications have been
implemented [125, 126, 127], as well as domain specific language approaches
to application expression [128, 129].

The take-home message from all of this is that if one’s goal is to develop
applications that can be deployed across both graphics engines and reconfig-
urable logic, one of the OpenCL variants (from Intel or Xilinx) is the most
appropriate choice. They both employ knowledge gained from the various
academic efforts, and have matured into well-supported commercial tools.

5.2. Managing the Application’s Execution

Given the ability to deploy various components of a problem onto dis-
tinct accelerators, Liu and Luk [130, 131] provided an early study of how
one should allocate problem components onto execution resources that in-
clude graphics engines and reconfigurable logic. They explored three met-
rics: performance, energy efficiency, and temperature. This was expanded
by Spacey et al. [132] to describe a formal model for partitioning tasks across
distributed hardware components. Their experimental work was performed
on the Axel cluster [38], but was limited to multicores and reconfigurable
logic, not including the graphics engines. Lösch and Platzner [133] present
reMinMin, a scheduling technique that is focused on optimizing the total
energy for a set of tasks executed across multicores, graphics engines, and
reconfigurable logic. They report experimental results for four applications,
with the heuristic scheduling algorithm coming within 2% of optimum in all
cases that were investigated.

Kicherer et al. [134] come at the problem from a completely different
perspective. They are interested in the circumstance where an application
is to be executed on any number of different hardware platforms, some of
which include accelerators and some not. They describe an approach to
enable these applications to be seamlessly portable, taking advantage of
accelerators when present, but still executing correctly when not present.

The above partitioning and mapping approaches result in static assign-
ments. There has also been some work in the area of dynamic approaches.
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Bogdański et al. [135] use on-line machine learning techniques to dynami-
cally adjust the computation as it proceeds. Karia and Lopez [136] provide
a comprehensive overview of prior work in scheduling for heterogeneous sys-
tem, and then propose their own, Alternative Processor within Threshold,
to address some of the issues present in the prior work. Both of these groups
used simulation of a multiple accelerator system for their quantitative eval-
uation.

Belviranli et al. [137] schedule loop iterations dynamically, resizing blocks
as needed to prevent underutilization and load imbalance. Bolchini et
al. [138] describe an approach that dedicates some of the computational
resources to dynamic measurement of the current performance, feeding that
information back into the scheduling decisions, effectively making the sys-
tem self-adaptive. Both of the above groups evaluate their approaches on
a pair of systems, one containing graphics engines and the other contain-
ing reconfigurable logic, but don’t include a machine that contains both
accelerators.

An approach that addresses both the issues of application expression and
application execution is EngineCL [139]. EngineCL is a high-level framework
that provides load balancing across devices that are authored in OpenCL. An
experimental comparison of static versus dynamic load balancing approaches
yields strong evidence for the improvements that are realizable with dynamic
scheduling.

6. Conclusions and Future Directions

6.1. Conclusions

Over the past 15 years, there has been a growing interest in the use
of multiple accelerators on individual applications, the utilization of truly
architecturally diverse systems. The reasons for this are many, but the
dominant consideration is that the benefits achievable through acceleration
are strongly dependent upon the properties of the application as well as the
properties of the implementation.

Since applications are far from monolithic, by exploiting a different ac-
celerator for different parts of an application, one can achieve better results
overall than if the accelerator choice is limited to just a single option.

The vast majority of recently developed applications that exploit multi-
ple accelerators deploy different portions of the application to distinct accel-
erators. Portions of the application that work well on reconfigurable logic
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are deployed on reconfigurable logic, and portions that work well on graph-
ics engines are deployed on graphics engines. This is not surprising, as each
computational platform has its own unique strengths and weaknesses.

While performance is still the dominant figure of merit, there is increas-
ing interest in energy consumption and/or energy efficiency as an important
consideration in how one wishes to deploy an application in production use.
Accelerators often provide strong advantages in this circumstance, further-
ing the interest in their use.

6.2. Future Directions

As an application developer with over a decade of experience using archi-
tecturally diverse systems, there are a pair of things this author would like
to see achieved in the future. Both items directly relate to the development
tools available to authors of applications.

First, the compiler technology, especially for reconfigurable logic, re-
mains woefully behind the capabilities of compilers for traditional software
systems. Even things such as the degree of loop unrolling, which happens
regularly and invisibly in software compilers, must be explicitly specified by
the developer for high-level synthesis.

The reason that parameters such as loop unrolling degree are exposed to
application developers is that we don’t yet understand the implications of
the various choices prior to deployment and empirical measurement. In the
software world, the compiler has a reasonably well understood model of the
implications of code generation choices that it makes. This is simply not yet
the case in the domain of high-level synthesis for reconfigurable logic.

Second, debugging tools are simply in their infancy. Today, an applica-
tion developer must use separate tools that are designed for the individual
accelerator(s) in use. At the very least, they have different user interfaces
and modes of operation. More seriously, the visibility that they provide into
the operations of the application (especially those internal to an accelerator)
are quite deficient.

While there is clearly need for additional work, the fundamental forces
that make truly architecturally diverse systems attractive are only getting
stronger. Dennard Scaling has essentially halted, and Moore’s Law is slowing
down. Architectural diversity is one of the more promising approaches to
addressing the challenges inherent in this modern reality.
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