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ABSTRACT. We describe a computation of rational points on genus 3 hyperelliptic curves C
defined over Q whose Jacobians have Mordell-Weil rank 1. Using the method of Chabauty
and Coleman, we present and implement an algorithm in SageMath to compute the zero
locus of two Coleman integrals and analyze the finite set of points cut out by the vanishing
of these integrals. We run the algorithm on approximately 17,000 curves from a forthcoming
database of genus 3 hyperelliptic curves and discuss some interesting examples where the
zero set includes global points not found in C(Q).

1. INTRODUCTION

Let C be a non-singular curve over Q of genus g. In the case where g =0 or g =1, C
has extra structure given by the fact that if C(Q) is non-empty, then C' is rational (if g = 0)
or C' is an elliptic curve (if ¢ = 1). In these cases, computing the set of rational points is
either trivial by the Hasse Principle, or highly non-trivial in the case of elliptic curves. In
the latter case the rational points form a finitely generated abelian group. Methods specific
to this case exist for computing upper bounds on the rank of C'(Q), and the possibilities
for the torsion subgroup of C'(Q) are completely understood by the work of Mazur | ,

Theorem §].
On the other hand, if g > 2, then C'is of general type, and the Mordell conjecture, proved
by Faltings in 1983 | |, implies that C'(Q) is finite. Our main motivation is to compute

C(Q) explicitly in this case. We will focus our attention on hyperelliptic curves of genus 3
such that the group of rational points of the Jacobian of C' has Mordell-Weil rank » = 1. This
falls into the special case where r < g which was considered by Chabauty in 1941 | ],
and techniques developed by Coleman in the 1980s allow us to use p-adic integration to
bound, and often, in practice, actually compute the set of rational points | , .
In addition to these methods, we will also use the algorithm of Balakrishnan, Bradshaw,
and Kedlaya | | and its implementation in SageMath | | to explicitly compute
the relevant Coleman integrals by computing analytic continuation of Frobenius on curves.
Nonetheless, we note that the algorithms presented in this article (see Section 3) have not
been implemented previously by other authors or carried out on a large collection of curves.
(See, however, | | for related work in genus 2.) Our code is available at | .
We consider the case of genus 3 hyperelliptic curves for two reasons:
(1) When g = 3, we can impose the condition that 0 < r < g — 1, i.e. r = 1, which, by a
dimension argument, makes the method more effective. Indeed, in this case, the set
C(Q) is contained in the intersection of the zero sets of the integrals of two linearly
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independent regular 1-forms on the base-change of C' to Q,,, where p is any odd prime
of good reduction.

(2) When g = 2, the Jacobian of C' is a surface, and its geometry and arithmetic is
better understood. In particular, methods developed by Cassels and Flynn have
been implemented by Stoll in Magma to make the computations needed much more
efficient. More precisely, in this case, one can simplify the algorithm further by
working with the quotient of the Jacobian by (+1), which is a quartic surface in P3,
known as the Kummer surface. In order to make the search of rational points more
effective, the Chabauty method can also be combined with the Mordell-Weil sieve,
which uses information at different primes (see also | D-

We begin with an overview of the Chabauty—Coleman method and explicit Coleman inte-
gration in Section 2. In Section 3, we present an algorithm to find a finite set of p-adic points
containing the rational points of a hyperelliptic curve' C'/Q of genus 3 that admits an odd
model and whose Jacobian J has rank 1. We fix a prime p and work under the assumption
that we know a Q-rational point whose image in the Jacobian has infinite order (here the
embedding of C into J is via a chosen base point co). Besides Q-rational points, the output
will include all points in C(Q,) which are in the pre-image of the p-adic closure of J(Q) in

J(Qp).
We then proceed to run our code on a list of relevant curves taken from the forthcoming
database of genus 3 hyperelliptic curves | |. Our list consists of 16,977 curves, and we

separately do a point search in Magma to find all Q-rational points whose z-coordinates with
respect to a fixed integral affine model have naive height at most 10° (cf. Section 4). Our
Chabauty—Coleman computations then show that there are no QQ-rational points of larger
height on any of these curves.

In some cases, our algorithm outputs points in C(Q,)\C(Q). Besides Q,-rational (but non-
Q-rational) Weierstrass points, on 75 curves we find that the local point is the localization of
a point P € C'(K) where K is a quadratic field in which the prime p splits. In all these cases,
we are able to explain why these points appear in the zero locus that we are studying. The
following three scenarios occur, and we discuss representative examples of each in Section 4:

e Case 1: It may happen that [P — oo] is a torsion point in the Jacobian (see Example
4.1). In this case, the integral of any 1-form would vanish between oo and P.

e Case 2: Asin Example 4.2, it may happen that some multiple of the image of [P — o0]
in the Jacobian actually belongs to J(Q): the vanishing here follows by linearity in
the endpoints of integration.

e Case 3: The Jacobian J may decompose over Q as a product of an elliptic curve
and an abelian surface. Then if the subgroup H generated by J(Q) and the point
[P — 00| comes from the elliptic curve, the dimension of the p-adic closure of H in
J(Q,) must be equal to 1, even if [P — oo] is a point of infinite order (see Example
4.3).

We conclude in Section 4.2 by describing some follow-up computations in Cases 1 and 2 in
light of Stoll’s Strong Chabauty Conjecture.

I'We focus on hyperelliptic curves defined over Q because SageMath has an implementation of Coleman
integration precisely for odd degree hyperelliptic curves given by a monic equation defined over Z, for odd
primes p of good reduction.

2



Acknowledgements. The first author is supported in part by NSF grant DMS-1702196,
the Clare Boothe Luce Professorship (Henry Luce Foundation), and Simons Foundation
grant #550023. The second author is supported by EPSRC and by Balliol College through
a Balliol Dervorguilla scholarship. The third author was supported by a Conacyt fellowship.
The fourth author is supported by NSF grant DMS-1352598.

This project began at “WIN4: Women in Numbers 4,” and we are grateful to the confer-
ence organizers for facilitating this collaboration. We further acknowledge the hospitality
and support provided by the Banff International Research Station. We thank the Simons
Collaboration on Arithmetic Geometry, Number Theory, and Computation for providing
computational resources, and we are grateful to Alexander Best, Raymond van Bommel,
Bjorn Poonen, Michael Stoll, Andrew Sutherland, and Felipe Voloch for helpful conversa-
tions. Finally, we would also like to thank the anonymous referee for their careful work,
which resulted in a number of improvements to the article.

2. THE CHABAUTY-COLEMAN METHOD AND COLEMAN INTEGRATION

In this section, we review the Chabauty—Coleman method, used to compute rational points
in our main algorithm. For further details, see Section 3. We also give a brief overview of
explicit Coleman integration on hyperelliptic curves.

2.1. Chabauty—Coleman method. Let C be a smooth, projective curve over the rationals
of genus at least 2. By the work of Faltings | |, we know C(Q) to be finite, but Faltings’
proof does not explicitly yield the set C'(Q). However, before the work of Faltings, Chabauty
considered the following set-up. Let p be a prime and P € C'(Q). Consider the embedding

tp: C—J
Q—[Q— P
Then let J(Q) denote the p-adic closure of J(Q) and define

C(Qp) NJ(Q) == tp(C(Qp)) N J(Q).

Chabauty proved the following case of Mordell’s conjecture:

Theorem 2.1 (| ). Let C/Q be a curve of genus g > 2 such that the Mordell-Weil

rank of the Jacobian J of C' over Q is less than g, and let p be a prime. Then C(Q,)NJ(Q)
is finite.

Chabauty’s result was later re-interpreted and made effective by Coleman, who showed
the following;:

Theorem 2.2 (| ). Let C be as above and suppose that p is a prime of good reduction
for C. If p > 2g, then

#C(Q) < #C(Fp) +29 — 2.

To obtain an explicit upper bound on the size of C'(Q,)NJ(Q), and hence C'(Q), Coleman
used his theory of p-adic integration on curves to construct p-adic integrals of 1-forms on
J(Q,) that vanish on J(Q) and restrict them to C(Q,). Here, we follow the exposition in

[ | in defining the Coleman integral.
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Letwy € H(Jg,, "), and let A, be the unique analytic homomorphism A, : J(Q,) — @,
such that its derivative d(\,,) is exactly wy (cf. | , §3 and §4| and | , §4.1]).
Consider the map

v H(Jg,, Q) — H%(Cg,, Q")
induced by ¢p. Observe that (* is an isomorphism of vector spaces which is independent of
the choice of P € C(Q,) | , Proposition 2.2].

Define w := ¢*(wy) to be the corresponding differential on C. On the Jacobian we have

the natural pairing

A: H(Jg,, ") x J(Q,) = Q,

R
(wy, R) = Ao, (R) =: /0 wy.

Note that since \,, is a homomorphism, it vanishes on J(Q,)iors. Now given P, Q) € C(Q,)

we define
Q- P]
[

hence for a fixed point P € C(Q,) and w € H°(Cg,, Ql) we get a function \, p: C(Q,) — Q,

with -7
/ v —/ — (@ - P)).

We now restrict to the case where g = ¢(C) = 3 and r = rank J(Q) = 1, in which case
g —r = 2. The exposition below can be generahzed whenever r < g. Let

Ann(J(Q)) := {wJ € H(Jg,, Q") : A, (R) = /0 wy=0forall R e J(Q)} :

This is a 2-dimensional @,-vector space because there is an w; € H°(Jg,, ") such that A,
is non-trivial on J(Q) since J(Q) is not torsion (cf. | , Proposition 3.1]). Hence there
exist two linearly independent differentials a7, 8, € H°(Jg,, ") such that

Aa,(R) = Ag,(R) =0 forall R € J(Q).

Let D be a Q-rational divisor on C of degree r, and consider the map ¢p: C' — J such
that @ — [r@Q — D]. Define

Au,p(Q) 1= Ay, 01p(Q) = A, ([rQ — D).
Consider the set
Z={Q e C(Q,) : \yp(Q) =0 for all w € Ann(J(Q))}
= ker(A,p) Nker(Ag p).

The upshot is that this set Z contains the rational points C'(Q) by construction. Moreover,
while a priori we have defined Z in terms of D, it is actually independent of the choice of D
[ , §1.6].

The above discussion indicates how we would handle the case when our hyperelliptic curve
has an even degree model. However, since we restrict our attention to hyperelliptic curves
C' with an odd degree model, we are guaranteed a rational point co € C'(Q) and we use
D = oco. Hence, we have two Q,-valued functions A\, o0, Ag.co 001 C(Q,) whose common zeros
capture the rational points of C.

(2.1)
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2.2. Computing Coleman integrals. In order to compute Z, we need a way to evaluate
fgw for an arbitrary w € H%(Cg,,") and arbitrary P,Q € C(Q,). Suppose that p is a

prime of good reduction for C' and let C' be the reduction of C' modulo p, i.e. the special
fiber of a minimal regular proper model of C' over Z,. Then there exists a natural reduction
map C(Q,) — C(F,). Define a residue disk to be a fiber of the reduction map. To compute

f p w, we now consider two cases: either P and @ lie in the same residue disk, or they do
not.

2.2.1. Coleman integral within o residue disk. Let P € C(Q,). By a local coordinate for P
we mean a rational function ¢ € Q,(C') such that

(1) t is a uniformizer at P; and
(2) the reduction of t to a rational function for C' is a uniformizer at P.

Hence, a local coordinate t at P establishes a bijection

pZ, < {Q € C(Q,) : Q = P}
t > (x(t),y(1)),
where x(t),y(t) are Laurent series and (z(0),y(0)) = P.
Suppose now that w € H O(C’Qp, Q1) is normalized by an element of Q, in such a way that

its reduction modulo p exists and is not identically zero. We will often use the fact that the
expansion of w in terms of ¢ has the form w(t)dt, for some w(t) € Z,[[t]] converging on the

entire residue disk. Hence, if Q = P, we can compute / ](;2 w by formally integrating a power

series in the local coordinate ¢ (| , Lemma 7.2|). Such definite integrals are referred to
as tiny integrals.
A local coordinate at a given point P € C(Q,) can be found using | , Algorithms

2-4|. In particular,
(1) If y(P) # 0, then z(t) = t+x(P) and y(t) is the unique solution to y* = f(z(t)) such
that y(0) = y(P).
(2) If y(P) = 0 and P # 30, then y(t) = t + y(P) and z(t) is the unique solution to
f(x) = y( )2 such that x(O) z(P).

(3) If P =50, one first finds z(¢t) = t=2 + O(1) by solving f(z) = 2 Then y(t) = z(t)?®

t t
In practice, in all three cases one can explicitly compute (x(t),y(t)) up to arbitrary p-adic
and t-adic precision by Newton’s method.

2.2.2. Coleman integral between different residue disks. In our intended application of com-
puting rational points, we will fix a basepoint as one endpoint of integration and consider
the various Coleman integrals given by varying the other endpoint of integration over all
residue disks. This makes it essential that the tiny integrals constructed in the previous
section are consistent across the set of residue disks: in other words, we need a notion of
analytic continuation between different residue disks.

Coleman solved this problem by using Frobenius to write down a unique “path” between
different residue disks and presented a theory of p-adic line integration on curves | |
satisfying a number of natural properties, among them linearity in the integrand, additivity in
endpoints, change of variables via rigid analytic maps (e.g., Frobenius), and the fundamental

theorem of calculus. This was made algorithmic in | | for hyperelliptic curves by solving
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a linear system induced by the action of Frobenius on Monsky-Washnitzer cohomology, with
an implementation available in SageMath.
Thus given two points P, Q € C(Q,), one can compute the definite Coleman integral from

PtoQas | FC;? w directly via | |, as well as the Coleman integral from P to the residue
disk of @), by further computing a local coordinate tg at @ (such that tg|i—o = @), which

gives:
tQ Q tQ Q t
Loemhoen e e )
P P Q P 0

where [ ;2 w now plays the role of the constant of integration between different residue disks.

3. THE ALGORITHM

We now specialize to our case of interest, where C' is a genus 3 hyperelliptic curve given

by an odd degree model, i.e.,

C:y* = F()
where F'(z) € Q[x] is monic of degree 7. We will further assume that the Jacobian J of C
has Mordell-Weil rank 1 over Q. Finally, we will assume that we have computed a point
Py € C(Q) with the property that [Py — o] is of infinite order in J(Q). (This last assumption
is straightforward to remove for a particular choice of curve, see §3.4.1.)

Fix an odd prime p of good reduction for C, denote by C the base change of C to F,
and let C(Q)known denote a list of known points in C'(Q). Given this input, the algorithm in
this section returns the set Z of common zeros of A\, o and Mg, as defined in Section 2.1,
excluding the known rational points C(Q)known-

3.1. Upper Bounds in Residue Disks. Define w; = (x'/2y)dx for i € {0,1,2}. These
differentials form a basis for H°(Cq,, Q'). Let o and § be 1-forms in H°(Cg,, Q") such that
ay and [ form a basis for Ann(.J(Q)) and such that a and /5 are not identically zero modulo
p. We may assume that we are in one of the following two situations:

(1) @ =wp and S is a Z,-linear combination of w; and ws, or
(2) ais a Zy-linear combination of wy and wy and f is a Z,-linear combination of wy and
wWa.

Let f'(t) be the local expansion of o or 3 in the residue disk of a point @ € C(F,).
Ultimately we want to compute the zeros of a particular antiderivative f(t) lying in pZ, up
to a desired p-adic precision. In certain cases, we will be able to avoid this calculation by
instead obtaining an upper bound for the number of zeros of f(¢) in pZ, which we know to
be sharp. To do this, we use the theory of Newton polygons for p-adic power series (see, e.g.,

[ , IV 4]).
Given f(t) € Q,[[t]] such that f'(t) € Z,[[t], let f/(t) = f'(t) mod p and define
my = ordy—o f'(t). (3.1)
The following result is | , Lemma 5.1] and can be viewed as a corollary of the p-adic
Weierstrass Preparation Theorem | , Ch. 1V, §4, Theorem 14].

Lemma 3.1. Let f(t) € Q,[[t]] such that f'(t) € Z,][[t]]. If my < p — 2, then the number of

roots of f in pZ, is less than or equal to my + 1.
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Remark 3.2. Note that if p > 2¢g = 6 and f’(¢) is the local expansion of a regular 1-form,
then the Riemann-Roch Theorem implies that my < 4 and hence the condition my < p — 2
of Lemma 3.1 is always satisfied (cf. | , Theorem 5.3]).

The following lemmas give a refinement of this result for our particular choice of f. We
refer to a point of C' or C' as a Weierstrass point if it is fixed by the hyperelliptic involution.

Lemma 3.3. Let f'(t) be the local expansion of o or B in the residue disk of a point Q €
C(F,). If Q is non- Weierstrass, then

7W§{1#ﬂ@#&

2 otherwise.

Moreover, the minimum of the orders of vanishing of o and 3 at Q is less than or equal to
1 for all non-Weierstrass Q).

Proof. By construction, the differential f’ is a linear combination of two of the differentials
w; = (2'/2y)dx, i = 0,1,2, and f is non-trivial modulo p. The assumption that @Q is non-
Weierstrass implies that t+ = o — 2(Q) is a local coordinate, where @Q is any lift of @Q to
characteristic zero. Write f’ = ((Ax® 4+ Ba7)/2y)dx, where A, B € Z,, 1,7 € {0,1,2}, i < j.

Then in local coordinates we have
iy = AL Q) + B+ 2(Q)Y
B 2y(t)

where y(t) has no zeros or poles in the residue disk. Since A(t + 2(Q))" + B(t + z(Q))? is a
polynomial of degree less than or equal to 2 in ¢, the first part of the first claim is proved.
Furthermore, the polynomial has a double root modulo p at ) if and only if A = 0 mod p,
j =2, B#0,and 2(Q) = 0; i.e., if and only if f' = %dx (up to rescaling) and z(Q) = 0.
The last statement also follows, since by construction « is a linear combination of wy and w;
(see the beginning of §3.1). O

dt

Proposition 3.4. Let p be an odd prime greater than or equal to 5 of good reduction for C.
Let () € C(F,) be a non-Weierstrass point. Then the set

{PeC(@p):Fzéand /:a:/:ﬁzo}

has size less than or equal to 2.
Proof. Follows from Lemma 3.1 and Lemma 3.3. U

Lemma 3.5. Let f'(t) be the local expansion of a or B in the residue disk of the point
& € C(F,). Then my € {0,2,4}. In particular, the minimum of the orders of vanishing of
a and [ at o0 is less than or equal to 2.

Proof. We may take z(t) =t 2+ O0(1), y(t) =t "+ Ot ) (cf. | , Algorithm 4]). Then
z'dx /2y has a zero of order 4 — 2i at t = 0. O

Proposition 3.6. Let p be an odd prime greater than or equal to 5 of good reduction for C'.

Then the set , »
{PEC((@p):?:@and/ a:/ 6:()}
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has size less than or equal to 3. In particular, there are at most two points different from the
point at infinity and reducing to it modulo p in the above set.

Lemma 3.7. Let f'(t) be the local expansion of aor (3 in the residue disk of a point Qe
C(F,) (with the notation of the algorithm). If () is Weierstrass, then

{02} 2(Q) #0,
my < {{0,2,4} else.

Moreover, the minimum of the orders of vanishing of o and B at Q is less than or equal to
2.

Proof. In this case we may take y = ¢ and solve for z using y?> = F(z). In particular, we

have that x(t) = 2(Q) + #2@)) + O(t*) mod p (cf. | , Algorithm 3]). Therefore, dz/2y

has no zero or pole at t = 0 and x’dz/2y has either no zero or pole or a zero of order 2i if
@ = (0,0). Now consider

/ o T t2 4 ' T t2 4 7 U
o= (A< @+ gy + ) + 8 (01 + gy + Ot 0) o

where u(t) is a unit power series and A is non-zero modulo p. For any choice of 7, j € {0, 1,2},

i < j, it can be verified that m; € {0,2} by distinguishing between the cases z(Q)) = 0 or

z(Q)#0. f A=0 mod p when i = 0 or 1 and j = 2 then m equals 4 if x(Q)) = 0. However,
by construction, o and S cannot both be of this form. O

Proposition 3.8. Let p be an odd prime greater than or equal to 5 of good reduction for C.
Let () € C(F,) be a finite Weierstrass point. Then the set

{pec<@p>;ﬁ:@and /:a:/:ﬁzo}

has size less than or equal to 3.

3.2. Roots of p-adic power series. Let f'(t) be the local expansion of « (resp. () in a
residue disk, and let f(t) be an antiderivative of f’(¢) whose constant term is either zero or
the Coleman integral of a (resp. /) between oo and a Q,-rational point on C. To provably
determine the roots of f(t) lying in a residue disk up to a desired p-adic precision, we need
to do the following:

e truncate at a p-adic precision p" that is able to detect all the roots (up to O(p")
where n = | (N — k) /2], see Proposition 3.11);

e determine M such that to compute a root up to O(p"), we only need to consider the
power series up to O(t*) where the coefficient of ' has p-adic valuation greater than
or equal to 2n for all ¢ > M if the roots are simple and f is suitably normalized (i.e.

| € Zyl[t] \ pZy[[t]])-
Write f(t) = far(t) +O(t*) where M is an integer greater than or equal to m+2 and fy(t)
is a polynomial of degree less than or equal to M — 1. Then f(t) and fy,(¢) have the same
number of roots in C, of p-adic valuation greater than or equal to 1, as can be deduced from

the same considerations on the Newton polygon of f(¢) which imply Lemma 3.1 (for more
8



details, see the proof of | , Lemma 5.1]). We are interested in the zeros of f(pt) in Z,.
Note that

f(pt) — far(pt) € O(p™, t*) for some n.
Hence, f(pt) and fy;(pt) have exactly the same zeros in Z/p"*Z (including multiplicities),
where k is the minimal valuation of the coefficients of f(pt). Furthermore, if a zero of p=* f (pt)
(and p~* f3;(pt)) modulo p"~* is simple (i.e., its derivative is non-zero modulo p/"=%)/21) then
it lifts to a root of f(pt) in Z, by an inductive application of Hensel’s lemma.
To compute a suitable choice of M, we require two more lemmas.

Lemma 3.9. Letw; = (x'/2y)dx for somei € {0,1,2}, and \; = foio wi. If[Py — o] € J(FF,)
has order prime to p, then ord,(\;) > 1. In particular, this holds if p does not divide #J(FF,).

Proof. Let n be the order of the reduction of [Py — oo] modulo p. Then Q = n[Py — o] €
J1(Q,), the kernel of reduction at p, and we have foio w; =1 fOQ Wy, where 1*(wy;) = w;. Now
fOQ wy; can be computed by writing wy; as a power series in Zy[[z1, 22, 23]] Where 21, 29, 23
is a local coordinate system for J;(Q,) around 0, formally integrating and evaluating at

2(Q), (Q), 25(Q). -

Lemma 3.10. We have f(pt) = > 72 bit" = 3% %tﬁl + ¢, where ¢ € Q,, a; € Z, for
all j > 0. Therefore for all i > 1, ordy(b;) > i — ordy(i). Furthermore if p* { #J(F,) then

c € Ly.

Proof. The first assertion is clear. For the latter, recall that c is either 0 or of the form fg v,
for some @ € C(Q,) and v € {«, B}. The proof is then similar to Lemma 3.9.

By Lemma 3.10, we know that f(pt) has coefficients in Z,, except possibly when p?|#J(F,).
Let k be the minimum of the valuations of the coefficients of f(pt). Note that, since f'(¢)
mod p has order of vanishing equal to my, if my < p — 2, it follows that the valuation of the
coefficient of t"/*1 in f(pt) is precisely m + 1. Therefore k& < ms + 1. Furthermore, for
i >my+ 1, we have ord,(b;) > i —ord,(i) >i— (i —my — 1) =msp+ 1.

Proposition 3.11. Let f(t) be an antiderivative of o or 3, let my < p—2, and let k be the
minimal valuation of the coefficients of f(pt). Fiz an integer N such that mp+2 < N < pP—p.
Let ap® be the smallest integer greater than or equal to N with pta and e > 1, and set

M= ap®+1 ifap®—e < N,
N otherwise.

Then each simple root of p~ far(pt) in Z/pN~*Z equals the approzimation modulo pl(N=F)/2]
of a root of f(pt). Furthermore, if all such roots are simple, then these are all the roots of

f(pt) in Z,.
Proof. 1t suffices to show that

ord,(b;) > N (32)
for all ¢ > M. Indeed, if that is the case then

p *faur(pt) = p* f(pt) modulo p"~* for all t € Z,.
9



Thus, if ¢y € Z, is a root of f(pt) then to modulo p¥=* is a root of p=* fi;(pt) modulo p~V=*.
Conversely, if ¢, is a simple root of p~* f1,;(pt) modulo p”~* then by Hensel’s lemma this lifts
to a root in Z, of fu(pt) congruent to t; modulo pl&V=k)/2,

Since M > N, the statement (3.2) is clear for p t ¢ by Lemma 3.10. Now suppose p|i for
some ¢ > M. Hence, i = bp" where p { b and r > 1, and bp” > M > N. Then by the
definition of ap®, we know that

bp" > ap® and 0<ap®— N <p.

We now have two cases to consider:
Case 1: Assume that bp” = ap®. It follows that M = N which in turn implies that
ap® — e > N. Then since (a,e) = (b,r), we have that

ord,(b;) > bp" —r > N.
Case 2: Assume that bp” > ap®. It follows that bp” — ap® > p. Thus
ord,(b;) > bp" —r = (bp" — ap®) + (ap® —r).

So if ord,(b;) < N then r > (bp" — ap®) + (ap® — N) > p and hence p? —p < bp" —r < N,
contradicting our assumption on N. 0

Remark 3.12. In order to apply Proposition 3.11 we need to meet the condition my < p—2;
assuming that p > 2¢g guarantees that this is always the case, as a consequence of the
Riemann-Roch Theorem (see Remark 3.2). Furthermore, in the case when p > 2g, the
hypothesis on N of Proposition 3.11 is always met, since ms +2 < p < p? — p.

3.3. Outline of the algorithm. We retain the notation of the beginning of Section 3. The
algorithm will always work if p > 7 and may or may not work if p = 3 or 5 (see Remark
3.2 and the comments in the main steps of the algorithm below). We now list the input and
output of our algorithm followed by its main steps.

Input:

e C: ahyperelliptic curve of genus 3 over Q given by a model y* = F(x) where F' € Q|z]
is monic of degree 7, such that its Jacobian J has rank 1;

e p: an odd prime of good reduction for C' not dividing the leading coefficient of F' and
p=T;

e [ a point in C(Q) such that [Py — oo] € J(Q) has infinite order;

e C(Q)xnown: a list of all known rational points on C(Q);

e a p-adic precision N.

Output: The set Z C C(Q,) defined in (2.1) modulo the action of the hyperelliptic invo-
lution. In our code, this set is split into the following:

e a list of points of Z which can be recognized as points in C(Q) \ C(Q)xnown up to the
hyperelliptic involution;

e alist of points P € Z such that [P—oo]| € J(Q))tors, up to the hyperelliptic involution.
Here, if P is not 2-torsion and is the localization of a point defined over a quadratic
extension of K /Q then the coordinates in K are given as the corresponding minimal
polynomials over Q; in all other cases, the p-adic expansion of P is returned.

e a list of all remaining points P € Z (as above, if P is the localization of a point

defined over a quadratic extension of K/Q then the coordinates in K are given as the
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corresponding minimal polynomials over QQ; in all other cases, the p-adic expansion
of P is returned).

Main steps of the algorithm:

(1)

A basis for the annihilator.
For each basis differential w; = (z*/2y)dx (i = 0, 1,2), compute

Po
A= / w; modulo p",

where n may be less than N if some precision is lost in computing the Coleman
integrals. Set k;; := min{ord,();), ord,(\;)} and

BN () =0
(P (Mowr — Aawo), P02 (Agwa — Agwy)) — else.

In either case, a and f are reductions modulo p™ of the pullback ¢* of a basis for the
annihilator of J(Q), where

’ {n—klg if )\OZO,

n =
n— max{k;01, ]{302} else.

By Lemma 3.9, n' <n—1if pt{ #J(F,). If n’ > 6 we are guaranteed to be able to
carry out all computations in the next steps when p > 7.
Ruling out residue disks. Observe that we only need to consider residue disks up to
the hyperelliptic involution.

Reduce a and 8 modulo p. For each P € C(F,), expand o and 3 in a local
coordinate s around P, calculate the orders of vanishing of o and 5 at s = 0, and let
m(P) denote their minimum. Note that m(P) < 2 by Lemmas 3.3, 3.5 and 3.7, and
hence it suffices to compute a(s) and B(s) up to O(s?) to find m(P).

If m(P) + 1 equals the number of Q-rational points in C(Q)mown reducing to P

modulo p and m(P) < p — 2, then by Lemma 3.1 the set C(Q)known contains all
QQ-rational points in the residue disk of P. Otherwise, proceed to the next step.

Searching for the remaining disks.

If, for a given point P € C(F,), the number of Q-rational points in C(Q)known
reducing to P modulo p is strictly smaller that m(P) + 1, then we need to compute
the set of Q,-rational points P reducing to P such that fép o= f; f =0 for a (any)
rational point ). For computational convenience we distinguish between two cases:

(i) If there exists P € C(Q)xnown reducing to P, let ¢ be a uniformizer at P. Then
expand « and 3 in t and formally integrate to obtain two power series f(t), g(t),
which parametrize the integrals of o and § between P and any other point in
the residue disk.

(ii) If we do not know any Q-rational point in the residue disk of P, then we may
assume that P # 50 and hence write P = (Zg,%0). If 7o = 0, let P = (z0,0)
where z¢ is the Hensel lift of Zp to a root of f(z). Otherwise, if P is not a
Weierstrass point, we take P = (x¢,yo) where ¢ is any lift to Z, of 7y (the

Teichmiiller lift of Zy is a particularly convenient choice for zg, as it simplifies
11



then the roots that we find are in fact correct modulo p"/’ .
3The hyperelliptic curve C' is defined over Q. Thus the fact that [Q — o0] € J(Qp)tors forces @ to have
coordinates in Q N Q,.

some of the underlying Coleman integration computations | |) and yq is

obtained from 7 using Hensel’s Lemma on y*> = F(zo). Let f(t) and §(t) be

the integrals between P and any other point reducing to P in terms of a local

parameter t at P. Then write f(t) = f(t) + foi a and g(t) = g(t) + foi B.
Recall that in (1), we have computed the coefficients of the w; in @ and § modulo n'.
To provably compute the set of common zeros to a desired precision, we require that
one of f or g have only simple roots, except possibly at ¢ = 0 (in practice, this has
been the case for every curve that we have considered). To check this requirement,
we compute their discriminants, which are correct up to the p-adic precision of the
coefficients.

Upon normalizing so that ¢ = 0 is not a root of either f or g, assume without loss of
generality that f has only simple roots. The t-adic precision we should compute f(t)
to in order to find provably correct approximations of its simple zeros is determined
by Proposition 3.11. In practice, we truncate f(t) at O(tM) where M = n/, unless
the smallest multiple r of p greater than or equal to n' satisfies r — ord,(r) < n/,
in which case take M = r + 1. For the p-adic precision, the coefficients are com-
puted modulo p” . Then the simple roots are correct® up to O(pL("'_k)/ 2) where k is
the minimal valuation of the coefficients of f(pt) (by an argument analogous to the
discussion preceding Proposition 3.11). To compute the roots we use the function
polrootspadic implemented in PARI/GP. Finally, we take the list of roots which lie
in pZ, and check whether they are also roots of g.

If p =3 or p=>5 and the order of vanishing of f(¢) or ¢g(¢) modulo p is greater
than or equal to p — 2, then we cannot provably find the zeros of f(pt) and g(pt).
Currently the algorithm assumes that p > 7 to avoid these pitfalls.

Identifying the remaining classes.

Once we have found the common zeros of f(pt) and g(pt), we recover the corre-
sponding Q,-rational points that do not come from points in C(Q)xnown. We noWw
have the output set that we will now break into sublists.

If we fail to recognize a point ) as Q-rational, we can check whether the integral
between oo and () of any non-zero differential v not in the span of a and S also
vanishes. If this is the case, the point [Q — oco] € J(Q,) is torsion (cf. | )
Proposition 3.1]) and the analogue of the Lutz—Nagell Theorem for hyperelliptic
curves | , Theorem 3|, combined with reductions modulo primes, provides an
effective procedure to determine which points of C'(Q) give rise to torsion points in
J(Q) and thus to verify whether @) is Q-rational or not. Furthermore, by increasing
the degree in algdep, we may even try to identify the number field over which the
coordinates of ) are defined®. This may require high p-adic precision; however, it
was possible for every curve we considered.

If the integral of the differential v is non-zero, and we have not recognized @ as a
Q-rational point, we can still check whether the point () is defined over some number

2 Note that when the derivative of p~* fas (pt) at the root is non-zero modulo p which happens quite often,

k
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field K. For instance [@ — 00| could equal a point in J(Q) plus some torsion element
in J(K), with [K : Q] > 1 (see Example 4.1).

3.4. Generalizations of the algorithm.

3.4.1. What if we do not know Py € C(Q) such that [Py — 00| & J(Q)tors ?

The hyperelliptic curve we input in the algorithm is assumed to have rank 1. Calculation
of the rank is attempted by Magma | | by working out both an upper bound and a
lower bound, the former coming from computation of the 2-Selmer group and the latter from
an explicit search for linearly independent points on the Jacobian. The success of the rank
computation relies on the two bounds being equal. In particular, if we suppose that we
know provably that the rank of the Jacobian is one, we may as well assume that we know
a point @ € J(Q) of infinite order and a divisor £ on C representing it. Then we may
proceed as follows. The first task is to write @ = [E] in the form [D — doo], where D is
an effective Q-rational divisor. In order to achieve this, we follow step by step the proof of
[ , Corollary 4.14]. That is, we compute the dimension of L(E + noc) forn =0,1,2,...
(here L(E + noo) denotes the Riemann-Roch space of F 4 noo), until we find the smallest
n = m for which the dimension is 1. Then [D — doo] = [E + div(¢)], where ¢ generates
L(E + moo). By | , Lemma 4.17], D is then the unique Q-rational divisor in general
position and of degree less than or equal to ¢ = 3 such that () can be represented in the
form [D — doo].

Let K be the smallest Galois extension of QQ over which the support of D is defined.
Furthermore, let p be a prime of good reduction for C' that splits completely in K/Q. Then
K can be realized as a subfield of @, and hence the support of D can be seen as lying in
C(Qp). Write D = Zle P; (some P; possibly being equal). Then we may proceed exactly
as before, just replacing \; in (1) by

d P,

)\i_Z/ w;.

i=1 v

3.4.2. Fven degree model. The algorithm relies heavily on computations of Coleman inte-
grals, for which one needs the hyperelliptic curve considered to have a model of the form
y> = F(x), where F(z) is monic. In particular, if one were to work with an even degree
model, the two points at infinity would necessarily be defined over Q | |. Therefore
we could proceed as in the odd degree case with the single point at infinity being replaced
by one of these two points. If F'(z) is not monic, the issue is that Coleman integration is
not implemented in SageMath, though an implementation is available in Magma | , BT
Hence, general even models could be handled by computing the set of local points Z as
defined in (2.1), using the sum of the two points at infinity as the divisor D.

3.4.3. Other ranks and genera. Our assumptions on g and r are somewhat arbitrary. With
minor modifications, our code can be used in more general cases, provided that 0 < r < g.

4. CURVE ANALYSIS
Once we implemented in SageMath the algorithm described in the previous section, we
ran it over 16,977 hyperelliptic curves of genus g = 3 satisfying the following properties:

(1) the curve admits an odd degree model over Q;
13



(2) the Jacobian of the curve has Mordell-Weil rank equal to 1;
(3) there is a Q-rational point Py such that [Py — oo] has infinite order in J(Q).

In order to obtain those curves, we sorted the 67,879 genus 3 hyperelliptic curves from
a forthcoming database of genus 3 curves over Q | |. (For each hyperelliptic curve,
this database has its absolute minimal discriminant, the conductor of its Jacobian, and
an equation giving a minimal model for the curve.) Out of these, 19,254 curves satisfy
conditions (1) and (2).

Running our code for the 16,977 curves for which we could further find a Fy as in (3),
we found 75 curves where the zero set Z contains something other than the rational points
we had already computed and Weierstrass points defined over @, for our chosen prime p.
Note that in all 16,977 computations, the prime p used was the smallest prime greater than
2g = 6 which divided neither the discriminant nor the leading coefficient of the hyperelliptic
polynomial defining the curve.

Let C be one of these 75 curves, let W denote the set of Weierstrass points in C'(Q,)\ C(Q)
and let P € Z\ (C(Q)UW). In all cases, we identified P as a point defined over a quadratic
extension K of Q in which p splits. Even so, these 75 curves split up into 3 distinct cases:

(1) [P = 00] € J(K)tors;
(2) [P — 00| & J(K )tors but n[P — oo} € J(Q) for some positive integer n;
(3) (J(Q), [P — o0])z is a rank 2 subgroup of J(K).

In Cases (1) and (2), it is clear why P € Z. On the other hand, justifying Case (3)
requires investigating more closely the geometry of the Jacobian of the curve, as is carried
out in detail in Example 4.3.

4.1. Examples. For each of the curves below we give a list of known rational points, which
are all of the rational points up to a height* of 10°. Following the algorithm outlined in §3.3,
we produce the set Z of local points for the prime p = 7 or p = 11, which in each case returns
no new Q-rational points, hence concluding that the set of known rational points C(Q)xnown
is all of C'(Q). In each of the examples below, however, Z contains a QQ,-point which is not
a Weierstrass point and falls into one of the cases outlined above.

Example 4.1. Consider the hyperelliptic curve
v+ ady =" 4+ 228 — 225 — 92t — 42® + 82% + 8x + 2
(given above by a minimal model) which has absolute minimal discriminant 544256 and
whose Jacobian has conductor 544256 = 29 - 1063. We work with an odd degree model
C:y? =42" + 925 — 82° — 362* — 1623 + 3222 + 322 + 8,
which has the following five known rational points:

C(Q)known = {00, (—1,—1),(=1,1),(1,-5),(1,5)}.

4 Our computations show that the Q-rational points of highest absolute logarithmic height (with respect to
an odd degree model) on a curve among the 16,977 hyperelliptic curves that we considered, are
49 339563 _ 49 1600445
187 11664 )’ 18" 52488

on the hyperelliptic curve
C:y? + (' +22 +a)y=0a"— 2% — 52° + 523 — 322 — =z,

which has absolute minimal discriminant 5326597 and whose Jacobian has conductor 5326597.
14



Running the code on C' together with the prime p = 7 and the point Py = (=1, —1), we find
that

Z = C(Q)inown UW U {(0, £2v2)},
where the set W of non-Q-rational Weierstrass points has size 3. Moreover, the points

[(0,42v/2) — 00] € J(Q(+/2)) have order 12.

Example 4.2. Consider the hyperelliptic curve
v A (et Dy =22 + 2202 + o
(given above by a minimal model) which has absolute minimal discriminant 48519 and whose
Jacobian J has conductor 48519 = 3* - 599. We work with an odd degree model
C:y* = —4x" + 242° — 562° + 722* — 562° 4 282 — 8z + 1.
This curve has the following five known rational points:

O(@)kHOWH - {007 (07 _1)7 (07 ]-)7 (]-a _]-)a (]-) 1)}
For this example we will give a more detailed outline of the algorithm. Following Section

2.1 we know that there exist functions A\, o, Ageo 00 C(Q,), corresponding to differentials
a, € HO(C'QP, Q). These two functions vanish on the rational points of C, i.e.,

C(Q) C ker(Aaoo) Nker(Ago) = Z.

We would like to know whether this zero set Z contains anything other than the Q-rational
points on C.

If we take p = 11, we find that Z = C(Q). Observe that 11 is inert in K = Q(v/—-3).

If we take p = 7, which splits in K = Q(1/—3), we find that there are four points defined
over K = Q(v/=3) that appear in Z. Up to hyperelliptic involution, we have

{(1++v-3)/2,v=-3),((1-v-3)/2,V/-3)} C Z
There is a good reason for the presence of these points in Z: if P denotes any of the above

points, then 5[P — oco] € J(Q), therefore 5\, (P) = 0.
We now run through the algorithm to see that for p = 7 we find that

C(Q)knownU{ (1 + V=3)/2, \/—_3) (1= V=3)/2, \/—_3)} = 7 up to hyperelliptic involution.

First we change variables to obtain an equation for C' where the defining polynomial F'(z)
is monic, so we send x — —4x, y — 4*y. The F;-points of C' are

C(F7) = {22,(0,2),(0,5), (1,4), (1,3),(2,4),(2,3), (4, 4), (4,3),(5,2), (5,9) }.

Of these eleven points, five of them arise as reductions of known Q-rational points, and an
order of vanishing calculation shows that these are the only rational points in those residue
disks. For the remaining six F;-points of C, the same order of vanishing calculation shows
that there is at most one QQ,-point in each residue disk corresponding to these points on
which A\ o and Ag o vanish.

We know that the four quadratic points above reduce to

{(1,4),(1,3),(4,4),(4,3)}
in some order (note that the quadratic points listed above are on the original curve, and

these F7-points are the images after the change of variables of their reductions). Hence, our
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task is now reduced to the analysis of the residue disks of (2,4) and (2, 3), which moreover
map to each other under the hyperelliptic involution. To show that A,, Ag have no zeros in
these residue disks, we will explicitly write down the power series and compute their zeros
using PARI/GP, as outlined in §2.1.

As usual, let w; = 2'/2y. Then the annihilator of J(Q) under the integration pairing is
spanned by

a=1+2-7T+7+2-T+5- T+ 0(7)wo+ 4+ 7 +5- 7+ O(7°)) wy,
B=0064+3-T+2-T"+5-T"+0(T))wo+ @A +7+5-7+0(7%) w,.

It suffices to consider the residue disk of (2,4). In this residue disk, we obtain the two
power series

fO)=2-T4+4-T+0(M)+Q2+7+2-T+0(TPNt+ (6+5-T+4- T+ O(T)* +---,
gt)=T+6-T+O(T)+(1+5-T+2- TP+ O(TP)t+ B+4- T+ T+ O+ .

Each of these have one zero in pZ,, but not the same zero. The two zeros are 6-7+5-7*+O(7°)
and 6 -7+ 2- 7%+ O(7?), respectively.

Example 4.3. Consider the hyperelliptic curve
y? + (2 4+ 2)y = 27 — 42 + 82" — 102" + 82° — 42® + z,

(given above by a minimal model) which has absolute minimal discriminant 1573040 and
whose Jacobian J has conductor 786520 = 23-5-7-53%2. We work with the odd degree model

C :y? = 42" — 1525 + 3225 — 382" + 3223 — 1522 + 4z,
on which we know the following rational points:

O(Q)known = {OO, (07 0)7 (17 _2)7 (17 2)}

The point R = [(1, —2) — oo] has infinite order in J(Q) and can thus be used to initiate the
algorithm of §3.3 with p = 11, which is the smallest prime greater than 6 of good reduction
for C. We find that
Z = C(Q)known UW U {(—1,£2v/—-35)},

where the set W of non-Q-rational Weierstrass points has size 2. In particular, we have
C(Q) = C(@)known-

Perhaps more interestingly, we now explain® why {(—1,+£2y/-35)} C Z. Let K =
Q(v/—35), Gal(K/Q) = () and fix an embedding K — Q,. The point

Q@ =[(—1,2V=35) — o0] € J(K)
is of infinite order, as there exists a non-zero differential in H O(J@p, Q') whose integral does
not vanish on ). Suppose that nQ € J(Q) for some integer n # 0. Then n@Q = (nQ)™ = nQ"

and hence 2Q = Q — Q™ € J(K )iors, a contradiction. It follows that J(Q) and @ generate
a subgroup of rank 2 in J(K). A computation in Magma shows that the rank of J(K) itself

SWe are grateful to Andrew Sutherland for kindly computing real endomorphism algebras (using the tech-
niques of | , |) for a number of curves that produced Chabauty—Coleman output similar to this
example, which greatly assisted in understanding the structure of their Jacobians. (Work by Costa et al.
[ | provides further data on endomorphisms, can be made rigorous and is freely available on GitHub.)
We would also like to thank Bjorn Poonen for a very helpful discussion about this phenomenon.
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is equal to 2. Therefore, the image of Z \ W in J(K) generates a subgroup of finite index.
Showing that (—1,4+24/—35) € Z is then equivalent to proving that the dimension of the
p-adic closure of J(K) in J(Q,) is 1, i.e., that the Z-linear independence of @) and J(Q) is
not preserved under the base-change of J to Q,.

To explain this phenomenon, we compute the automorphism group of C' using Magma. We
have that Aut(C) = Cy x Cy, where the first copy of Cs is generated by the hyperelliptic
involution ¢ : C' — C and the second one is generated by ¢ : C — C, p(z,y,2) = (2,9, 7)
which in affine coordinates corresponds to (x,y) — (1/z,y/x*). The quotient C/ () is the

elliptic curve

E: vy +oy+y=a"—2?%

whereas the quotient C'/ (p o) is the genus 2 hyperelliptic curve
4+ (2P + Dy =2+ 2 —42® + 32 — 2 — 1,
which has the following odd degree model
H :y? = 42° + 52* — 162° + 142% — 42 — 3.

It follows that J decomposes, over QQ, as a product of F and the Jacobian of H, which is an
abelian surface A | , Theorem 4] .

Since rank(E(Q)) = rank(J(Q)) = 1 and the p-adic closure of E(L) in J(Q,) can have
dimension at most one for any number field L where p splits completely and any embedding
L — Q,, in order to determine which points of C(Q) can appear in Z, we then need to
search for points that map to torsion points in A, under the quotient map C' — H — A.

An explicit computation using Coleman integrals on H shows that H(Q,) N A(Qp)tors <

A(Q,)[2], where, as usual, the embedding of H into A is via the base point co. Moreover,
the quotient map C' — H maps oo and (0,0) to oo and is defined elsewhere by

2 1 2.,
(xay)H(x SR 7xy3 y)'
X X

Let T € C(Q,). Then T maps into A(Qp)iors if and only if either 7" € {(0,0),00} or
T = (z,y) with y(z? — 1) = 0. The latter condition is equivalent to '€ W or ? = 1. This
shows both why {(—1,42y/=35)} C Z and why no other non-torsion point in C(Q) can
occur in Z besides (1,£2) and (—1,+2/—35).

4.2. Variation of the prime and the Strong Chabauty Conjecture. We also carried
out an additional set of computations in light of the following conjecture:

Conjecture 4.4 (Stoll | , Conj. 9.5]). Let C' be a smooth projective geometrically
connected curve of genus > 2 over a number field K. Assume that there is a nonconstant
morphism 1 : C'— A into an abelian variety such that 1(C) generates A. Assume that the
rank r of A(K) is at most dim A — 2. Then there is a finite subscheme S C A and a set of
places v of K of density 1 such that the topological closure of A(K) in A(K,) meets 1(C) in
a subset of S(K,).

Remark 4.5. We thank Michael Stoll and Felipe Voloch for bringing this to our attention.
As communicated to us by Stoll, the conjecture above should also have the hypothesis that

the abelian variety A is simple.
17



With the hypothesis in the above conjecture that the abelian variety is simple, our Case
1 and 2 examples are of particular interest. We carried out the algorithm of Section 3.3
for each of these curves and all good primes between 7 and 1000 not dividing the leading
coefficient of the curve’s defining polynomial F'. For each curve C and prime ¢, we found
that the output was just as expected, as we now explain. In what follows, the subscript ¢
(or p) added to previously defined sets emphasizes the dependence on the prime used.

Recall that for the smallest prime p satisfying the above assumptions, we had previously
found that Z, \ (C(Q) U W,) was the p-adic localization of a set of points 7" C C(K), for
some quadratic field K. Our additional computations showed that Z,\ (C(Q)UW,) is either
empty (if £ is inert or ramified in K) or is the f-adic localization of the set T' (if ¢ splits in
K). In particular, this provides evidence for Conjecture 4.4 with the subscheme S C J being
the intersection of +(C') with the saturation of J(Q), as conjectured by Stoll.

To extend these computations to larger primes, we note that the recent work of Best
[ | improving the complexity of Coleman integration algorithms would be useful for
improving the speed of these computations.
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