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Abstract

Ionic Liquids (ILs) have both fundamental and practical value in interfacial science
and electrochemistry. However understanding their behavior near a surface is chal-
lenging due to strong Coulomb interactions, and large and irregular ionic sizes which
affect both their structure and energetics. To understand this problem we present a
combined experimental and computational study using a vibrational probe molecule,
4-mercaptobenzonitrile, inserted at the junction between a metal and a variety of ILs.
The vibrational frequency of the nitrile in the probe molecule reports on the local
solvation environment and electrostatic field at this junction. Within the ethylmethyl
imidazolium (EMIM™) cation family of ILs, we varied the anions over a range of sizes
and types. Complementing our surface spectroscopy, we also ran molecular dynamics
simulations of these interfaces to better understand the ionic structures that produced
the measured fields. The magnitude of the frequency shifts, and thereby fields, shows a
general correlation with the size of anions, with larger anions corresponding to smaller
fields. We find that the source of this correlation is partial intercalation of smaller
anions into the probe monolayer, resulting into tighter packing of ionic layers near the
surface. Larger anions reduce the overall lateral ion packing density near the surface,
which reduces the net charge per unit area and explains the smaller observed fields.
The insight from this work is important for developing a fundamental picture of con-
centrated electrolytes near interfaces and can help with designing ILs to create tailored

electric fields near an electrode.

Introduction

Ideal room temperature ionic liquids (ILs) are liquid organic salts with relatively mobile
anions and cations. They have opened and continue to open new frontiers in applications®?
such as in batteries, fuel cells, solar cells, electrochemistry,® and ionic thrusters for propulsion
in space missions* due to their unique properties, including electrochemical and thermal

stability, low vapor pressure, and the ability to dissolve a wide range of substances. Most of
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these applications rely upon understanding and engineering the behavior of ILs at interfaces
with other materials.>® However, their behavior at an interface is often a far cry from the
dilute electrolyte interfaces. A few of the central differences are highlighted below.

They have strong Coulomb correlations. Even in a concentrated conventional electrolyte
(e.g. 1 M aqueous HCI) the ratio of ions to solvent molecules are in the order of ~ 1:50.
In a pure IL the entire liquid is made of ions and strong interaction between ions can not
be ignored. For example, ion pairing can change the essential properties that are of value
to applications such as conductivity, viscosity, and interfacial kinetics. The degree of ion-
pairing in ILs, especially near an interface is a subject of current research.®” Ionic liquids
may be thought of as “liquid plasma” and have even been suggested as a test bed for
understanding the complexities of plasma physics theories.®!° Furthermore, the ions have
non-negligible sizes, and size difference between the cations and anions can vary largely.
This leads to complex structure formation near the interface. Coulomb interactions compete
with other specific intermolecular forces such as hydrogen bonding, van der Waals, and
hydrophobic/hydrophilic interactions. Such competition affects physical properties such as
melting point and viscosity. Albeit complicated, changing the composition of the ions can
promote or demote the importance of a given interaction and serve as a handle in tuning
their properties.

Given the above, it is not surprising that conventional theories of electrolytes near inter-
faces (analogues of Gouy-Chapman theory and its variants) do not generally hold for ILs.
Of the many facets of structure and dynamics of ILs, we are interested in only one: local
electric field near a surface, which we argue is complicated, and crucial for many applications
of ILs. Experimental and computational work!'™? has shown the potential profile away from
an electrode into the IL is non-monotonic and oscillatory, reflecting the underlying layered
structure of ions near the electrode.

Ionic liquids have a vast chemical space.?!* Their properties can be tuned by somewhat

independent choice of anions and cations, with a variety of sizes and substituent groups,
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Figure 1: Chemical structure and name abbreviations of the anions studied in this work and
their corresponding charge density

leading to millions of possible ILs even by conservative estimates, and thousands already
reported in the literature. Rather than randomly searching the parameter space, it is nec-
essary to identify themes and build a general understanding of their behavior at interfaces.
In this study, we investigate the surface structure as a function of anion size.

Despite the importance of interfacial fields, their direct experimental measurement is
nearly impossible with many conventional techniques. The usual experimental approach is
the measurement of differential capacitance as a function of potential. Often such mea-
surements fall under the general umbrella of impedance spectroscopy, in which a static
background potential with an added small amplitude oscillatory potential is applied to the
interface and the complex response of the interface (consisting of both resistive and capac-
itive components) is measured as a function of frequency. Then the data is modeled using
an assumed equivalent circuit for the interface and the capacitance of the interface is in-
ferred. Even if we ignore the inherent reliance of this method on an assumed equivalent
circuit model, it is clear that this is a bulk measurement that probes the entire interface and
necessarily averages out the intricate field variations near the surface. The interpretation of

15719 and a clear microscopic

such measurements for ILs is heavily debated in the literature
picture is yet to emerge. Nonetheless, models and some experiments lead us to believe that
even such bulk and averaged out measurement of the interface yields qualitatively different

results for ILs compared to conventional electrolytes.
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Approach

Our work provides a new and independent outlook to this problem by combining a spec-
troscopic method, Vibrational Sum Frequency Generation (vSFG), with molecular dynam-
ics (MD) simulations. Together, our results provide a detailed view of interfacial struc-
ture grounded in experimental observables. To understand the electrostatic polarization of
molecules at the metal-1L interface, we measure the nitrile frequency of 4-mercaptobenzonitrile
(4-MBN) SAMs adsorbed at the gold surface in the presence of a range of ILs. This molecule
is a well-understood vibrational Stark probe and has been used by us and others to probe
electric fields at the surface of electrodes.?*?? Nitrile groups (and other Stark probes) are
useful in providing a picture of the local electrostatic environment, but specific interactions
such as hydrogen bonding to the nitrile shift the CN frequency in ways that are not ex-
plained by a simple mean-field picture.??*2% More broadly, heterogeneous polarization across
the body of the probe complicates the use of Stark spectroscopy for electric field measure-
ments. Electric fields can and do vary over molecular length scales,?® but the probe only
reports a single frequency reflective of an averaged field. Therefore, while the vibrational
frequency of the nitrile probe is an important reporter of the local electrstatic environment,
it does not imply homogeneity of field at the molecule scale. A molecular scale picture
when interpreting vibrational frequencies as arising due to Stark shift is needed. For that
reason, we used MD simulations to understand how the measured frequency shifts relate to
a detailed picture of the ionic structure at the interface. Using MD simulations, ILs of the

2730 and silica. 3132 Kislenko

imidazolium family have been studied at the interface of vacuum
et al.?® studied the electrical double layer in [BMIM|*[PFs]~ IL at uncharged, positively
charged, and negatively charged graphite surfaces. Recently, [BMIM]|*[BF,]~ in a confined
environment between two gold electrode surfaces has been studied.*

The frequency shift of nitrile has been used to report the solvation field strength in the
bulk of ILs, and the field strength was found to depend on the size of the anion, but little to

no dependence on the size of the cations.® In this paper, we will refer to the fields reported
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by the nitrile probe as interfacial solvation fields. In the spirit of our earlier work, the nitrile
probe is effectively solvated by the surrounding ionic environment and the metal which
responds both to the probe molecule and the ions. The frequency of the probe responds to
the total solvation environment. ILs structure have also been studied extensively by several
groups, including those of Baldelli,?%3? Dlott,°*? and Fayer.*>® Their work has revealed
significant insight into the structure and dynamics of ILs. This work is distinct from the
mentioned efforts in that we measure the change in frequency of a Stark reporter, and not
the IL itself. In doing so, we gain spatial specificity, since we interact with the Stark probe
only in one location, namely near the interface, as opposed to interacting with several layers

of liquid, or the bulk of the liquid, all at once.
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Figure 2: Overview of experimental work. Panel 2a: A diagram of the cell used to acquire
SFG spectra. Panel 2b: A cartoon depicting SFG generation from the 4-MBN SAM at the
gold-1L interface. Panel 2c: Representative SFG spectra of a 4-MBN SAM showing a broad
non-resonant background the narrow CN stretch.

Experimental Methods

Self-assembled monolayers (SAMs) of 4-Mercaptobenzonitrile (4-MBN) were prepared on
silicon wafers with a 10 nm Ti adhesion layer and 100 nm of Au purchased from LGA Thin
Films, Inc. Wafers were cleaned by sonication in ethanol twice, then in methanol twice for 8
minutes each time, then immersed in a 0.03 M solution of 4-MBN in ethanol overnight. This

results in a dense monolayer with full surface coverage for a reproducable spectrum with a
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high signal to noise ratio.*® After soaking in the 4-MBN solution, the wafers were removed
and again sonicated in ethanol and then methanol for 8 minutes each.

A 1 kHz regeneratively amplified Ti:Sapph laser (Coherent) was used to generate ultrafast
near IR pulses. A portion (1 W) of this was directed to an optical delay stage followed by
a 4f filter to significantly narrow the spectrum, while another portion (2 W) was directed
to an OPA (Coherent OPerA Solo) equipped with a AgGaS, crystal for difference frequency
generation of mid IR pulses. The 4f filter incorporates two volume phase gratings (BaySpec,
Inc), two cylindrical lenses and a variable width slit to filter the near IR pulse to a spectral
width of 8.0 cm™!, centered at 784.62 nm. Typical spectra of both the near IR upconversion
pulses as well as the broadband mid IR pulses can be found in previous work. 23 Pulse energies
were measured at the sample position to be ~ 8 uJ for the near IR and ~ 7.56 pJ for the mid
IR. VSFG spectra were acquired by focusing these two pulses together on the sample using
a parabolic mirror and overlapping them in time. The resulting VSFG signal was collected
with a second parabolic mirror and passed through a short pass filter to reject the majority
of the scattered near-IR photons.

The SFG was then sent to a spectrometer (Horiba iHR320) with a CCD camera (Sycerity,
JY) for spectral analysis. With the input slit of the spectrometer set to 0.05 mm, and using
an 1800 gr/mm grating, the theoretically achievable spectral resolution was 0.05 nm (about

1

1 em™" in the spectral range of interest), which is well below the width of the near IR

upconversion pulse. Spectral resolution of the SFG spectra are, thus, limited by the 8 cm ™!
width of the near IR upconversion pulses. We point out that peak shifts smaller than this
value can be measured as has been discussed in a previous publication.?3

Vibrational Sum Frequency Generation (VSFG) spectra were taken before and after ap-
plication of each IL to the gold wafer. Spectra were obtained from three acquisitions, each
integrating for 180 seconds. Final raw spectra are a simple average of the three acquisitions.

Experiments were conducted in a demountable liquid FTIR cell (International Crystal Lab-

oratories) modified for this purpose (see Figure 2). The back window of the cell was removed
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and replaced with the SAM containing wafer and a 25 pm Teflon spacer was placed directly
on the sample surface. Ionic liquid was injected into the cell between the gold and a CaFy
window. The entire assembly is then held firmly together using stainless steel plates and
screws. All SFG measurements were taken in a purged environment, free of CO, and wa-
ter. Raw SFG spectra is processed using a fitting equation described by Benderskii et al.,*”
which is comprised of a resonant Lorentzian, a non-resonant Gaussian, and variable phase
between the two signals. Temperature dependent SFG measurements were completed using
a Lakeshore Model 325 Temperature controller and a Lakeshore DT-670 temperature sensor
for temperature measurements. The normal SFG cell was slightly modified with a custom-
machined aluminum base which allows for good temperature contact between the heater
lead, cell environment and temperature probe. Final data reported from SFG experiments
such as center frequencies and line widths are reported from an average of three spectra.
Representative SFG spectra for all IL systems studied are reported in the SI (Figure S1).

SERS studies were carried out using a Horiba XploRA Raman Microscope System using a
532 nm fundamental beam. Spectra were taken using a 1800 groove/mm grating in 10 second
increments and averaged over six scans. SERS substrates were prepared with the following
method, adapted from the literature:*® A silver strip was sonicated in distilled water for 8
minutes, then submerged in 60% ammonium hydroxide solution for 1 minute, followed by
inserting the silver strip in concentrated nitric acid for 10 seconds. The SERS substrates were
then sonicated in water again for 8 minutes for a final cleaning before monolayer adsorption.
Nitrile peaks from SERS studies were fit to Lorenzians and the error bars shown in the figure
are from the 95% confidence interval of the fit. Each IL measurement was taken on a fresh
piece of roughened silver and reported frequency shifts represent a subtraction between the
'neat” 4-MBN monolayer and the CN stretch of 4-MBN after application of IL. Raw SERS
spectra are reported in the SI (Figure S2).

To investigate the effect of anion size on the surface solvation environment, we used a

series of six ILs where the cation identity was fixed and the anion was changed. The cation
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used for this series was [EMIM]". The anions used for this series are —in decreasing size or-
der— tris(pentafluoroethyl)trifluorophosphate (FFAP~), dimethylphosphate (DM P~), ethyl
sulfate (EtSOy ), acetate (AcO~), boron tetrafluoride (BF, ), and bromide (Br~). Ionic
liquids were purchased from Sigma Aldrich with purities higher than 98%. Structural infor-
mation of the anions and cations used in this experiment are provided in Figure 1. Ionic
liquids were stored under moisture-free air and dried before measurement using a microwave
purification method adapted from Ha et al.*® This method was shown to remove water to
levels below 0.5 wt% rapidly and without damage to the ions. In short, aliquots of IL were
heated in a lab microwave until IL temperatures reached 120°. We used a Nicolet iS50 FTIR
Spectrometer to confirm that this treatment removes water and does not alter IL structure
(associated figure is in the SI). The data show that a sample IL is not compromised or dam-
aged by this treatment and that our storage and purification methods result in low water

levels.

Computational Methods

The 4-MBN functionalized slab of nanomaterial was generated in the following steps. First,
we used CHARMM-GUI®® nanomaterial modeler to build a 4 nm x 4 nm x 1 nm gold
(100) surface with 100 % —SCH,CHj ligand coverage (ligand density ~ 6.25nm?). An initial
energy minimization was performed using the Steepest Descent algorithm in the CHARMM !
package. Then the system was translated, rotated and minimized again to obtain a 4 nm X
4 nm x 2 nm gold surface with ligands on both positive and negative Z directions. Next, the
ethyl part of the ligands was replaced (patched®!) with 4-benzonitrile group to obtain the
4-MBN functionalized gold slab. Enegy minimization was performed again before packing
the system with ILs. Detailed system dimensions and number of ions are included in SI
Table S3.

It is well known that consideration of electronic polarization is important for studying
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the structure and dynamics of ILs. Electronic polarization is known to reduce enthalpy of
vaporization, and accelerate the ion diffusion.?? Studies have found that diffusion coefficients
simulated using non-polarizable force fields are smaller than the experimental values.?? 5
Yan et al.? showed that for [EMIM]T[NOs|~, introducing electronic polarization increases
the diffusion coefficient to three times of non-polarizable model. They also observed that
due to higher ion mobility, the shear viscosity calculated from the polarizable model was in
better agreement with the experimental values.®® However, the effect of electronic polariza-
tion on IL structure is more subtle,®? mainly in terms of anion-anion pair correlations. %2567
Polarization is shown to relax long-range ion structuring in [BMIM|*[BF,]~, and the in-
fluence propagates to short-range ion-ion correlation.?” The effect of polarization is known
to be more pronounced for asymmetric ions.®” Nevertheless, non-polarizable force fields are
shown to reproduce IL structure quite well,?® % due to the dominant effect of electrostatics.
Since we focus on the trends in structural features across a series of ILs in this study, we use
non-polarizable force fields due to their higher computational efficiency and broader range
of availability for different ILs.

Unless stated otherwise, non-polarizable CHARMM36 162 and CHARMM General Force
Field%% were used to describe the ligands and the ILs. Lennard-Jones parameters for Br
anions were taken from Canongia Lopes et al.®” The structure of BF, anion was optimized
with B3LYP% ™ and the aug-cc-pVDZ™ basis set in the Gaussian 16 program.™ The force
field parameters for BF, were taken from de Andrade et al.”® The authors develop the
intra-molecular potential parameters using AMBER methodology,”” and the Van der Waals
parameters for fluorine and boron were sourced from AMBER™ and DREIDING™ force
fields respectively. The [DM P]~ anion has been modeled using the ligand modeler® in
CHARMM-GUI " Finally, the geometry of [FFAP]~ anion was optimized using the same
DFT method and basis set as in BF. The force field parameters used for [FAP|~ are de-

1.81

veloped by Shimizu et al.®* based on the OPLS-AA molecular force field. In our implemen-

tation, the harmonic force constant for F-P-F, C-P-F, and C-P-C angles have been increased
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to 1000 K.J mol™! rad=2 for additional rigidity around the phosphorus center. The diffusion
coefficients calculated in this work (SI Table S4) are of the order of 107" m? s™!, consistent
with previous experimental®*®3 and simulation studies®®7 The computed densities are also
in decent agreement with those reported in previous work (see SI Table S5).

For the gold surface, we use the INTERFACE force field, % which has been successfully
applied to gold surface and gold nanoparticles. This choice is further supported by a recent
study from Ntim and Sulpizi,®* who demonstrated that the density profiles and cation/anion
orientation of IL ([BMIM]*[BF,]~) was negligibly affected by gold polarization.

The functionalized surface was packed with 550-1130 pairs of different IL cations and
anions, and molecular dynamics simulations were performed using the GPU version of the
GROMACS?% 2018 package. Position restraints of 200,000 K.J mol~! nm~2 were applied
on the gold atoms in all three dimensions. Periodic boundary conditions were employed in
three dimensions as well. After energy minimization, the systems were equilibrated for 100
ps in the NVT ensemble (with 0.5 fs timestep), and 200 ns in the NPT ensemble (with 2 fs
timestep). 200 ns of production run was performed thereafter, with a timestep of 2 fs.

The particle-mesh-Ewald®” method with a Fourier spacing of 0.12 nm was used to cal-
culate electrostatic interactions. Real space non-bonded interactions were treated with a
cut-off distance of 1.2 nm and a force-switch modifier. LINCS?% algorithm was used to
constrain all bonds involving hydrogen atoms.

We used the Berendsen'? thermostat with a time constant of 1 ps and a target tem-
perature of 400 K for equilibration NPT runs, and the Nosé-Hoover %102 thermostat with
same parameters for production runs. Semi-isotropic pressure coupling was applied for all
NPT simulations with a target pressure of 1.0 atm. The Berendsen'? pressure-coupling
scheme with a time constant of 5.0 ps and compressibility of 4.5 x 107 bar~! was used for

103,104 method with a time constant of

equilibration, while we used the Parrinello-Rahman
10.0 ps and compressibility of 4.5 x 107° bar~" for production simulations.

To probe local electrostatics at the interface, we calculate the electric field at the nitrile
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nitrogen of the 4-MBN probe. The electrostatic field at position r due to point charges ¢; at

positions r; is given by:

r—r;

) =Y aq o )
In this study, an atom-based cut off distance of 3.5 nm is used for field calculation.
The choice of cut-off distance is based on the convergence of electric field components to
1072V nm~! (SI Figure S9). We calculate the electric field exclusively from ILs, and it’s
projection along C-N axis for all 200 nitrile nitrogens. The electric field is sampled every
50 ps for the last 100 ns of production run. (Histograms of electric field components and
projection are shown in SI Figures S10, S11). At that timescale, the components and the
projection of electric field are decorrelated (SI Figure S12). The component of the electric
field on nitrile nitrogens along C-N is averaged over space and time, and is used next to
calculate the estimated Stark frequency shift. Assuming a linear Stark tuning rate of A =
0.36 cm™(MV/em)~! for benzonitriles, 19110 we report the estimated Stark frequency

shift Aven(SI Figure 5a, 5b).
The volume of anions was estimated using the quantum chemistry package QChem 5.1.11!
Anion structures were optimized using the B3LYP functional and the 6-31G* basis set.
Following optimization, the volume corresponding to 99% of the anion’s electron density

was extracted from the cube file associated with the final structure. The volumes estimated

by this method match those published in work by others.3?

Results

We first present experimental results showing the dependence of the probe vibrational fre-
quency on the anion charge density, followed by computational results confirming the exper-
imental trend. Figure 3a shows the extracted Lorenzian fits to the nitrile SFG spectra, with
the dotted line representing the nitrile frequency of the monolayer in contact with air (see
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SI for details). All center frequency shifts with respect to air are plotted in Figure 3b. Our
main result is the observation of a systematic shift in the central frequency with decreasing
anion size (i.e. increasing charge density). Over the range of ILs studied, we observe the
smallest nitrile shift (~2 ¢cm™') from the IL with the largest anion ([EMIM]*[FAP]™),
and the largest shift (~12.5 cm™) from the IL with the smallest anion ([EMIM]|*[Br]™).
Under the assumption of a linear Stark tuning rate (discussed in our previous work),?® this
corresponds to a considerable interfacial solvation field of ~3.6 V/nm. The reason for this
behavior could only be explained after our MD simulations, revealing a structure arising from
a balance between size, ion packing and electrostatics near the surface, as will be explained
in the discussion section below.

Because frequencies extracted from SFG are inherently convoluted with a non-resonant
background and are highly dependent on reliable fitting, 112 we supplemented the SFG mea-
surements with surface-enhanced Raman spectroscopy (SERS). Though the roughened sur-

3,114 3¢ can still serve as a useful

faces required for SERS introduce additional complexity,
comparison and alleviates concerns regarding phase-amplitude mixing in recovering the SFG
central frequencies. Our measured SERS results (shown in Figure 4) are generally in agree-
ment with the SFG results and the overall trend with respect to anion size is consistent
between the two. The agreement between these two experimental techniques indicates that
Avey values extracted from SFG are not significantly impacted by fitting and background
errors, thereby confirming the observed trend in frequencies with respect to anionic charge
density.

As an additional experimental check, the temperature dependence of the benzonitrile
monolayer’s CN stretch in ([EMIM]*[Br]~) was measured using VSFG. Varying the tem-
perature from 295K to 380K did not change the nitrile center frequency greater than an
approximate bounds of +0.5 cm™!. The results of this experiment are shown in Figure S4.

This confirms that the ionic structures studied, at least in the range of temperatures studied,

are not in a metastable configuration and represent an equilibrium arrangement.
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Figure 3: Room temperature frequency shifts of 4-MBN monolayer on the electrode surface
in the presence of different ILs. Figure 3a shows extracted Lorenzians from raw SF'G spectra,
and Figure 3a shows the center nitrile frequency plotted against the charge density of the
anion. The monolayer is strongly solvated in the presence of smaller anions, with a large
field of ~3.6 V/nm observed using [EM IM|*[Br|~.
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40 Figure 4: Surface enhanced Raman (SERS) data of the nitrile center frequency in the pres-
ence of different ILs. Chemically etched silver was used as a substrate. We observe an
43 increase in polarization at the interface correlated with smaller anion size, in agreement with
44 the SFG results. Point to point differences between SERS and SFG measurements may be
45 related to heterogeneity at the SERS surface.
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Figure 5: Calculated frequency shifts at nitrile carbon of 4-MBN monolayer on the gold slab
in presence of different ILs. (a) Realistic anions with [EMIM]* cations, and (b) Modified
Cl” anions with [EMIM]* cations. Lennard-Jones o for C1~ = 4.04 A.

The computational results comprise of two parts. First, the calculated frequency shift of
the probe molecule in the presence of an equilibrated configurational ensemble of ILs, and
second, analysis of the arrangement of ions as a function of distance from the surface.

Following procedures explained in the computational methods section, the calculated
frequency shifts based on the nitrile Stark response and the field at the nitrile nitrogen are
plotted against the charge density of anions in Figure 5a. Consistent with experimental
results, a red shift with respect to increasing charge density is observed. Frequency shifts
based on electric field values at the nitrile carbon atom are included in SI Figure S6a and
show a similar trend. While the trend in experimental data is reproduced computationally,
the magnitude of the computed frequency shifts is larger than experimentally observed ones.
The possible origins of this will be discussed in the discussion section.

One may argue that the observed trend is not necessarily a consequence of ionic size,
but rather majorly their structural and chemical details. To gain insight into this issue,
we constructed a simplified model, in which only the size of the anion was varied, without

affecting their shape. Model systems were constructed by starting from a Cl anion and
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modifying its Lennard-Jones o parameter, while keeping all other force field parameters
the same. This gives rise to various Cl anions with artificially enlarged volumes. We use
1.5, 2, and 3 times the original value of o (4.04 A) to construct the IL systems, named
[EMIM|T[Cliss]~, [EMIM]T[Cly,|~, and [EMIM]*[Cls,]~ respectively. The effective
radii of the anions are, therefore scaled by a factor of 1.5, 2, and 3 while maintaining
the spherical shape. MD simulations are performed for this anion series, while the cation
is still kept to be [EMIM]*. The frequency shifts of the probe molecule, based on field at
the nitrogen of nitrile, are plotted against the relative charge density of this chloride series,
calculated using the ratio of ionic radii (Figure 5b). The figure shows that the trend with
respect to size indeed holds when only the size of the anion is changed. The origin of this
change with respect to ion size will be discussed in discussion section. Frequency shifts for
the chloride series calculated based on the field on the carbon atoms of nitrile are included
in the SI (Figure S6b) and show a similar behavior.

Figure 6 shows snapshots of representative systems at the end of production runs. Inspec-
tion of these snapshots for the experimental anion series (left panel) and the model chloride
series (right panel) reveal the relative positions of cations and anions at the interface. We
note that for anion series used in the experiments, the closest layer to the 4-MBN ligands is
predominantly made of anions. Moreover, the anions show different degrees of intercalation
into the 4-MBN layer. Smaller anions such as Br and Cl fully insert themselves into the
4-MBN layer and lie in the same plane as the nitrile nitrogens. Larger [BFy]~ anions show
partial insertions, and even larger [FAP|~ anions cannot intercalate and are excluded from
the monolayer. The density of anions at the interface is also less for larger anions, as ex-
pected. A similar behavior is observed for the model chloride series (Figure 6, right panel).
The normal size chloride intercalates into the monolayer, while the largest model chloride
is excluded from the surface. The ionic density near the surface is also the smallest for the
largest of the chloride series anion.

To rationalize the frequency shift-size trends, we calculated the symmetrized number
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Figure 6: Snapshots of representative systems after 200 ns of production MD. Only top half
of the functionalized gold slab has been shown. For realistic anions, full IL residues have been
shown for atoms within 4 A of nitrile nitrogens. For [EMIM]*[Cla,]~ and [EMIM]*[Cls,] ™,
the selection thresholds are 6 A and 8 A respectively.
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density of a few representative atoms (see Scheme 1 for special atom names). Figure 7 shows
the distribution of these atoms along the box’s positive z-axis, centered around the gold slab.
Symmetrized number densities and charge densities of all realistic and model systems are
included in the SI (Figure S7a,S7b,S8a,S8b). We should note that the density profiles are
of unique atoms in IL residues, they are not cumulative of any atom type (such as Fp in
[FAP]™). The position distributions of nitrile nitrogen atoms have been shaded green for
reference. The overlap of the black lines (representing key anionic atoms such as Br, F, Fp,
and Cl) with green region depicts the extent of anionic intercalation into the 4-MBN layer.
Number density of three key imidazole hydrogens (see Scheme 1) from [EMIM]|* cations
have also been shown in the figure. The hydrogen with highest partial charge (H3) is shown
in red; whereas the other two (H4, H5) have been shown in orange. Higher density of one type
of hydrogen over others, as seen in [EMIM|"[Br]~, [EMIM]|"[CI|*, and [EMIM]*[BFy]~

indicate preferential orientation of cations near the interface.

Discussion

The main objective of this study is to understand the organization of ILs near the interface
by measuring the frequency shift of the probe molecule adsorbed on the metal. Our results
show a systematic change in the vibrational frequency of the probe with increasing anion size.
However, this information alone cannot provide a complete molecular picture of the local
ionic structure, since ordering of ions of varying sizes is complex and not uniquely associated
with a single value of frequency shift. Therefore, we complemented the experimental work
with MD simulations with two purposes - first to find out whether the experimental trends
were reproduced by the simulations, and second to identify the underlying structural origins
of the observed trends.

The primary takeaway from these combined efforts is that IL molecular structure at the

interface is dictated by the ability of ions to pack and organize near the surface. The most
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important result from MD simulations is the tendency for the anions to partially intercalate
within the SAM. The smallest anion (bromide) readily fits between the 4-MBN molecules
and intercalates into the monolayer, residing at the same depth as the nitrogen atoms of the
nitrile (Figure 7). This insertion, in turn, supports a high packing density of EMIM™ in the
next layer. The large interfacial charge density strongly polarizes the SAM, resulting in a
considerable shift in the nitrile frequency. However, as the size of the anions in the IL is
increased, their ability to insert within the SAM is diminished. Furthermore, the large anion
sizes exclude some volume near the surface and push the cation-dominated layer away from
the SAM. This results in low density of the cations and larger distance between the cations
and the monolayer. Therefore, a smaller field is experienced by the probe, leading to smaller
frequency shifts.

The above scenario even holds to explain the slightly out-of-order behavior of acetate in
[EMIM]*[AcO]~, which is observed experimentally (Figures 3,4) and confirmed computa-
tionally (Figure S7a,S7b). In both cases, the acetate anion causes a frequency shift in the
probe that is larger than anticipated from its effective size, appearing in both the experimen-
tal and computational results as a slight non-monotonic deviation from the trend. In this
case, the molecular shape of the acetate together with the intercalation description given
above explains this effect. The charged portion of the acetate ion (delocalized mainly over
the oxygens) is relatively compact and available for insertion in the monolayer. Similar to
the behavior of [EMIM|*[Br|~ or [EMIM]"[CI]~, this insertion supports the formation of
a high-density layer of [EM IM]* cations near the SAM and the resulting structure polarizes
the nitrile more than anticipated based on the total net size of the acetate.

The use of the chloride model system is a way to investigate the fundamental dependence
of interfacial solvation on anion size without the confounding effects of molecular structure.
The results from these simulations show a similar overall trend but the calculated fields
depend monotonically on anion size, thereby confirming the hypothesis that insertion and

packing is at the core of this behavior. We observe the same ion intercalation structure in
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the model chloride system as the atomistic anions (Figure 6 and 7). The center of anionic
charge is pushed away from the interface as the anion size increases. However, at the limit of
chlorides with large values of o, the first ionic layer becomes predominantly cationic, which
we do not observe for ILs like [EMIM]|T[FAP]~. In both cases, the packing density and the
induced field are small, therefore confirming that packing density may be a stronger factor
in dictating the interfacial field compared to solely relying on the ordering of the layers.
We note that some parts of the larger anions (e.g. the fluorines in [FFAP]™) also pen-
etrate the 4-MBN layer to a similar extent (Figure 7) as Br~. However, a second fluorine
peak is observed for both [EMIM|T[BF,]~ and [EMIM|*[FAP]~ oustide the monolayer,
indicating that large anions are only partially interecalated in the monolayer and mainly
reside outside. This behavior is also observed for [EMIM]T[DM P]~ as seen in the SI. Due
to this effect, and the larger sizes of these anions, the overall charge density near the surface
is much smaller compared to [EMIM]*[Br|~, thereby producing a smaller field experienced

by the probe molecule.

Scheme 1

Though the overall trend between interfacial fields and anion size holds between theory
and experiment, the computed fields exceed the measured fields for every IL we studied.
This discrepancy is the greatest for larger anions (factor of ~ 7 for [FFAP]~). We hypoth-
esize that this is a limitation of the fixed-charge non-polarizable nature of our force field.
Inclusion of polarizable force fields will modify metal-ion and ion-ion interactions and may

result in an overall decrease in the calculated interfacial fields. Furthermore, the location
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Figure 7: Symmetrized partial number density of representative atoms plotted against av-
erage relative position from the center of gold layer. As a reference, the positions of nitrile
nitrogen (Ngy) atoms of 4-MBN monolayer are shown in green. [EMIM]" hydrogens from
imidazole ring are labelled as H3 (H atom at 3" position of imidazole ring), H4 and H5.
All four F atoms of [BFy]~ anions are labelled F. The F atoms directly attached to phos-
phorus center in [FFAP]~ are labelled Fp. The atom names for larger ions are illustrated in
Scheme 1.
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at which field values are calculated is chosen at a single point within the probe molecule.
Our previous work shows that fields near interfaces are not uniform, and vary across the
length of the probe molecule.'® Therefore, choosing a single point within the molecule only
approximately emulates the homogeneous field Stark effect. For the purposes of this study,
which is identifying the size effects trends, this does not pose any problems.

A comment related to the water content of ILs is necessary for our work. As many
previous work have shown, ILs are hygroscopic and water adsorbed from the atmosphere
alters their properties in important ways. The partition of water between interface and bulk
in ILs probed by a 4-MBN SAM was reported by us recently.'® Based on that work, even
though ILs adsorb water readily, if the quantity of the water is small it is favorably solvated
within the bulk and it hardly appears at the interface. A significantly large critical threshold
(above ~ 0.8 mole fraction) must be reached before water has a significant partition at the
surface. As discussed in the experimental section, we have taken steps to dry the ILs studied
in this work and therefore the water content should be minimal. Based on the results from
our previous study, the measurements reported in this work are representative of water-free
ILs.

Further characterization of IL-metal interfaces using this joint experimental-computational
approach could include the measurement and simulation of charged interfaces along a similar
series of ion structure. We have used VSFG to probe the electrified metal-IL interface,?
but that previous work did not cover systematic variation of ion composition. Modifying
particular chemical properties of ILs (such as introducing hydrophobic moieties) will also

provide fundamental information about ionic structure at the interface.

Concluding remarks

In this study, we take a detailed look at the structure and electrostatics of ILs near a metal

interface functionalized by a layer of probe molecules. The main takeaway form our work is
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that the local electric field sensed by the probes varies significantly with the size of the anions
in the imidazolium family of ILs, with larger anions producing smaller interfacial fields. The
origin of this effect was revealed by our molecular dynamics simulations. We observe that
small anions intercalate into the nitrile probe layer which helps with tighter packing of the
nearby cation layer and results in large electric fields. As the size of the anions increase, the
extent of surface penetration diminishes, leading to disappearance of the ordered structure
and looser packing of ions near the surface. We also emphasize that not only size, but
also the shape of the anions is important in dictating the local electric field. Finally, the
trends in calculated Stark frequency shifts qualitatively agree with experiments. This work
is a stepping stone towards understanding and modifying interfacial fields in the presence of

complex ionic environments.
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