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Abstract

In this work, a Lattice-Boltzmann-Method (LBM) model for simulating hysteresis in a
proton exchange membrane fuel cell (PEMFC) electrode is presented. One of the main
challenges hindering study of the cathode catalyst layer (CCL) in PEMFC:s is the lack of
understanding of two-phase transport and how it affects electrochemical performance.
Previously, the microstructure details needed to build an accurate mesoscale model to
examine such phenomena have eluded researchers; however, with advances in tomography
and focused-ion-beam scanning-electron-microscopy (FIB-SEM), reconstruction of the
complex porous media has become possible. Using LBM with these representations, the
difficult problem of catalyst layer capillary hysteresis can be examined. In two-phase
capillary hysteresis, both the equilibrium saturation position as well as its absolute value
depends on the wetting history. Based on the models, it is ascertained that at lower
capillary numbers, the liquid begins to undergo capillary fingering — only above a capillary
pressure of 5 MPa, a regime change into stable displacement is observed. As capillary
fingering does not lead to uniform removal of liquid, the prediction is that because high
capillary pressures are needed to change to the regime of stable displacement, wicking is

not as effective as the primary means of water removal.

Keywords Proton Exchange Membrane Fuel Cells, Cathode Catalyst Layer, Two-phase
flow, Capillary Hysteresis, Wicking



Introduction

Proton exchange membrane fuel cells (PEMFCs) are a promising, non-carbon
dioxide producing energy conversion alternative that has the potential to dramatically alter
the automotive industry'>. Advances in these electrochemical conversion devices have
been driven by optimizing the design and understanding of porous flow-through electrodes.
However, there are significant challenges in the fundamental understanding of these porous
electrodes that have limited the ability to solve longstanding challenges such as grid-level
storage and replacement of the internal combustion engine with electrochemical devices.
The primary focus of the modeling work addresses the challenges of the cathode catalyst
layer (CCL), since not only does this thin layer make experimental characterization
extremely difficult, but also because the oxygen reduction reaction (ORR) is considered
the most difficult reaction in common electrochemistry*. Additionally, the difficulty in
studying the operation of the PEMFC is exacerbated with a lack of understanding of the
microfluidics of flow through the porous media. The combination of these factors in
addition to the intrinsic difficulties with understanding two-phase flow make the CCL a

complex and difficult area to study® >

Because of this difficulty, the usual starting point for modeling has been a
macrohomogeneous porous electrode model of the catalyst layer, which account for the
complex local geometry with approximations such as the Bruggeman correlation for

conductivity® ?

. These models intrinsically gloss over the microstructure to instead treat
the electrode as a web of parameters such as the length, the porosity, the tortuosity,
platinum loading, and others. With some optimization, these various descriptors can
control the intimate contact among the three-phase boundary for the best electrode. As
research has continued, however, the limitations of this idealization are surfacing; as a key
example, the model fails to accurately predict the effect of platinum loading on mass-
transfer resistance — it forecasts no effect, whereas experiments show a clear impact!® !,
However, despite this experimental confirmation, due to the complex structure of the
electrode and its ~10-micron profile, it is quite difficult to do in operando studies'?. To
counter this problem, previous work gives insight into the CCL microstructure with varying
amounts of carbon corrosion through FIB-SEM (focused-ion beam scanning electron
microscopy) to enable the use of mesoscale modeling techniques, an example of the

geometry created from these is shown in Figure 11214,



The main objective of the current research is to expand upon the previous FIB-SEM
work and fabricate a simulation framework beyond what continuum models do to describe
flow behavior and better understand performance failure mechanisms on a local scale'?!6,
Information about the pore distribution and the histogram of the geometry can be found in

1'> 13, These geometries have information about degree of

the publications of Star et a
corrosion, which hasn’t been seen previously in two-phase studies of the electrode. Here,
we study the impact of hysteresis: simulating intrusion and drainage of these real FIB-SEM
geometries to study how much liquid remains from the water created during ORR. This
problem is a major concern in two-phase flow consideration of the electrode, as it has
hardly been studied and is of utmost importance for liquid management — even a 10-12%
saturation can drastically affect catalysis® . The goal of this project on the modeling side
is to use the mesoscale methods of Lattice Boltzmann (LBM) for studying the liquid-vapor
interface as well as two-phase porous flow and Direct Numerical Simulation (DNS) for
solving balance equations and electrochemical effects!’. This approach is not only useful
in the PEMFC community, but also is generally applicable for describing transport
phenomena in any porous electrode system'®2°. The focus of this paper in particular is on
LBM, which allows us to examine two-phase flow through the FIB-SEM geometries to
obtain these imbibition-drain curves based on the capillary pressure (the difference in
pressure between the two phases) and the saturation (the number of liquid voxels divided
by the total number of voxels).

Modeling of the CCL should move towards the approach taken in the gas diffusion
layer (GDL) by Bazylak,?'">* Thiele,'> ' and others: running on tomography images of the
actual geometry. The primary reason for this is that the geometry itself is highly
heterogenous; as mentioned, the common macrohomogenous model avoids this complexity.
This approach, especially at low catalyst loadings, has begun giving inaccurate results as
mentioned above?*. The main reason why real representations of the geometry haven’t
been adopted by the fuel-cell community is the difficulty in obtaining these images;
however, this barrier is gradually being lifted by the community through the work of
More?’, Borup?®®, Litster,?” and others!>2%2°. Starting in the mid to late 2000s, LBM has
become more popular with the PEMFC community due to its ability to better resolve pore
effects, first debuting for the GDL in around 2005 from works by Mukherjee®’, Wang®!,
Niu*?, Park®*%, and others. The work was then expanded to the CCL by Mukherjee®®38,



and finally has expanded into what is seen today, with 74 papers on Web of Science

published on the cathode side since 2018 alone®**2.

43, 44

Existing intrusion porosimetry papers, such as these two pore network models

use a computational domain of a network of pores and throats with certain radii rather than

the actual geometry. Similarly, works employing pore morphology*> #¢

, rely on statistical
characterization, such as stochastically reconstructed gas diffusion layer. In contrast, LBM
can run on the detailed microstructure itself. Additionally, other methods such as finite
volume cannot model the complexity of the microstructure without inordinately long run
times. LBM requires the least number of approximations compared to other methods such
as pore network, which can only run on idealized microstructures. Pore morphology
methods accurately modeling the draining and filling seen in the hysteresis curves, but still
require an approximation of a model system for filling the geometry*’. In comparison to
other LBM work, this is one of the first in the cathode to use something other than the

Shan-Chen method to look at multi-phase/multi-component flows in addition to examining

corroded vs non corroded geometries from the FIB-SEM geometries.

In terms of what literature LBM models show, there is a significantly higher
diversity of models in the GDL versus the CCL — this is due to the three order of magnitude
difference in pore size between the GDL and CCL. Since this initial treatment, many other
researchers have incorporated more advanced LBM phenomena into their models, such as
Niu*? as well as Gao*® using the multi-relaxation time approach (MRT) as their collision
operator for better modeling the complex porous media. More recently, Molaeimanesh et
al. have modeled ORR on different agglomerates using a fabricated porous media to show
oxygen distribution in the CCL*!, Chen used a coupled FVM-LBM model to show the
oxygen distribution in and viability of non-noble metal CCL>2-, Jinuntuya et al. as well
as Niu used a similar LBM model, but instead of stochastically creating geometries, used
tomography methods of the GDL to do their LBM simulations®” *.  Many more

researchers examined water transport in the GDL and CCL through LBM¥-42-5%-64,

In this paper, we will first discuss the intricacies of our LBM model, the free surface
modeling approximation that we used, as well as covering the fundamentals of the multi-
relaxation time operator from the open-source code we used. From here, we discuss
proving our method by running it through a geometry of packed spheres and comparing it

to the Leverett-J function commonly used in PEMFC literature®-%. In addition, we analyze
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wettability by measuring the contact angle for our model against the prominent two-phase
LBM model — the Shan-Chen model. Furthermore, we will take the geometries and
calculate the relative permeability versus saturation relationship to understand two-phase
flow through them further. Finally, we pose simulation on two different FIB-SIM
geometry domains, one at the beginning of life and another significantly more corroded,
for a variety of different capillary pressures to model hysteresis and comment on the effect
it has on water management in the catalyst layer. We also want to stress that LBM is not
a simple solution; the fundamental challenges of this simulation must be taken into account

before using a generic code for a specific microstructure.
Mathematical Background

LBM has evolved into a popular method for simulating multiphase,
multicomponent fluid flows for complex geometries that standard computational fluid
dynamics (CFD) techniques, such as finite difference, finite element, and finite volume
methods, struggle to solve®® 7°. Other PEMFC papers have expounded upon the basics of
LBM, such as the particle populations, the single relaxation time operator, and the solid
physical foundation in kinetic theory of gases*® #3457 What we would like to focus on
are the exciting possibilities of other methods of LBM, specifically on simulating two-
phase flow inside of the CCL as approximately a free-surface flow and the multi-relaxation

time 0perat0r32’ 48,69, 71-73

As a summary based on the work of Attar et al’>., the basis of a free surface
technique is to identify all cells in the geometry as fluid voxels (liquid water), the solid
wall of the Pt/C backbone and ionomer, gas voxels (hydrated air), as well as the boundary
between the fluid and gas and track the interface of this boundary’. To do this, the mass
exchange parameter AM;(x, t) for an interface cell at some voxel x and its neighboring

voxel x + ei is defined as follows:

0
out oy pout x +e; € Gas
fER et e ) = [0 x+ e, € Fluid [1]

E(s(x, t) +e(x+ e, 0) (P4 (x + e, t) — [ (x,t)) x + €; € Interface

AMi(x,t) =

Here, {ei}7 represents the nondimensional discrete velocity sets seen in D3Q19, ¢ is the

volume fraction defined as € = M/p, M is the mass of the liquid for a unit volume, p is the



density, and f°** is the outgoing distribution function. This distribution function is

defined as the collision step and is given as follows:

. 1/, e
fiou’:(x, t) = fim(x, t) — ; (fl-m(x, t) — f; q(p, V)) (2]

In this equation, f{"(x, t) is the streaming step distribution function and 7 is the relaxation
time. This relationship assumes that we have no external forces — an accurate assumption
due to our extremely small Bond number®®. All the volume fractions can be represented
using a method known as volume of fluid (VoF); here we assign a scalar C between 0 and
1 to each void voxel in the geometry so that it satisfies the following relationship for all m

fluids:

9Cm Ve, =0
ot TV Vim= [3]

where C, has to sum to 1 for every void voxel. Note that this relationship is valid in the
case that the kinematic viscosity of the gas phase is functionally infinite compared to the
liquid”""™#. This basis is because free surface techniques assume that the fluid mixing only
occurs at the interface and not throughout the liquid. We would like to stress that we do
not assume the flow inside the PEMFC catalyst layer is a free surface — it is merely an
approximation to resolve the density and viscosity ratio issues many other multiphase
multicomponent LBM models have in the PEMFC CCL. Effects such as ionomer
saturation, condensation, as well as oxygen diffusion through water will be treated in

further publications.

In the previous section, we discussed the relaxation time . The relaxation time is
used to determine the rate at which the collision operator (); relaxes the particle populations
to some equilibrium fieq. The collision operator most commonly used in LBM is the
Bhatnagar, Gross, and Krook (BGK) model, which assumes a single relaxation time. This
choice of a single relaxation time is sufficient for stability in a wide variety of CFD
simulations. However, certain conditions, such as in porous geometries where the apparent
porosity depends on the exact wall location, can lead to a situation where the profile
depends not on physical parameters (i.e. the Reynolds number) but instead on the relaxation
69, 75

time Solutions that depend on computational parameters are not viscosity-

independent solutions, which would violate the kinetic theory of gases on which LBM is



based’®. To counter this problem, there are many other collision operators €; in the
literature; the most common choice for flow simulations on porous geometries is the MRT
collision operator. MRT is chosen because it allows for different relaxation times for each
of the Q nodes in the geometry rather than one for the whole simulation. This operator is

a matrix representation of the relaxation times and is shown below?3® 3% 6%,

Q; = —M1S[m(x,t) — m®(x, t)]At [4]

where M is the transformation matrix, § is a diagonal matrix of the relaxation times
corresponding to g velocities, m are the individual moments, and m®? is the equilibrium
moments. Since the idea of the MRT operator is to relax the individual moments rather
than the populations, there are as many relaxation times are there are moments — as an
example, this corresponds to 19 for D3Q19 (the 3 dimensions and 19 velocity sets most
commonly seen in 3D multiphase, multicomponent flow). The next step is to collide these
moments -- one can define a new moment my
m, = m;, — o(m, —m;?)At [5]

Now we need to transform back into population space with the following relationship:
£ = Z M;lm; [6]
K

Once we transform back into population space, we need to stream to the rest of the nodes
in the system — this is done in the following way:

filx + c;At, t + At) = f"(x,t) [7]

Once one discretizes the Boltzmann equation and, after combining these definitions, we
arrive at the Lattice Boltzmann Equation:

filx + ¢;At, t + At) = fi(x,t) + Q;(x,t) [8]
One cycle of the LBM algorithm is shown in Figure 2.

The advantage of this approach is that one no longer needs to explicitly discretize
the underlying fluid flow equations and can instead derive them implicitly. This is
achieved by doing Chapman-Enskog expansion around the Knudsen number to get Navier-
Stokes. Since the explicit approaches struggle to resolve the advection term in Navier-
Stokes, (v - V)v, implicit schemes are valuable, especially in areas of reactive and porous
flow’” 78, While LBM has the ability to resolve some of the challenges in the CCL, such

as accounting for the pore morphology and rigorously showing the flow profile, it is quite
8



expensive computationally. However, this approach is inherently parallel, which makes it
run efficiently on clustered supercomputers’””. This means that one simulation of one
million degrees of freedom can reach steady-state in a matter of 12 hours. In the past ten
years, these clustered supercomputers have become more accessible to use, meaning these

methods have become more common to analyze increasingly complex microstructures.
Computational Methodology

The primary goal is to simulate the operation of the PEMFC CCL: this involves
modeling the humidified air coming from the GDL and the microporous layer (MPL) and
how it interacts with the liquid water formed from ORR. The rigorous simulation of liquid
water formation from ORR is beyond the scope of this paper — we are concerned with how
this two-phase flow moves on a local level inside of the electrode microstructure. This is
a challenging simulation, due to the tortuous path through this microstructure as well as
because the density ratio of liquid water to hydrated air is on the order of 1000:1. Standard
LBM techniques in the PEMFC literature such as using a single relaxation time as well as
the Shan-Chen model (a method of describing the cohesive and adhesive forces seen in
two-phase flow with an interparticle force constant G, as well as altering the equation of
state with a pseudo potential) become unstable for porous geometries and density ratios

80, 81

above 2:1, respectively® . Therefore, we advise using alternate methods from the LBM

literature to get around these deficiencies.

The main simulation attempted is flow of oxygen, nitrogen, water vapor, and liquid
water through the FIB-SEM data at constant temperature of 353 K. For this, a D3Q19
LBM simulation for free-surface flow using MRT dynamics was conducted. D3Q19 was
used because it is the standard for pore scale LBM models®® #5233, As for why it is the
standard, lower 3D velocity sets (such as D3Q13 and D3Q15) have issues — these include
either exhibiting checkerboard instability (D3Q13) and thus require additional treatment
within MRT to provide accurate solutions or simply are not accurate enough for porous
geometries due to the highly heterogenous geometry as mentioned in the sources above
(D3Q15)%-82, As for higher velocity sets, the reasoning is similar to the previous response:
the increase in accuracy is not sufficient for the drastic increase in computational cost for
such a low Reynolds number flow®® 838 MRT is used to properly model porous geometry
as previously mentioned. To avoid the density ratio instabilities, we have used an interface-

based approach to effectively bypass the issue and track the interface with the method
9



described above rather than explicitly treating the liquid/vapor interactions by solving the
Navier-Stokes equations. A VoF approach was used to track the liquid/vapor interface®*
71.73.81,8588 * In LBM, boundaries are applied throughout the whole geometry; this means
one needs to have a schema for all areas where the Boltzmann equation is solved and where
it is not. To do this schema, a bounce-back system was applied; this system means that
whenever the simulation reaches a solid boundary, it “bounces back™ to the previous node
and goes to the next wet-node where the system is solved. For both the gas and liquid
phase in the x-y direction, periodic boundary conditions are used. These were chosen based
on the FIB-SEM data: in the x/y dimensions, only a small portion is captured, whereas, in
the z direction, the portion accounts for a significant fraction of the CCL (between 30-40%).
In this series of simulations, a constant pressure boundary is set at the inlet and no flux
boundary at the outlet. Once the simulation begins, it is then iterated over until
convergence in the average volume fraction is reached (a difference in each simulation on
the order of O(10%)). All simulations were carried out in C++ using the Palabos library, a
commonly used resource in the geology community’®. Latt et al. provide more information

on how Palabos handles curved surfaces, resolution, and other modeling details.*

In this work, the class of simulations attempted describes an infinite film of water
on the membrane boundary in the z direction; i.e., through the plane of the electrode. From
here, liquid flows from the film based on an applied capillary pressure until it reaches a
steady-state saturation in the geometry. Here, saturation is measured by the ratio of filled
voxels over the available number of void voxels before any water is in the geometry. To
get the capillary pressure, one needs to use the time step dt and spacing dx. These quantities
were derived by scaling the equations for the Reynolds number observed in the catalyst
layer is of O(10™), the desired capillary pressure bound at steady-state, and the lattice

kinematic viscosity. These were described in the following equations:

ru
Re = ——— [9]

po= el [10]

10



5 . 1ydx?
U:CS*(T _E)W [11]

In these equations, [* is the number of lattice sites along the main flow direction, U™ is the
velocity scaled over the max velocity of the system, c? is the lattice speed of sound squared
(1/3 for the D3Q19 system), T° is the average relaxation time, and v is the kinematic
viscosity of the system in lattice units. One can balance the parameters to get the desired
steady-state capillary pressure. This sort of simulation approach is critical for validating
the method as well as for analyzing hysteresis — by varying the capillary pressure, one can
simulate intrusion porosimetry, allowing for accurate measurements not seen in standard
continuum models. As such, the boundary conditions for this simulation were the infinite
film of water at the membrane and a held constant capillary pressure at the GDL/MPL
boundary. This test is where the invading fluid penetrates the geometry to study the
difference in pressure between the two phases.

In these simulations, the goal is to run a specific capillary pressure until the liquid
equilibrates inside the geometry to some steady-state saturation. To do this, we started by
setting LBM parameters such as the lattice spacing, lattice density, tau, kinematic viscosity,
and time step by setting dimensionless numbers like Re and the capillary number (Ca)
shown below for a specific class of flow.

_w
_O'

Ca [12]

Where, in the equation above, u is the visocity, ¥ is the characteristic velocity, and o is the
surface tension. From here, a new capillary pressure is set to run from the previous liquid
state until the geometry is full (the imbibition). To drain, the process is repeated in reverse
until the geometry is empty. Any difference in saturation between the imbibition and drain
curves is the hysteresis, which is quantitatively not easily ascertained from traditional
models of the PEMFC electrode. As Palabos simulates in the x direction, all simulation
details and the geometry have been rotated 90 degrees so that the through plane of the
electrode is the x direction. For the liquid, an infinite film was placed in the x direction for
the first 15 voxels and all of the y/z voxels. This process was completed on several different
representative volume elements (RVEs) and FIB-SEM geometries to obtain these curves
based on work from Goswami®®. The RVE that best represented the geometry in question
while allowing for acceptable run times was the 90x90x(z) cubic voxel geometry, where z

represents the number of slices in the FIB-SEM dataset for that geometry. For these
11



simulations, z ranges between 90 and 185. For example, z = 90 represents around
0.45x0.59x1.80 micrometers of the CCL in physical units. This corresponds to a lattice
spacing around 2 nm. Additionally, the convergence criteria were when the lattice internal
energy, defined as the following, changed by less than 0.0001.

E = pv? [13]

In future work, a second class of simulations involves randomly generating liquid
throughout the geometry based on platinum loading and the current density, where 100%
relative humidity air is flowed from the MPL/GDL boundary. This is more in tune with
the operation of the PEMFC. As stated before, LBM cannot model electrochemical effects

beyond a basic source term, and as such, these simulations are beyond the scope of the
paper.
Simulation Verification

To have confidence in the results from LBM or any CFD, one needs to perform test
cases to verify it before moving to the goal simulation. For our purposes, we have chosen
two common cases in the PEMFC and LBM literature in addition to the relative
permeability as a function of saturation relationship. First, we simulate a capillary pressure
versus saturation relationship and compare this to the Leverett-J function, which is shown

below.

pe =050 (55 14

_ 1417(1 —s) — 2.120(1 - s)2 4+ 1.263(1 —s)%if6 < 90

S =
Js) 1.417s — 2.120s? + 1.263s3 if6 > 90

Here, p. is the capillary pressure, y is the surface tension, 8 is the contact angle, € is the
porosity, k is the permeability, and s is the saturation. This relationship is commonly used
in the PEMFC community for a general model and was originally developed for flow
through packed spheres by Fatt in the 1950s%6% %13 This has since been adapted to the
CCL with an approach known as the modified Leverett-J function to capture the specifics
of the microstructure, but for this analysis, we are looking at the original function to have
an equal comparison. Second, we will be looking at the water drop test for wettability.
This test describes how well the simulation models contact angles and will show how the
free surface model visually aligns with the aforementioned Shan-Chen model for a variety

of wetting and nonwetting contact angles.
12



The goal is to understand the relationship between capillary pressure and saturation
inside of the CCL. This is typically done by looking at the capillary pressure versus
saturation curve, which describes two-phase flow between the wetting (contact angle less
than 90° -- the ionomer and fluid components themselves) and the nonwetting phase
(contact angle greater than 90° -- the carbon media and Pt). A common constitutive
equation for capillary pressure is the Young-Laplace equation below relating it to physical
parameters:

_ 2ycos® [15]

Pc a

In this equation, p, is the capillary pressure, y is the surface tension, 8 is the contact angle,
and a is the pore size. One typically determines capillary pressure experimentally with
mercury intrusion porosimetry (MIP) or another similar test. For the kinds of pore sizes
and contact angles in CCLs, capillary phenomena should start occurring around 2 MPa
based on an average pore radius of 40 nm, a surface tension of 0.06126 N/m, and a contact
angle of 135'2. However, these kinds of pressures in the CCL are extremely difficult to
measure accurately with any experimental method. As such, experimental literature values

vary wildly for many of the CCL, with variations by three to four orders of magnitude®>*

9497 This was why this is ideally used as the test case for LBM, as we can run the
simulation through a bed of packed spheres to analytically and visually describe the filling
of the spherical geometry. Here, a 90x90x90 voxel geometry of spheres with a void
fraction of 0.3004 was filled via the infinite film with varying capillary pressures. The
spheres were varying sizes with an average overall pore size of 40 nm. The permeability
was calculated using the Carman-Kozeny equation’® and were on the order of (107'%) m?,
the surface tension was chosen as water at 353 K (0.06126 N/m), and the porosity and pore
radius came from the data set. The curve as well as the visual representation at 3 MPa are
shown below in Figure 3.

In the simulation attempted here, the capillary pressures varied between 0.25 MPa
to 4 MPa — this bed of packed spheres had similar characteristics to the CCL microstructure.
These also were chosen to describe below and above the capillary pressure estimated from
the Young-Laplace equation. Additionally, the simulation reached 100% saturation at 4
MPa, meaning that there was no purpose to simulate higher capillary pressures. To

compare the two models, a paired t-test was done, which led to t value of 2.2544, meaning

13



that the difference between the two curves is not statistically significant for a 95%
confidence interval. Despite this, there is more deviation from the Leverett-J function at
higher capillary pressures. This is acceptable for our analysis, as it is quite difficult to
model multiple MPa capillary pressures inside the electrode — for PEMFC capillary
pressure models, the modified Leverett-J used by Kumbur and Mench use a piecewise-
defined function to describe the eponymous J function for different saturation thresholds®’.
However, since saturation varies quite a bit between the capillary pressures, we decided to
do the comparison between the non-modified Leverett-J function for low saturations to
avoid discontinuities. Visually, we can move our analysis to what we should be seeing
based on liquid profile inside this geometry for a specific set of dimensionless numbers,
specifically the capillary number shown below and viscosity ratio. Based on these, at
higher capillary pressures, we should see a regime of stable displacement, whereas for
lower ones, we should see a regime of capillary fingering. In Figure 3, we see this split
between regimes — in the modeled results, there is a large inflection beginning between 1-
2 MPa where there is a significant rise in saturation. This is congruent with what we see
in the Young-Laplace equation. Below this capillary pressure, there isn’t nearly as much
increase in saturation for a change in capillary pressure. For the visual results, we see the
regime of stable displacement, where the liquid is in a film around the bed of packed
spheres. As we can see here, the model results match the Leverett-] model fairly well for
the bed of packed spheres, especially for the region of lower capillary pressures.

In order to test the contact angle algorithm and the free surface assumptions for our
LBM model, tests were run comparing the results to a more standard two-phase LBM
model: the Shan-Chen model more commonly used in the literature®® °% 1%, Briefly®, if

one defines the macroscopic velocity u® as:

TF
u =u* +? [16]

Where u* and F are defined as the following:

. ific
u =
)

[17]

F=F.+Fqgs+Fex [18]
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F.and F,;, are the cohesive and adhesive forces respectively and F,,; is the external
body force, which, as mentioned previously, is zero in a PEMFC due to extremely low
Bond number. In the Shan-Chen model, the cohesive and adhesive forces are related to

the interparticle force constant G by the following relationship

Fe=—Gap(x,) ) wapx+ i, 0 [19]

i

Here, w; is the weighting at each voxel i, and G¢ and Gags are the interparticle constant for
cohesion and adhesion, respectively. This parameter is often between -2.0 and 2.0. The
s(x + c;t, t) term is either 0 or 1 for void or solid phases, respectively. Finally, the ¥
terms all describe the equation of state — this is the most commonly changed parameter in
the literature among multiphase models, and for the original Shan-Chen model, it is as

follows:

Ve 1) = Yoerp () [21]
Where Y, and p, are arbitrary constants that describe the equation of state. However, the
problems start in equation 19, where this equation of state creates numerical instabilities as
the density ratio between the two phases rises. As mentioned, this is a prominent model
used in the fuel-cell literature, as well as in fields where the density ratio is less than 2:1,
such as oil extraction.

Effectively, this test allows us to conclude both that the contact angle algorithm is
measured accurately for our 1000:1 density ratio test, as well as conclude that wettability
is properly modeled. For our purposes, the density ratio is 2:1 — this allows for a
comparison where the Shan-Chen model is valid. The Shan-Chen model is adapted from
work done by Santos et al'®. This test involves modeling a single water drop on a surface
of varying contact angles and measuring the curvature of the drop. In Shan-Chen models,
typically this is varied with the interparticle force constant G for a linear relationship — here,
we will compare the drops in the two models to show how well they model contact angle.
The various contact angles shown in Figure 4 are 1, 90, and 135 degrees, chosen for their

applicability in PEMFC!%! (1 degrees for ionomer, 135 degrees for the Pt/C phase), as well

15



as the split between the wetting and nonwetting regimes. For the Shan-Chen model, a
wetting and nonwetting contact angle were shown at 20 degrees and 140 degress. The
results of this are seen below in Figure 4. In these results, both the Shan-Chen and the free
surface model depict the classical signs of the drop deforming for a specific contact angle.
The similarity lends credence that the free surface model can get around the density ratio
issue we see in the Shan-Chen case.

To have a further understanding of the two-phase flow inside of the microstructure,
the relative permeability for each phase was calculated using the methodology outlined by
Koido et al.'?? and further applied by Mukherjee*®. From a reconstructed voxel image, they
first used a single-phase LBM approach to calculate the absolute permeability. The single-
phase LBM in our paper was an updated version of the program written by Latt and
Degruyter’®. Taking the saturation profile from their two-phase LBM, Koido et al. then

calculated the relative permeability using the following relationships:

kg _ All Gas Voxels

= [22]
k.ps  Total Voxels
ky;  All Liquid Voxels
k,,s  Total Voxels [23]

kiz and ky are calculated by taking the saturation profiles at each point on the imbibition
curve and changing all liquid voxels to solid for &,¢ and all gas voxels to solid for &,. From
here, each new geometry created is iterated through with the single-phase LBM to calculate
a permeability. The relative permeability for each phase is the ratio between this
permeability and the absolute permeability. The resultant relative permeabilities were then
compared to compared to a commonly used fitted model for the GDL from Koido et al.

shown below!%:

krg =(1—5)° [24]
k,; = Max(1.089(s'5 — 1) + 1,0) [25]

Here, s refers to the saturation. The results from the LBM relative permeability calculation
and the comparison to the model for the film study is shown below.

The absolute permeability computed in lattice units was 0.6544. Comparing to the
model as well as results from Mukherjee, the two-phase correlations calculated here show
expected trends: at low levels of saturation, most of the permeability can be explained by

the gas phase, whereas as the geometry fills, the liquid phase controls most of the
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permeability. This is important to show not only to give a parameter for direct comparison
to other LBM two-phase models of the microstructure, but also to give insight to larger

PEMFC CCL models that take into account the electrochemistry.
Results and Discussion

After building and testing the model above, our primary goal is to use it to explore
phenomena that are difficult to simulate in standard continuum models or measure
experimentally. As mentioned in previous work, many LBM models of the PEMFC
electrode either do not attempt to explore the issues above or use insufficient methods to
model the difficult multicomponent, multiphase simulations through porous geometries.
Examples of these insufficient methods include using stochastic geometries or methods
that cannot account for the density ratio. As such, we will be looking at hysteresis, which
43,68,96,97,103 ¢

not only is difficult to see in continuum models as well as experimentally

also is critical to examining flooding in PEMFC electrodes™ °.

As noted previously, the way we model hysteresis is to simulate MIP with different
capillary pressures in the x direction. This process is done by setting a constant pressure
boundary at the inlet and no flux boundary at the outlet, as well as periodic bounds in the
y/z direction — this is shown in Figure 6. At steady-state, we would expect to see a constant
capillary pressure for a specific saturation through each slice of the FIB-SEM geometry.
Once the simulation reaches steady-state, the previous saturation profile is then used for
the next capillary pressure intrusion and allowed to reach steady-state, continuing until 10
MPa. The range of 0.25 MPa to 10 MPa was chosen because this was the point where the
geometry completely filled up (i.e., reaching 100% saturation) as well as reached a range
of values above and below the prediction for the Young-Laplace equation. To model the
drainage portion of the curve, this process is then repeated in reverse: liquid leaves from
the geometry back into the film and allowed to reach steady-state. Any difference between

the two curves is attributed to capillary hysteresis.

These tests were run on three different geometries of varying corrosion: a BOL, a
larger amount of corroded electrode, and finally an EOL electrode. The physical
dimensions of these electrodes are included in Table 1. The average, equilibrium hysteresis
curves are shown below in Figure 7 for the BOL electrode and Figure 8 for the EOL

electrode. The middle amount of corrosion electrode is included in supporting information.
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The visual sequence of the 3 MPa capillary pressure is shown in Figure 9 for the BOL
electrode and Figure 10 for the EOL electrode. The visual for 3 MPa for the middle amount

of corrosion is also in supporting information.

As a general conclusion, we see that the two curves begin to deviate at lower
capillary pressures. This ideal is what we should expect — as the overall shape of the curve
is characterized by a rapid rise in saturation followed by an asymptote at 100% saturation,
the majority of the difference should occur in the sharp rise rather than in the tail of the
curve. The general shape of the curve can be confirmed from experimental analysis of
PEMFC porous media®’. Also, the overall values obtained — reaching around 100%
saturation at between 5-6 MPa — is similar to some of the results seen in the literature for
PEMEFC catalyst layers. As for the difference between the BOL and EOL microstructures,
the overall values are relatively similar — there are some small differences in where the
hysteresis curves reach the asymptote as well as the standard errors. This phenomenon is
further examined in the visual representation of a point in the sharp increase region that we
see in Figures 9-10. In the 3 MPa visual representation, what we see is that as the
simulation reaches steady-state, more liquid is concentrated towards the film (i.e., the
membrane) even in the beginning stages of the simulation. This is what we would expect:
more liquid should be concentrated closer to the center of the electrode than would be
towards the GDL/MPL boundary. However, here is where we see major differences in the
profile between the two corroded microstructures. The BOL microstructure has a liquid
profile that is much more conducive to flow — there aren’t many unconnected pores as the
liquid conglomerates. However, for the more corroded microstructure, the liquid profile is
much more disjointed — there are many unconnected pores which inhibit flow. More
information can be gleaned from the dimensionless numbers throughout the simulation.
For two-phase flow in porous media, the most important ones are Capillary number (Ca)
shown above and the viscosity ratio (M). The latter two describe the phase diagram for
capillary phenomena — this is shown in Figure 11 below in work adapted from Mukherjee®®
104

In this series of simulations, we begin in the regime of capillary fingering and end
in region of stable displacement. We see these locations from our dimensionless number
output — at low capillary pressures, our capillary number is O(10), giving rise to capillary

fingering. Capillary fingering can be seen in below where the liquid randomly moves
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through the pores and “fingers” without moving as a film. As the capillary pressure
increases, the capillary number also increases, reaching a peak of O(10%). This order of
magnitude corresponds to the regime of stable displacement, where the liquid moves in a
film through the geometry. The large circles in the phase diagram demarcate the beginning
and ending capillary numbers. Note that the viscosity ratio of the fluid, 56.6:1 at 353 K,
remains a constant throughout the simulation. What this tells us is that at lower capillary
pressures, if the formed liquid water is more concentrated closer to the membrane, we
should expect to see more fibrous liquid water distributions in the catalyst layer. This, by
extension, may lead to areas with more local flooding here rather than other areas of the
CCL. When compared between the two BOL and EOL microstructures, the overall
capillary numbers at each point have a non-statistically significant difference. This shows
that despite the difference in flow profile, the regimes are still reached at relatively similar
capillary numbers.

As mentioned above, the curves for the different RVEs show that at lower capillary
pressures, there is a significant (between 5-10 % saturation) hysteresis inside of the
geometry. This is critical, as even low levels of saturation can impact PEMFC performance.
However, these curves also identify other issues. As mentioned previously, the expected
steady-state condition from simulating MIP is that at each capillary pressure, there is a
constant saturation. This phenomenon is not what we see; at lower capillary pressures, the
saturation profile per slice is not constant, with more of the liquid closer to the membrane
than through the geometry until higher capillary pressures. We can explain this through the
capillary number mentioned previously, where the regime change occurs around 5 MPa.
We see this fact from the drainage portion of the curve; at 1 and 5 MPa on the drainage
side, visually shown in Figures 12 and 13, liquid begins to finger back into the films instead
of receding as one large film. However, this is where our difficulty resides — this leads to
highly incongruent distributions where there is more liquid closer to the membrane than at
further from the center of the electrode. At lower capillary pressures, we would expect the
liquid to finger from this region out towards the GDL/MPL boundary where it can be
removed from phenomena such as wicking. Wicking describes that, due to the hydrophobic
media, water will leave the geometry at higher saturations. However, these fingers are
ineffective for bulk movement of liquid water — these fingers only account for small

amounts of saturation whereas films can allow for liquid to be removed effectively. This
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means we predict that wicking is relatively ineffective at removing saturation because of
the higher capillary pressure needed to reach this regime. These higher capillary pressures

are uncommon in normal operation of the PEMFC.
Conclusion

This work shows that LBM model can be a chief method for CCL analysis not just
in regard to water management, but also elucidating PEMFC phenomena more widely.
Studying hysteresis with LBM gives better insight for understanding local saturation and
what factors impact liquid transport in the catalyst layer. A better understanding of the
CCL response to various operating parameters is essential for advanced PEMFCs,
especially with the need to understand two-phase interactions. The model is distinguished
from the rest of the literature for two reasons: the first being the use of a CCL geometry
reconstructed from FIB-SEM and mesoscale modeling techniques than stochastic
reconstruction. The second is, on the LBM side, it examines the issue of density ratios
with the use of free surface methods. This two-fold change allows the field to move beyond
simply ignoring the microstructure as seen in the macrohomogenous model as well as use
the wealth of literature for LBM in the geology fields to analyze the challenging three-
phase boundary in the porous CCL. As seen here, we can use these methods to give some
insight into difficult problems for the PEMFC field at large. Additionally, we show here
that the goal of LBM in PEMFCs is not just to show water movement, but also to tackle
important issues in operation. In the past, there has been resistance to using these methods
due to their computationally intensive nature and the lack of availability of microstructures;
however, we have shown that these are gradually being lifted. Also, given the complexity
of the models and the paucity of open-source codes, more collaboration in the PEMFC
community and renewed impetus towards openly shared and developed code can foster
innovative insights into CCL physics. These efforts will help us design and model PEMFC

that can successfully innovate the next generation of energy storage devices.
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LBM Lattice Boltzmann Method
PEMFC Proton Exchange Membrane Fuel Cell
CCL Cathode Catalyst Layer
FIB-SEM Focused-lon Beam Scanning Electron
Microscopy
ORR Oxygen reduction reaction
DNS Direct Numerical Simulation
GDL Gas Diffusion Layer
MRT Multi-Relaxation Time
FVM Finite Volume Method
CFD Computational Fluid Dynamics
VoF Volume of Fluid Method
BGK Bhatnagar, Gross, and Krook
MPL Microporous Layer
D3Q19 3 dimensions, 19 velocities
RVE Representative Volume Element
MIP Mercury Intrusion Porosimetry
BOL Beginning of Life
EOL End of Life
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Figure 3: (a) Leverett-J model predictions for packed spheres for a non-wetting contact
angle of 135 © and the LBM result. (b) Visual output of the LBM results of the 3 MPa test

— here, the red describes the liquid in the geometry, whereas the white hue is the interface

between the liquid and vapor.
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Figure 4: Contact angle test of various different contact angles on a flat surface for the free

surface (a)-(c) and Shan-Chen (d)-(e) models. The angles measured are (a) 1 degrees, (b)
90 degrees, and (c) 135 degrees for the free surface side, while the Shan-Chen model has
a contact angle of (d) 20 degrees and (e) 140 degrees!®.
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Figure S: Relative permeability versus saturation comparisons for LBM (a) and against a

literature model (b).
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Figure 6: Visual Description of boundary conditions with a full geometry
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Figure 7: 90x90x181 RVE hysteresis curve for various capillary pressures from 0.25 MPa

to 10 MPa for the BOL electrode. Curve shows both drainage portion and imbibition for

the FIB-SEM geometries.
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Figure 8: 90x90x154 RVE hysteresis curve for various capillary pressures from 0.25 MPa

to 10 MPa for the EOL electrode. Curve shows both drainage portion and imbibition for

the FIB-SEM geometries.
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Figure 9: 90x90x181 RVE for the BOL electrode at various stages in the simulation
towards steady-state at 3 MPa for filling portion of the simulation. (a) The geometry from
the previous stage at time step 10000 (6 us). (b) describes the geometry at time step 20000
(12 pus) at an intermediate point in the simulation. (c) describes the simulation at time step
35000 (21 us). Finally, (d) is at time step 50000 (30 us) where the simulation hit the

convergence point.
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Figure 10: 90x90x154 RVE for the EOL electrode at various stages in the simulation
towards steady-state at 3 MPa for filling portion of the simulation. (a) The geometry from
the previous stage at time step 10000 (6 us). (b) describes the geometry at time step 20000
(12 us) at an intermediate point in the simulation. (c) describes the simulation at time step
35000 (21 pus). Finally, (d) is at time step 50000 (30 us) where the simulation hit the

convergence point.
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Figure 11: The phase diagram for the simulations in the CCL. Based on the dimensionless
numbers (Ca and M, respectively), we see that we are in the region of capillary fingering
in the beginning of simulation results (19.6 % saturation), which is what we see in the
bottom right!®. This gradually rises to what we see at the end of the simulation (85 %
saturation), represented in the top right. The circle and arrow represent where the capillary

number and viscosity ratio begin and end from low to high capillary pressures.
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Figure 12: Drain portions of the curve for 5 MPa (a) and 1 MPa (b), as well as their slice

comparison for different saturation levels (c) for the BOL Electrode.
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Figure 13: Drain portions of the curve for 5 MPa (a) and 1 MPa (b), as well as their slice

comparison for different saturation levels (c) for the EOL electrode.
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Table 1:

Geometry Size Physical Units Corrosion %
(um)
BOL 90x90x181 0.225 x 0.225 x 3.62 0%
Intermediate 90x90x90 0.451 x0.587x 1.80 34%
EOL 90x90x154 0.225x 0.286 x 3.08 43.4%
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