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Abstract

In HIV vaccine efficacy trials, mark-specific hazards models have important applications and can be used to evaluate the

strain-specific vaccine efficacy. Additive hazards models have been widely used in practice, especially when continuous

covariates are present. In this article, we conduct variable selection for a mark-specific additive hazards model. The

proposed method is based on an estimating equation with the first derivative of the adaptive LASSO penalty function.

The asymptotic properties of the resulting estimators are established. The finite sample behavior of the proposed

estimators is evaluated through simulation studies, and an application to a dataset from the first HIV vaccine efficacy

trial is provided.
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1 Introduction

In preventive HIV vaccine efficacy trials, the trial population is exposed to many HIV genotypes but the vaccine

contains only a few, and the vaccine may only provide protection for HIV strains genetically similar to the HIV

virus or viruses represented in the vaccine. The similarity between the infecting virus and the virus contained in the

vaccine construct can be measured by the genetic distance (or mark), which is defined as the weighted percent

mismatch of amino acids between two aligned HIV sequences. Due to the extensive genetic diversity of HIV, this

distance may be unique for all infected subjects. Thus, it is natural to consider such distance as a continuous mark

variable.
The cause-specific hazard function is a commonly used tool for the analysis of failure time data with finitely

many competing risks. The mark-specific hazard function is an extension of the cause-specific hazard function

defined in a competing risks setting, where the cause of failure is replaced by a continuous mark only observed at

the failure time.1–3 Recently, many statistical methods have been developed for the analysis of survival data with a
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continuous mark variable with important applications in HIV vaccine efficacy trials.1–6 For example,

Gilbert et al.1 developed a statistical method to evaluate the dependence of the mark-specific hazard

rate on the mark. Gilbert et al.2 developed a statistical approach for assessing mark-specific HIV vaccine

efficacy. This work was extended in several studies3–5 to assess the mark-specific HIV vaccine efficacy

adjusting for covariates under the mark-specific proportional hazards model. Han et al.6 presented

estimation and hypothesis testing methods for the mark-specific additive hazards model with a univariate con-

tinuous mark.
In many biomedical applications, identifying potential risk factors out of many available covariates is of

scientific interest. An illustrative example is from a preventive vaccine efficacy trial. There were 5403 HIV-

negative subjects enrolled in a 36-month randomized trial. Subjects were randomly assigned to receive either a

recombinant glycoprotein 120 vaccine (AIDSVAX) or placebo in a 2:1 ratio and were monitored for HIV infec-

tion. During the trial, 368 individuals were infected with HIV, but 32 individuals had missing marks. Each of the

remaining 336 samples (217 vaccine and 119 placebo samples) had a unique mark. The dataset includes covariates

such as treatment indicator, age at enrollment, sex, region, race, country, education, and behavioral risk score.

Our goal is to identify variables that are related to the mark-specific risk of infection. Sparse estimation via

regularization or penalization is a popular variable selection method with many advantages. Commonly used

penalized methods include least absolute shrinkage and selection operator (LASSO),7 Smoothly clipped absolute

deviation penalty (SCAD),8 adaptive LASSO (ALASSO),9 and Minimax concave penalty (MCP).10 Some of these

methods have been extended to deal with varying coefficient models.11–17 Motivated by the HIV vaccine efficacy

trial, we develop a variable selection method to identify the risk factors under the mark-specific additive hazards

model. To the best of our knowledge, no study has been conducted for variable selection under the mark-specific

additive hazards model in the literature.
In this article, we conduct variable selection for a mark-specific additive hazards model via penalized estimating

functions. Specifically, let kðt; �jzÞ be the conditional mark-specific hazard function, which is defined as

kðt; �jzÞ ¼ lim
h1;h2! 0

PfT 2 ½t; tþ h1Þ;V 2 ½�; � þ h2ÞjT � t;Z ¼ zg=ðh1h2Þ;

where T is the failure time, V is a continuous mark variable standardized on the interval ½0; 1�, and Z is a

p-dimensional covariate vector. We consider the following mark-specific additive hazards model:6

kðt; �jzÞ ¼ k0ðt; �Þ þ b0ð�ÞTz (1)

where the baseline hazard function k0ðt; �Þ is an unknown function of t and �, and b0ð�Þ ¼ ðb01ð�Þ; . . . ; b0pð�ÞÞT is

a p-dimensional vector, in which each element of b0ð�Þ is a one-dimensional unknown continuous function of �.

Our proposed method is based on an estimating equation with the first derivative of the ALASSO penalty

function.
The rest of the article is organized as follows. Section 2.1 presents a variable selection procedure for model (1)

via a penalized estimating function. The asymptotic properties of the proposed estimators are established in

Section 2.2. A practical implementation of the procedure is discussed in Section 2.3. Section 3 reports results

of simulation studies conducted for evaluating the proposed method. An application to a dataset from the first

HIV vaccine efficacy trial is provided in Section 4, and some concluding remarks are made in Section 5. All proofs

are given in the Appendix.

2 Estimation and inference

2.1 Estimation procedure

Suppose that the support of the mark variable V is taken to be ½0; 1�: Let C be the censoring time that is assumed

to be conditionally independent of (T, V) given Z. Also let X ¼ minðT;CÞ be the event time and d ¼ IðT � CÞ be
the censoring indicator. The observations ðXi; di; diVi;ZiÞ ði ¼ 1; . . . ; nÞ are assumed to be independent

replicates of ðX; d; dV;ZÞ. The mark V can be observed when d¼ 1, whereas it is undefined and is not meaningful

when d ¼ 0:
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Let YiðtÞ ¼ IðXi � tÞ; Niðt; �Þ ¼ IðXi � t; di ¼ 1;Vi � �Þ, Sð0ÞðtÞ ¼ n�1
Xn

i¼1
YiðtÞ; Sð1ÞðtÞ ¼

n�1
Xn

i¼1
YiðtÞZi; and ZðtÞ ¼ Sð1ÞðtÞ=Sð0ÞðtÞ: As discussed in Han et al.,6 we can use the local constant method

to construct the estimating equation for b¼bð�Þ at a fixed � 2 ð0; 1Þ :

Uð�; bÞ ¼
Xn
i¼1

Z 1

0

Z s

0

Khðu� �ÞfZi � ZðtÞg � ½Niðdt; duÞ � YiðtÞbTZidtdu� (2)

where KhðxÞ ¼ Kðx=hÞ=h; Kð�Þ is a kernel function, h¼ hn is a bandwidth, and s is the end of follow-up time. The

kernel function K(x) is a nonnegative real-valued integrable function used in nonparametric estimation techni-

ques. For most applications, the kernel function is usually assumed to be a symmetric probability density function

with a compact support. The bandwidth hn is a sequence of positive numbers satisfying hn ! 0 and nhn ! 1 as

n ! 1:
We propose the following penalized estimating function18 for variable selection:

UPð�; bÞ ¼ Uð�; bÞ � nðqk� ;�;1ðjb1jÞsgnðb1Þ; � � � ; qk� ;�;pðjbpjÞsgnðbpÞÞT (3)

where bj is the jth element of b; qk� ;�;jðhÞ ¼ dpk� ;�;jðhÞ=dh; and pk� ;�;jðhÞ is a penalty function, j ¼ 1; . . . ; p. There are
many possible choices for the penalty function pk� ;�;jðhÞ. The ALASSO penalty is defined as pk� ;�;jðhÞ ¼ k�hx�;j;

where x�;j is a known data-driven weight and k� is a tuning parameter. The LASSO penalty is given by pk� ;�;jðhÞ ¼
k�h; which is a special case of the ALASSO penalty with x�;j ¼ 1: The LASSO may result in biased estimates for

the large coefficients and inconsistent variable selection results,9,19 while the ALASSO uses different weights for

different coefficients and enjoys the oracle properties. In what follows, we will focus on the ALASSO penalty,

where qk� ;�;jðhÞ ¼ k�x�;j: Since qk� ;�;jðhÞ does not depend on h; we denote it by qk� ;�;j for simplicity. As discussed in

Zou,9 x�;j is usually taken as some function of a consistent estimator of b0ð�Þ. For example, in our simulations

and application, we set x�;j ¼ 1=jbjð�Þj, where bð�Þ ¼ ðb1ð�Þ; . . . ; bpð�ÞÞT is the solution to the estimation equa-

tion Uðv; bÞ ¼ 0 in (2). Since bð�Þ is a consistent estimator of b0ð�Þ under some mild conditions,6 the ALASSO

penalty function depends on b0ð�Þ implicitly. In addition, the tuning parameter k� is not user-specified and needs

to be tuned by some commonly used criteria, such as the cross-validation criterion and the Bayesian information

criterion (BIC)-type criterion. For any given � and any tuning parameter k�; one can estimate b0ð�Þ by b̂ð�Þ
defined as the solution to the equation UPð�; bÞ ¼ 0:

The number of significant variables (i.e. the corresponding regression coefficients are estimated to be not zero)

as a function of �; if not constant, will be discontinuous. This will lead to discontinuous estimates of coefficient

functions and does not produce parsimonious and appealing models. In order to decide whether a covariate

should be retained in the final model, we adopt a voting rule11: If a mark-specific covariate effect is estimated as

zero over a certain percentage of grid points, then the corresponding covariate is regarded as unimportant and

eliminated from model (1). For example, denote f�k; k ¼ 1; . . . ; 100g as the equal grid points on ½0:1; 0:9�; at which
the jth covariate effect b0jð�Þ is estimated, and the percentage is taken as 50%. If at least 50 elements in the set

fb0jð�kÞjk ¼ 1; . . . ; 100g are estimated to be zero, then the corresponding jth covariate is eliminated from model

(1). In our simulations and application, the voting rates are 40% and 50%.

2.2 Asymptotic properties

We present the asymptotic properties of the proposed estimators. Without loss of generality, assume that b0jð�Þ6¼0

for 1 � j � s and b0jð�Þ ¼ 0 for s < j � p: Define the true value b0ð�Þ¼ðb1ð�ÞT; b2ð�ÞTÞT; where

b1ð�Þ ¼ ðb01ð�Þ; . . . ; b0sð�ÞÞT and b2ð�Þ¼ðb0sþ1ð�Þ; . . . ; b0pð�ÞÞT: Correspondingly, b̂ð�Þ ¼ ðb̂1ð�ÞT; b̂2ð�ÞTÞT: To
accommodate the discrete estimating function (3), we provide a formal definition of the solution to (3). An

estimator b̂ð�Þ ¼ ðb̂1ð�Þ; . . . ; b̂pð�ÞÞT is called an approximate zero-crossing18 if for j ¼ 1; . . . ; p,

lim
n!1 lim

g!0þ
n�1hUP

j ð�; b̂ð�Þ þ gejÞUP
j ð�; b̂ð�Þ � gejÞ � 0;

where UP
j ð�; �Þ is the jth component of UPð�; �Þ and ej is the jth canonical unit vector.
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We summarize the asymptotic properties of b̂ð�Þ in the following theorems with the proof in the Appendix.

Theorem 1. Under conditions (C1)–(C6) stated in the Appendix, (3) has an approximate zero-crossing solution
b̂ð�Þ such that jjb̂ð�Þ � b0ð�Þjj ¼ Opðn�1=2h�1=2Þ for � 2 ½a; b� � ð0; 1Þ; where jj � jj denotes the Euclidean norm.

Theorem 2. Under conditions (C1)–(C6) stated in the Appendix, for any root-nh-consistent approximate zero-
crossing solution of UPð�; �Þ; denoted by b̂ð�Þ, the following properties hold:

(i) b̂2ð�Þ ¼ 0 with probability tending to 1 for � 2 ½a; b�:
(ii) ðnhÞ1=2ðb̂1ð�Þ � b1ð�ÞÞ converges in distribution to a zero-mean normal random vector with covariance matrix
l0A

�1
11 R11ð�ÞA�1

11 for � 2 ½a; b�, where A11 and R11ð�Þ are the first s� s submatrices of A and Rð�Þ, respectively, with

A ¼ E

Z s

0

YiðtÞfZi � zðtÞg	2dt

� �
;

Rð�Þ ¼ E

Z s

0

fZi � zðtÞg	2YiðtÞfk0ðt; �Þ þ b0ð�ÞTZigdt�;
�

zðtÞ is the limit of ZðtÞ and l0 ¼
R
K2ðuÞdu.

The asymptotic variance of ðnhÞ1=2fb̂1ð�Þ � b1ð�Þg can be consistently estimated by Â
�1

11 R̂11ð�ÞÂ�1

11 ; where Â11

and R̂11ð�Þ are the first s� s submatrices of Â and R̂ð�Þ, respectively, with

R̂ð�Þ ¼ h

n

Xn
i¼1

Z 1

0

Z s

0

ðKhðu� �ÞÞ2fZi � ZðtÞg	2
Niðdt; duÞ;

Â ¼ 1

n

Xn
i¼1

Z s

0

YiðtÞfZi � ZðtÞg	2
dt:

2.3 Implementation

In this section, we discuss the computational issues. Johnson et al.18 suggested local quadratic approximations to
obtain the solution of (3). However, this algorithm does not give exact zeros for some coefficients. In what
follows, we modified the shooting algorithm20,21 to obtain the solution to (3). For any fixed � 2 ½a; b�, define

dn ¼ n�1
Xn
i¼1

Z 1

0

Z s

0

Khðu� �ÞfZi � ZðtÞgNiðdt; duÞ:

Denote b�j as a ðp� 1Þ-dimensional vector consisting of the b’s other than bj. Let Gjðbj; b�jÞ ¼ dnj � Anjb;
where dnj is the jth component of dn and Anj is the jth row of Â: Our implementation is based on the following
iterative algorithm:

Step 0. Set bð�Þ as the initial estimator.
Step 1. Suppose that bðm�1Þ has been obtained at the ðm� 1Þth iterative stage. At the mth iterative stage, for

each j, let G0 ¼ Gjð0; bðm�1Þ
�j Þ and set

bðmÞ
j ¼

k�x�;j � G0

ajj
if G0 > k�x�;j;

�k�x�;j � G0

ajj
if G0 < �k�x�;j;

0 if jG0j � k�x�;j;

8>>>>>><
>>>>>>:

where ajj is the jth diagonal component of Â:
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Step 2. Repeat Step 1 until the convergence criterion is met.
In our simulations and application, we set x�;j ¼ 1=jbjð�Þj; j ¼ 1; . . . ; p: To stress the dependence of the esti-

mator on the tuning parameter k�, we use b̂k� ð�Þ to replace b̂ð�Þ. For any fixed � 2 ½a; b�, we use the BIC-type

criterion22 to select k� :

BICðk�Þ ¼ ðb̂k� ð�Þ � bð�ÞÞTÂðb̂k� ð�Þ � bð�ÞÞ þ dfðk�Þ � logðnhÞ
nh

;

where dfðk�Þ is the number of nonzero coefficients in b̂k� . The final tuning parameter is chosen to minimize

BICðk�Þ, that is,

k̂� ¼ argmink�fBICðk�Þg:

Several criteria can be used to check the convergence. In the simulation studies below, we used the absolute

differences � 10�3 between the iterative estimates of the parameters.

3 Simulation studies

In this section, we conducted simulation studies to examine the finite sample performance of the proposed method

using the following mark-specific additive hazards model:

kðt; �jzÞ ¼ k0ðt; �Þ þ
X6
i¼1

zib0ið�Þ; t � 0; 0 � � � 1 (4)

The covariates z2; z3; z5, and z6 were independently sampled from a uniform distribution on (0, 1), and z1 and z4
were independently sampled from a Bernoulli distribution with success probability 0.5. Under model (4), z ¼
ðz1; . . . ; z6ÞT and b0ð�Þ ¼ ðb01ð�Þ; . . . ; b06ð�ÞÞT:

By some calculation, we can obtain that

FðtjzÞ ¼ 1� exp �
Z t

0

Z 1

0

kðs; �jzÞdsd�
( )

;

where FðtjzÞ is the cumulative distribution function of T given Z ¼ z:Hence, we can generate the failure time T by

the inverse cumulative distribution function method. It is easy to obtain that fð�jt; zÞ ¼ kðt; �jzÞ=kðtjzÞ, where
fð�jt; zÞ is the conditional probability density function of V given T¼ t and Z ¼ z: Then, given T, we can generate

V by the inverse cumulative distribution function method. We considered the following two models:

Case 1: b01ð�Þ¼ 2expð�Þ; b02ð�Þ¼ 2�þ4; b0jðvÞ¼ 0 ð3 � j � 6Þ

and k0ðt; �Þ ¼ 0:3�2;

Case 2: b01ð�Þ¼ 5cosfpð��0:5Þg; b02ð�Þ¼ 3�2þ3; b0jðvÞ¼ 0 ð3 � j � 6Þ

and k0ðt; �Þ ¼ expð0:3�Þ:

The censoring time was generated from a uniform distribution on ð0; cÞ; where c was selected to give a cen-

soring rate of 30%: For the analysis, the interval for � was set as ½a; b� ¼ ½0:1; 0:9�: The kernel function was chosen

as the Epanechnikov kernel KðxÞ ¼ 0:75ð1� x2ÞIðjxj � 1Þ: The bandwidth was chosen using the formula

h ¼ 1:6r̂�n
�1=4
0 ,6 where n0 is the average number of observed failure times and r̂� is the estimated standard

error (SE) of the observed marks for uncensored failure times for each simulation setting. The result presented

Han et al. 5



below is based on 500 replications with sample sizes n ¼ 500; 800, and 1200. The voting rates (denoted by VR) are
40% and 50%: The performance of the estimator b̂ð�Þ is measured by the mean square error (MSE):

MSE ¼ 1

100

X100
i¼1

jjb̂ð�iÞ � b0ð�iÞjj22;

where f�i; i ¼ 1; . . . ; 100g are the equal grid points on ½0:1; 0:9� at which b0ð�Þ is estimated.
In our simulation, we also considered the LASSO penalty,7 that is, set the weight x�;j ¼ 1: In addition, we

compared the performance of the ALASSO and the oracle as well, where the oracle pertains to the situation in

which we know a priori which coefficients are nonzero. Tables 1 and 2 give the average numbers of regression

coefficients that are correctly or incorrectly shrunk to 0, along with the median of mean squared errors (MMSE)

for Cases 1 and 2, respectively. From Tables 1 and 2, we see that all of the average numbers of correct zero
coefficients are close to 4 and those of incorrect zero coefficients are close to 0. This implies that both the two

penalty functions can discover the right sparse representation of model (4), and they perform comparably to the

oracle. In addition, since the LASSO shrinks the coefficients excessively, the ALASSO method outperforms the
LASSO method in terms of MMSE. As expected, the oracle performs better than the ALASSO in terms of

MMSE. From Tables 1 and 2, it can also be seen that the average numbers of correct zero coefficients with

VR¼ 50% are smaller than those with VR¼ 40%: Such phenomenon also occurs for the average numbers of
incorrect zero coefficients. This is because that if a coefficient is estimated as zero in the case of VR¼ 50%; then it

must be estimated as zero in the case of VR¼ 40%: However, the MMSE values are compared for both the

situations. All results become better as the sample size increases.

Table 1. Simulation results for Case 1: MMSE and the average numbers of correct (Corr) and incorrect (Incorr) zero coefficients.

VR¼ 40% VR¼ 50%

n Method Corr Incorr MMSE Corr Incorr MMSE

500 LASSO 3.84 0.43 4.45 3.67 0.22 4.23

ALASSO 3.89 0.28 4.03 3.63 0.12 4.20

Oracle 4.00 0.00 2.56 4.00 0.00 2.56

800 LASSO 3.95 0.38 3.56 3.83 0.16 3.44

ALASSO 3.99 0.15 2.88 3.93 0.04 2.88

Oracle 4.00 0.00 1.87 4.00 0.00 1.87

1200 LASSO 3.99 0.45 3.65 3.97 0.20 3.23

ALASSO 4.00 0.08 2.24 3.99 0.01 2.23

Oracle 4.00 0.00 1.35 4.00 0.00 1.35

VR: voting rate; MMSE: median of mean squared errors; ALASSO: adaptive LASSO.

Table 2. Simulation results for Case 2: MMSE and the average numbers of correct (Corr) and incorrect (Incorr) zero coefficients.

VR¼ 40% VR¼ 50%

n Method Corr Incorr MMSE Corr Incorr MMSE

500 LASSO 3.88 0.29 4.83 3.67 0.13 4.97

ALASSO 3.92 0.23 4.26 3.64 0.08 4.56

Oracle 4.00 0.00 2.56 4.00 0.00 2.56

800 LASSO 3.96 0.17 4.18 3.87 0.06 4.24

ALASSO 3.98 0.11 3.21 3.89 0.04 3.29

Oracle 4.00 0.00 2.13 4.00 0.00 2.13

1200 LASSO 4.00 0.15 3.96 3.98 0.03 3.96

ALASSO 4.00 0.04 2.47 3.98 0.01 2.45

Oracle 4.00 0.00 1.49 4.00 0.00 1.49

VR: voting rate; MMSE: median of mean squared errors; ALASSO: adaptive LASSO.
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To test the accuracy of the proposed SE formula, we compared the median of the estimated SEs with the

median absolute deviation of the estimated coefficients divided by 0.6745 among 500 simulations.8 For Case 1, the

results are given in Figures 1 and 2. Figure 3 depicts the results of the oracle estimator. Figures 1–3 suggest that

the proposed SE formula performs well, especially when the sample size is large. In Figures 4 and 5, we further

depict the estimated coefficient functions and their pointwise 95% confidence bands for the ALASSO and the

oracle methods under Case 1. It can be seen that the estimated curves using the ALASSO are close to their true

curves, the biases are negligible, and the confidence bands cover the entire true curves. Furthermore, all results in

Figures 1–5 suggest that the performance of the ALASSO method is comparable to that of the oracle. The results

for Case 2 are similar to those in Figures 1–5 and not reported.
Furthermore, we conducted simulation studies to examine the robustness of the proposed method to the

choices of the kernel function, the bandwidth, and the voting rate. The results are reported in Tables A1–A4

and Figures A1–A8 of the supplement material. The simulation results show that the proposed method performs

comparably well for the situations considered here, which suggests that our method is robust to the choices of the

kernel function, the bandwidth, and the voting rate. Finally, we conducted simulation studies with unbalanced

Bernoulli predictors when the baseline mortality hazard depends on time, and the covariates are dependent on

each other. The results are also presented in Tables A1–A4 and Figures A1–A8 in the supplement material.

Simulation results show that the proposed method still performs well in these settings.

4 Application

In this section, we applied the proposed method to a dataset from the HIV vaccine efficacy trial which was carried

out in North America and The Netherlands. Sun et al.3 and Han et al.6 analyzed the same dataset. The vaccine

was designed to protect subjects from HIV infection by stimulating high titer antibodies that neutralize exposing

HIVs, and the HIV-gp120 region contains neutralizing epitopes that can prevent HIV infection by inducing anti-

HIV antibody responses.23 We defined the mark V as the percent mismatch of amino acids in the whole gp120

0 0.2 0.4 0.6 0.8 1
V

0

0.5

1

1.5

0 0.2 0.4 0.6 0.8 1
V

0

0.5

1

1.5

0 0.2 0.4 0.6 0.8 1
V

0

0.5

1

1.5

0 0.2 0.4 0.6 0.8 1
V

0

0.5

1

1.5

Figure 1. Plots of the estimated standard errors for Case 1 with h ¼ 1:6r̂�n
�1=4
0 : The penalty function is the ALASSO penalty. The

first row is for sample size n¼ 800, and the second row for sample size n¼ 1200. The dashed lines are the medians of the estimated
standard errors of b̂ð�Þ, while the solid lines are the sample median absolute deviations of b̂ð�Þ divided by 0.6745 based on 500
replications.
SE: standard error.
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Figure 2. Plots of the estimated standard errors for Case 1 with h ¼ 1:6r̂�n
�1=4
0 . The penalty function is the LASSO penalty. The first

row is for sample size n¼ 800, and the second row for sample size n¼ 1200. The dashed lines are the medians of the estimated standard
errors of b̂ð�Þ, while the solid lines are the sample median absolute deviations of b̂ð�Þ divided by 0.6745 based on 500 replications.
SE: standard error.
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Figure 3. Plots of the estimated standard errors for the oracle under Case 1 with h ¼ 1:6r̂�n
�1=4
0 . The first row is for sample size

n¼ 800, and the second row for sample size n¼ 1200. The dashed lines are the medians of the estimated standard errors of b̂ð�Þ,
while the solid lines are the sample median absolute deviations of b̂ð�Þ divided by 0.6745 based on 500 replications.
SE: standard error.
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region (581 amino acids long), where all possible mismatches of particular pairs of amino acids (e.g. A versus C)

are weighted by the estimated probability of interchange.24 The trial included 5403 HIV-negative volunteers who

were at risk for acquiring HIV infection.25 Volunteers were assigned randomly in a 2:1 ratio to receive a recom-

binant glycoprotein 120 vaccine (AIDSVAX) or placebo and were monitored for HIV infection at semiannual

HIV testing visits for 36months. Our objective was to select variables that are associated with the risk of infection

under the mark-specific additive hazards model (1). During the trial, 368 individuals acquired HIV infection, but

32 individuals had missing marks. The analysis was based on the remaining 336 samples whose marks were unique

(217 vaccine and 119 placebo samples).
In the dataset, eight covariates were included: treatment indicator, age at enrollment, sex, region, race, country,

education, and behavioral risk score (taking values 0–7) as defined in Flynn et al.25 Because the ALASSO method

outperformed the LASSO method from the simulation results, we only used the ALASSO penalty in the analysis.

We used the Epanechnikov kernel in the application. The estimated SE of the observed marks for uncensored
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Figure 4. Plots of the estimated coefficients (dashed-dotted lines) and their 95% pointwise confidence bands (the dashed lines)
under Case 1 with n¼ 800 and h ¼ 1:6r̂�n

�1=4
0 : The solid lines are the true coefficient functions.
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failure times is r̂V ¼ 0:1591: The bandwidth h¼ 0.1491 was estimated using the formula h ¼ 4r̂Vn
�1=4
0 , where n0 is

the number of observed failure times (n0 ¼ 336). The voting rates were taken as VR¼ 40% and 50%; and the
results were identical using the proposed method. Specifically, the covariates age, risk score, and education are
significantly relevant, whereas treatment indicator, sex, region, race, and country are not.

Figure 6 depicts the unpenalized estimates and their 95% pointwise confidence bands for the five unimportant
variables.6 It can be seen the pointwise confidence bands for the five coefficient functions cover zero in most of the
range of the mark variable. This implies that the corresponding variables are indeed not important. Similarly,
Figure 7 presents the estimates of the relevant factors and their 95% pointwise confidence bands after dropping
the nonsignificant variables. Figure 7 shows that the pointwise confidence bands for the coefficient functions of
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Figure 6. The unpenalized estimates of the irrelevant coefficients. The estimated functions (solid line) and their 95% pointwise
confidence bands (dashed lines) are provided.
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age and behavioral risk score do not cover zero in most of the range of the mark variable. This indicates that the
corresponding variables are significantly relevant. In addition, from Figure 7, we can obtain that there is a
negative correlation between age and the risk of infection, whereas there is a positive correlation between the
behavioral risk and the risk of infection. These results are consistent with the findings in Sun et al.3 and Han et al.6

Furthermore, our method also found that there is a negative correlation between education and the risk of
infection in a subinterval of the mark variable. Since the variable treatment indicator is not significantly relevant,
we conclude that the vaccine is not effective which is consistent with the finding in Sun et al.3 and Han et al.6

5 Concluding remarks

In this article, we conducted variable selection for a mark-specific additive hazards model via penalized estimating
functions. With the ALASSO penalty and proper choice of tuning parameters, our estimators are not only
consistent but also enjoy the oracle properties. Simulation results demonstrated that the proposed method
performed well, and an application to the first HIV vaccine efficacy trial was provided to illustrate our method.

Since our method is based on penalizing appropriate estimating functions to select variables, our method can
be extended in a straightforward manner to accommodate other competing models, such as the mark-specific
proportional hazards model with a univariate continuous mark and multivariate continuous marks.3,4

The proposed method cannot be extended in a straightforward manner to handle the mark-specific additive
hazards model with missing marks, especially when some of the marks are missing not at random.26 This merits
future research. Note that the regression coefficients are not varying with time in model (1), which is a regular
assumption for survival data with a continuous mark variable.3–6 In some applications, however, treatment effects
may vary with time. Although the additive hazards model is a convenient model to study time-varying effects, the
proposed method cannot be directly extended to the case of time-varying coefficients, and substantial research
efforts are required. Moreover, the proposed method cannot deal with the case when the number of explanatory
variables is larger than the number of events. This is a challenging problem and requires further research efforts.

In addition, we only used the local constant fitting to construct the estimating equation for simplicity. But we
must caution that the method proposed here requires a large sample size with moderate number of events to work
well as demonstrated in the simulation studies. This does not cause a problem in our application to the first HIV
vaccine efficacy trial, which has a sample size of 5403 with 336 events. The proposed method for the local constant
fitting can be extended to deal with local linear fitting and general local polynomial fitting, but the resulting
inference procedures would be much more complicated. We only considered the ALASSO penalty here. The
proposed method can be extended to deal with some other penalty functions, such as the SCAD penalty8 and the
hard thresholding penalty.

Note that the corresponding penalized estimating function involves two tuning parameters (i.e. bandwidth and
shrinkage parameter). Choosing both tuning parameters simultaneously may face substantial computational
challenges. To tackle this issue, following Han et al.,6 we set h ¼ jr̂�n

�1=4
0 ; where j is a prespecified constant.

It would be worthwhile to develop some data-driven methods, such as the K-fold cross-validation method,27 to
select the optimal j in the context of the mark-specific hazards models. In addition, methods with the tuning
insensitivity property28 would be explored to simplify the computation in future studies.
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Appendix

We assume that the following regularity conditions hold for Theorems 1 and 2:
(C1) b0ð�Þ has componentwise continuous second derivatives on ½0; 1�. The second partial derivative of k0ðt; �Þ

with respect to � exists and is continuous on ½0; s� � ð0; 1Þ. The covariate vector Z is bounded.
(C2) E½Niðdt; d�ÞjF t�� ¼ E½Niðdt; d�ÞjYiðtÞ;Zi�; where F t ¼ rfIðXi � s; di ¼ 1Þ; IðXi � s; di ¼ 0Þ;ViIðXi � s;

di ¼ 1Þ;Zi; 0 � s � t; i ¼ 1 . . . ng is the right-continuous filtration generated by fNiðs; �Þ;YiðsÞ;Zi : 0 � s � t;

0 � � � 1; i ¼ 1 . . . ng:
(C3) PðX � sÞ > 0; and the matrix A is nonsingular, where

A ¼ E

Z s

0

YiðtÞfZi � zðtÞg	2dt

� �
;

and zðtÞ is the limit of ZðtÞ:
(C4) The kernel function Kð�Þ is symmetric with support ½�1; 1� and has bounded variation satisfyingR
KðuÞdu ¼ 1. The bandwidth satisfies nh2 ! 1 and nh5 ! 0 as n ! 1:
(C5) ðnhÞ1=2k� ! 0 and nhk� ! 1.
(C6) x�;j ¼ Opð1Þ for j ¼ 1; . . . ; s and ðnhÞ1=2=x�;j ¼ Opð1Þ for j ¼ sþ 1; . . . ; p:
Conditions (C1) and (C3) are standard assumptions in the context of survival analysis.3 Condition (C4)

is a standard assumption for kernel smoothing techniques. Condition (C2) implies that the mark-

specific intensity of Niðt; �Þ with respect to F t only depends on the failure status and the covariate Zi.

Thus, EðNiðdt; d�ÞjF t�Þ ¼ YiðtÞkðt; �jZiÞdtd�, and Miðt; �Þ ¼
R t

0

R �

0 ½Niðds; duÞ � YiðsÞkðs; ujZiÞdsdu� is a

martingale with respect to F t for each fixed v.29 In addition, it can be checked that Mið�; �1Þ and Mið�; �2Þ �
Mið�; �1Þ are orthogonal square integrable martingales with respect to F t for any 0 � �1 � �2 � 1.30 A

discussion of these conditions can be found in Sun et al.3 Conditions (C5) and (C6) that pertain to the choices

of tuning parameter and weight are the key to obtaining the oracle property. In order to avoid the boundary

problems, we only study the asymptotic properties of b̂ð�Þ for � 2 ½a; b� � ð0; 1Þ.
Proof of Theorem 1. The functional central limit theorem31 and condition (C1) imply that

sup
0� t� s

jjZðtÞ � zðtÞjj ¼ Opðn�1=2Þ (A.1)

By (A.1) and the uniform strong law of large numbers,31 we have

1

n

@Uð�; bÞ
@b

¼ �Aþ opð1Þ (A.2)

According to Theorem 1,6 it can be checked that ðh=nÞ1=2Uð�; b0ð�ÞÞ converges in distribution to a

zero-mean normal random vector with covariance matrix l0Rð�Þ: Hence, ðh=nÞ1=2Uð�; b0ð�ÞÞ ¼ Opð1Þ: Next,

we consider b1 on the boundary of a ball around b1ð�Þ; that is, b1 ¼ b1ð�Þ þ ðnhÞ�1=2u with jjujj ¼ r for

some constant r > 0: Let b ¼ ðb1T; 0TÞT: Using the Taylor expansion, (A.2) and conditions (C5) and (C6),

we obtain

ðh=nÞ1=2Up
1;sð�; bÞ ¼ ðh=nÞ1=2U1;sð�; b0ð�ÞÞ þ ðnhÞ1=2A11ðb1 � b1ð�ÞÞ þ opð1Þ; (A.3)
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where UP
1;sð�; �Þ and U1;sð�; �Þ are the first s elements of Upð�; �Þ and Uð�; �Þ; respectively. Since

ðh=nÞ1=2U1;sð�; b0ð�ÞÞ ¼ Opð1Þ, it follows from (A.3) that

ðh=nÞ1=2ðb1 � b1ð�ÞÞTUp
1;sð�; bÞ ¼ ðnhÞ1=2ðb1 � b1ð�ÞÞTA11ðb1 � b1ð�ÞÞ þOpðjjb1 � b1ð�ÞjjÞ:

Because A11 is nonsingular, the first term on the right side of the above equation is larger than a0r
2ðnhÞ�1=2,

where a0 is the smallest eigenvalue of A11. The second term is of order rOpððnhÞ�1=2Þ. Thus, for any � > 0, by
choosing a sufficiently large r such that for large n, the probability that the absolute value of the first term is larger
than that of the second term is less than �. Hence, we get

P

(
min

kb1�b1ð�Þk¼rðnhÞ�1=2
ðb1 � b1ð�ÞÞTUp

1;sð�; ðb1T; 0TÞTÞ > 0

)
> 1� �:

By using the Brouwer fixed point theorem to the continuous function Up
1;sð�; ðb1T; 0TÞTÞ; it can be shown that

minjjb1�b1ð�Þjj¼ðnhÞ�1=2r
ðb1 � b1ð�ÞÞTUp

1;sð�; ðb1T; 0TÞTÞ > 0 yields that Up
1;sð�; ðb1T; 0TÞTÞ has a solution within this

ball, denoted by b̂1ð�Þ: Let b̂ð�Þ ¼ ðb̂1ð�ÞT; 0TÞT: Since n�1h goes to 0, U
p
j ð�; b̂ð�ÞÞ ¼ 0 and U

p
j ð�; ðb1T; 0TÞTÞ is

a continuous function of b1 for j ¼ 1; . . . ; s; we have

lim
n!1 lim

g!0þ
h

n
UP

j ð�; b̂ð�Þ þ gejÞUP
j ð�; b̂ð�Þ � gejÞ ¼ 0:

For j ¼ sþ 1; . . . ; p, we have that for small g > 0,

ðh=nÞ1=2UP
j ð�; b̂ð�Þ þ gejÞ ¼ ðh=nÞ1=2Ujð�; b̂ð�Þ þ gejÞ � ðnhÞ1=2qk� ;�;j:

Using the Taylor expansion and (A.2), we obtain that the first term on the right side of the above equation

is of order Opð1Þ when g is small enough. Under conditions (C5) and (C6), ðnhÞ1=2qk� ;�;j goes to infinity. As

a result, ðh=nÞ1=2UP
j ð�; b̂ð�Þ þ gejÞ is dominated by �ðnhÞ1=2qk� ;�;j. Similarly, ðnhÞ1=2qk� ;�;j dominates

ðh=nÞ1=2UP
j ð�; b̂ð�Þ � gejÞ. Thus, ðh=nÞ1=2UP

j ð�; b̂ð�Þ þ gejÞ and ðh=nÞ1=2UP
j ð�; b̂ð�Þ � gejÞ have opposite signs.

Hence, b̂ð�Þ is an approximate zero-crossing by definition.
Proof of Theorem 2.Define Bj ¼ fb̂jð�Þ6¼0g; j ¼ sþ 1; . . . ; p: To prove (i), it suffices to show that for any g > 0;

and sufficiently large n, the probability PðBjÞ < g: Since b̂jð�Þ ¼ OpððnhÞ�1=2Þ; there exists a positive constant M

such that when n is sufficiently large,

PðBjÞ < g=3þ Pðb̂jð�Þ6¼0; ðnhÞ1=2jb̂jð�Þj < MÞ (A.4)

Let

cj;n ¼ ðh=nÞ1=2Ujðb0ð�ÞÞ þ ðnhÞ1=2Ajðb̂ð�Þ � b0ð�ÞÞ � ðnhÞ1=2qk� ;�;jsgnðb̂jð�ÞÞ;

where Aj is the jth row of A. For any � > 0, using the definition of the approximate zero-crossing and the Taylor
expansion, we have

lim
n!1Pðjcj;nj > �; b̂jð�Þ6¼0; ðnhÞ1=2jb̂jð�Þj < MÞ ¼ 0: (A.5)
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Since the first two terms of cj;n are of order Opð1Þ, according to (A.5), there exists some positive constant N such
that for sufficiently large n,

Pðb̂jð�Þ6¼0; jðnhÞ1=2b̂jð�Þj < M; ðnhÞ1=2qk� ;�;j > NÞ < g=3:

For large n, using conditions (C5) and (C6), we can obtain

PððnhÞ1=2qk� ;�;j < NÞ < g=3: (A.6)

It then follows from (A.4)-(A.6) that PðBjÞ < g:
For the part (ii), using conditions (C5)-(C6) and the Taylor expansion, we have

ðh=nÞ1=2Up
1;sð�; b̂ð�ÞÞ ¼ ðh=nÞ1=2U1;sð�; b0ð�ÞÞ þ ðnhÞ1=2A11ðb̂1ð�Þ � b1ð�ÞÞ þ opð1Þ:

According to the definition of the approximating zero-crossing, we obtain

ðh=nÞ1=2Up
1;sð�; b̂ð�ÞÞ ¼ opð1Þ:

As a result,

ðh=nÞ1=2U1;sð�; b0ð�ÞÞ þ ðnhÞ1=2A11ðb̂1ð�Þ � b1ð�ÞÞ ¼ opð1Þ:

Since ðh=nÞ1=2Uð�; b0ð�ÞÞ converges in distribution to a zero-mean normal random vector with covariance
matrix l0Rð�Þ; it follows from the continuous mapping theorem and Slutsky’s theorem that ðnhÞ1=2ðb̂1ð�Þ �
b1ð�ÞÞ converges in distribution to a zero-mean normal random vector with covariance matrix l0A

�1
11 R11ð�ÞA�1

11 :
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