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Abstract

Moore-Gibson-Thompson (MGT) equations, which describe acoustic waves in a heterogeneous
medium, are considered. These are the third order in time evolutions of a predominantly hyperbolic
type. MGT models account for a finite speed propagation due to the appearance of thermal
relaxation coefficient 7 > 0 in front of the third order time derivative. Since the values of 7
are relatively small and often negligible, it is important to understand the asymptotic behavior
and characteristics of the model when 7 — 0. This is a particularly delicate issue since the 7—
dynamics is governed by a generator which is singular as 7 — 0. It turns out that the limit
dynamics corresponds to the linearized Westervelt equation which is of a parabolic type. In this
paper, we provide a rigorous analysis of the asymptotics which includes strong convergence of the
corresponding evolutions over infinite horizon. This is obtained by studying convergence rates
along with the uniform exponential stability of the third order evolutions. Spectral analysis for the
MGT-equation along with a discussion of spectral uppersemicontinuity for both equations (MGT

and linearized Westervelt) will also be provided.

Keywords: Moore-Gibson-Thompson equation; third-order evolutions, singular limit; strong con-

vergence of semigroup; uniform exponential decays; acoustic waves; spectral analysis.

1 Introduction

In this paper, we consider PDE system describing the propagation of acoustic waves in a het-
erogeneous medium. The corresponding models, referred as Westervelt, Kuznetsov or Moore-Gibson-
Thompson equation (MGT), have attracted considerable attention triggered by important applica-

tions in medicine, engineering and life sciences (see [9, 10, 14, 15, 16, 28]). Processes such as welding,



lithotripsy or high frequency focused ultrasound depend on accurate modeling involving acoustic equa-
tions. From a mathematical point of view, these are either second-order-in -time equations with strong
diffusion or third-order-in-time dynamics. While in the first case the equation is of strongly parabolic
type (diffusive effects are dominant), in the second case the system displays partial hyperbolic effect
which can be easily attested by spectral analysis. From a physical point of view, the difference be-
tween two types manifests itself by accounting for finite speed of propagation for the MGT equation
vs infinite speed of propagation for diffusive phenomena. By accounting for thermal relaxation in
the process, MGT equation resolves infinite speed of propagation paradox associated with Westervelt-
Kuznetsov equation. The goal of this work is a careful asymptotic analysis of MGT equation with
respect to vanishing relaxation parameter. We will show that the Westervelt-Kuznetsov equation is a
limit (in terms of projected semigroups) of MGT equation, when the relaxation parameter vanishes.

A quantitative rate of convergence of the corresponding solutions will be derived as well.

1.1 Physical motivation, modeling and thermal relaxation parameter

Physical models for nonlinear acoustics depend on what constitutive law we choose to describe the
dynamics of the heat conduction. According to Fourier (classical continuum mechanics), the dynamics

of the thermal flux in a homogeneous and isotropic thermally conducting medium obeys the relation
7 =-KVb, (1.1)

where 7 is the flux vector, § = 6(t,x) is the absolute temperature and the constant K > 0 is the
thermal conductivity, see [7] for more details.

Along with the conservation of mass, momentum and energy, the use of Fourier’s law for the heat
flux lead us to obtain a number of known equations among which we find the classic second order (in

time) nonlinear Westervelt’s equation for the acoustic pressure u = u(t, z) which can be written as
(1 — 2ku)uy — AU — §Auy = 2k(ur)?, (1.2)

where k is a parameter that depends on the mass density and the constant of the nonlinearity of
the medium and ¢ and ¢ denote the speed and diffusivity of the sound, respectively. There are
many references addressing various modeling aspects. Within the context of this paper, we refer to
[7, 15, 16, 17] and references therein.

Unfortunately, Fourier’s law does not fully describe the heat diffusion process. Physically, Fourier’s
law predicts the propagation of the thermal signals at infinite speed, which is unrealistic (see [12]).
Mathematically, the so-called paradox of infinite speed of propagation (or paradozx of heat conduc-
tion, in physics) intuitively means that initial data has an instantaneous effect on the entire space.

Quantitatively we translate this notion in terms of support.



In order to make the notion clear, consider the linearized homogeneous Westervelt’s equation
auy — Au — §Au = 0, (1.3)

(o being a real constant) with initial conditions u(0, z) = ug(x) and u(0,2) = u;(z). We can simply
assume, for the time being, that z € R".

Suppose that supp(ug) U supp(ui) C B(z, R), that is, up and u; have supports inside the ball of
radius R and center z € R™. We say that the Partial Differential Equation (PDE) above has finite
speed of propagation if the solution w is such that u(t,-) has compact support for every ¢t > 0. More
precisely we call speed of propagation the number C defined as the infimum of the values ¢ > 0 such
that supp(u(t,-)) C B(z, R + ct). If there is no finite ¢ with the above property, we say that the PDE
has infinite speed of propagation.

One can fairly easily see why Fourier’s law leads to infinite speed of propagation. In general lines,
neglecting internal dissipation and all sort of thermal sources, the authors of [21, 7] used the equation
of continuity

o, y. (p) =0,
ot
(here U is the velocity vector of the material point, ¢ is time and p is the mass density) to write the
balance law for internal heat energy as

D6
pCypy +V T =0, (14)

where C), is the specific heat at constant pressure and the operator

D 0

757 7.
Dica vV

represents the material derivative.
Therefore, by simply replacing the flux vector in (1.4) by the Fourier’s law and using the definition

of the material derivative we end up with what is called heat transport equation

0,4+ U - VO — V3 =0, (1.5)

where n = p% is the constant of thermal diffusivity. Assuming for one moment that the material
P

point does not move (i.e., U = 0) the heat transport equation (1.5) reduces to the classical diffusion
equation which is a PDE with parabolic behavior. The solution for the heat equation, as we know, is
given by a convolution u = ¢ xug where ¢ is the fundamental solution of the Laplace equation and ug
is the initial data. From this structure, we can see that small disturbance on the initial data has the

potential to affect the whole solution in the entire space.



In order to address this defect and account for a finite speed to the heat conduction, several
improvements and modifications to the Fourier’s law were studied (see [31]). Although different, all
the modifications agree with the fact that it is unrealistic to consider that any change of temperature
is immediatly felt regardless of position. It is interesting to note that the first work to notice this
phenomena with a derivation of a new third order in time model is [30] by Professor G. G. Stokes.
After 97 years, in [3], C. Cattaneo derived what today is known as the Maxwell-Cattaneo law (see also
[12, 31, 4]).

The Maxwell-Cattaneo Law is given by

0

7+ T(,E = —KV, (1.6)
and managed to remove the infinite speed paradox by adding the so called thermal inertia term which
is proportional to the time derivative of the flux vector.

It is important to observe that Maxwell-Cattaneo law as we presented in (1.6) resolves the paradox
of infinite speed of propagation, but the diffusion process is only free of paradoxes in the case where
the body (or the object) of the dynamic is resting. In the moving frame, this same constitutive law
gives rise to another paradox related to the Galilean relativity regarding the invariance of physical
laws in all frames. This latter and last paradox can be resolved by replacing the time derivative in
(1.6) by the material derivative. More details about this issue can be found in [7].

The material-dependent constant 7 is known as the thermal relaxation parameter or time relazxation
parameter and is the center of this paper. Physically 7 represents the time necessary to achieve steady
heat conduction once a temperature gradient is imposed to a volume element. This time lag can be
(and in fact it is) translated to different phenomena and contexts, as is the case where the models are
used to study problems of High-Frequency Ultrasound (HFU) in lithotripsy, thermotherapy, ultrasound
cleaning and sonochemistry. See [19, 16, 7].

The goal of this paper is to quantify the sensitivity the thermal relaxation parameter 7 on a
variety of materials by studying a singular perturbation problem, which makes sense since a number
of experiments found this parameter to be small in several mediums, although not all. Among the ones
where 7 is not small we find biological tissue (1-100 seconds), sand (21 seconds), H acid (25 seconds)
and NaHCOj3 (29 seconds) (see [7]). Among the ones with 7 small we find cells and melanosome (order
of milliseconds), blood vessels (order of microseconds, depending on the diameter) (see [?]) and most
metals (order of picoseconds) (see [7]).

The same procedure as to obtain the Westervelt’s equation leads us now to the third-order (in

time) nonlinear Moore-Gibson-Thompson (MGT) equation

Tuge + (1 — 2ku)uy — AAu — bAuy = 2k(ut)2, (1.7)



where k and ¢ has the same meaning as the ones in the Westervelt’s equation but the diffusivity
of the sound § also suffers a change due to the presence of the thermal relaxation parameter 7 and
gives place to a new parameter b = § + 7¢2. The operator A is understood as the Laplacian subject
to suitable boundary conditions-Dirichlet, Neumann or Robin. It should be noted that the original
version of this model dates back to Stokes paper [30]. A typical JMGT equation is equipped with
the additional more precise physical parameters [19], however, for the sake of transparency only the

canonical abstract form is retained.

1.2 Past literature and introduction of the problem

This section collects the relevant past results pertinent to the model under consideration.

Let Q be a bounded domain in R” (n = 2,3) with a C?~boundary I' = 92 immersed in a resting
medium. We work with L?(Q) but the treatment could be similarly carried out to any (separable)
Hilbert space H. Consider A : D(A) C L*(Q) — L?(€2) defined as the Dirichlet Laplacian, i.e., A = —A
with D(A) = HH(Q)NH?(Q). All the results remain true if we assume A to be any unbounded positive
self-adjoint operator with compact resolvent defined on H.

Consider the nonlinear third order evolution

Tuge + (14 2ku)ugy + 2 Au + bAu; = 0,

(1.8)
U(O, ) - ’LLO,Ut(O, ) = Ui, utt(ou ) = uz,
and its linearization
Tupy + oy + 2 Au + bAu, =0, (1.9)
U(O, ) — Uo,Ut(O, ) — ulautt(oa ) = u2.
The natural phase spaces associated with these evolutions are the following;:
Hy = D(AY?) x D(AY?) x L2(Q) and H; = D(A) x D(AY?) x L*(Q). (1.10)

Generation of linear semigroups associated with (1.9) has been studied in [18, 27] where it was
shown that for any 7 > 0,0 > 0 (1.9) generates a strongly continuous group on either Hy or H;. This
result depends on b > 0. When b = 0 the generation of semigroups fails [13].

The nonlinear (quasilinear) model (1.7) has been treated in [19] where it was shown that for the
initial data sufficiently small in Hj, i.e., in a ball By, (r) there exists nonlinear semigroup operator
defined on H for all ¢ > 0. The value of r depends only on the values of the physical parameters in the
equation and not on t > 0. The aforementioned result depends on uniform stability of the dynamics
of (1.9) and this holds for v = o — 7¢?b~1 > 0.

Subsequently, the authors in [27] showed that the linear equation generates a Cy—group in four

different spaces with exponential stability provided v = o — 7¢2b~! > 0. In case v = 0 the system is



conservative and in case v < 0, by assuming very regular energy spaces the authors in [8] showed that
(1.9) generates a chaotic semigroup.

Spectral analysis of the linear problem was also studied [27, 19, 18]. The spectrum consists of
continuous spectrum and point spectrum. The location of the eigenvalues confirms partially hyperbolic
character of the dynamics.

The same model with added memory, where the latter accounts for molecular relaxation, was
considered in [25, 24, 11, 1, 2] for linear case and in [22] for the nonlinear case.

All the results obtained and mentioned above pertain to the situation when 7 > 79 > 0. Since
the parameter 7 in many applications is typically very small, it is essential to understand the effects
of diminishing values of relaxation parameter on quantitative properties of the underlined dynamics.
This will provide important information on sensitivity of the model with respect to time relaxation.
The goal of this paper is precisely to consider the vanishing parameter 7 — 0 and its consequences on

the resulting evolution. Specific questions we ask are the following:

e Convergence of semigroups with respect to vanishing relaxation parameter 7 > 0.
e Uniform (with respect to 7 > 0) asymptotic stability properties of the “relaxed” groups.

e Asymptotic (in 7) behavior of the spectrum for the family of the generators.

To our best knowledge, this is the first work that takes into consideration asymptotic properties
of the MGT dynamics with respect to the vanishing relaxation parameter. The limiting evolution
changes the character from a hyperbolic group to a parabolic semigroup. This change is expected to be
reflected by the asymptotic properties of the spectrum and quantitative estimates for the corresponding
evolutions. It should also be noted that the problem under consideration does not fit the usual Trotter-
Kato type of the framework. This is due to the fact that the limit problem corresponds formally
to degenerated structure. Thus, convergence of the resolvents (condition required by Trotter Kato

framework) does not have a natural interpretation.

2 Main Results

2.1 Convergence of the projected semigroup solutions

As before, let © be a bounded domain in R” (n = 2, 3) with a C?—boundary I' = 9 immersed in
a resting medium and A : D(A4) C L*(Q) — L?(f) defined as the Dirichlet Laplacian, i.e., A = —A
with D(A) = H} (Q) N H2(Q).



Let T > 0. We consider a family of “hyperbolic” abstract third order problems

Tufy + aquly + 2 AuT + b7 Aul =0, t > 0,

(2.1)
UT(Oa ) = UO,UZ(O, ) = ulvu;ﬁrt(oﬂ ) = u2,
where b™ = § + 7¢? and «, ¢, 5,7 > 0.
We rewrite (2.1) abstractly by using a mass operator M, as below:
MU (t) = AU (t), t > 0,
UF(8) = AU7 (1) 02
UT(O) = UO = (u07u17u2)T7
or equivalently with A™ = M 1A
U7 (t)=A"U"(t), t > 0,
7 (t) (t) (2.3)
UT(O) =Up = (uovul)UQ)Ta
where
u” 0 1 0 1 0 0
U= u | A= 0 0 1 M, =101 0 (2.4)
ugy —7712A WA -7l 0 0 7

The evolution described in (2.3) can be considered on several product spaces with the results depending

on the space and the domain where A" is defined.
Remark 2.1. The generator A" “blows up” when 7 — 0.

The following three spaces are important for the development for our result. We define Hy, H;, Hs
as

Hy = D(AY?) x D(AY?) x L?(Q);
H; = D(A) x D(AY?) x L*(Q);
H, = D(A) x D(A) x D(AY?).

The operators A7 are considered on each of these spaces with natural domains induced by the

given topology. For instance, A7 : D(A") C Hy — Hy has the domain defined by
D(A") = {(u,v,w) € Ho; u+ b"v € D(A)}.

Clearly, the domains are not compact in Hy. Analogous setups are made for H; and Hs.



For each 7 > 0, we will consider weighted norms defined by the means of the mass operator M.
| M}2U g, (IMF2U |, | M7 2U |,
that is,
H(U,U,W)Hz,o = ||u”2D(A1/2) + ”v||§)(141/2) + THng = ”Mﬂ%/2UH]%IO;
(s vy )21 = Nlgay + 100D ans2) + Thwll3 = (IMY2U,;

[, v, w)

25 = ullday + ol + Tlwll3 /ey = [1MY2U],

with || ||2 representing the standard L?—mnorm. We shall also use the rescaled notation: Hf = MY *H,

Hi = MY *Hy, H = MY ’H, with an obvious interpretation for the composition where the elements

of Hj coincide with the elements of Hy and induced topology given by ||(u,v,w)||-0-

Theorem 2.1. (Generation of a group on Hy and Hy). Let a,¢,d > 0. Then, for each T > 0 the

operator A7 generates a Co—group {T7(t)}+=0 on Hy and also on Ha.

Theorem 2.1 follows from [27] applied to Hy space. The invariance of the generator under the

multiplication by fractional powers of A leads to the result stated for Hs.

Theorem 2.2. (Equi-boundedness and uniform (in 7) exponential stability in Hf). Consider
the family F = {T7 (t)}+>0 of groups generated by A™ on Hy. Assume that ™ = a—c>7(b7)~1 > 79 > 0.
Then, there exists 1o > 0 and constants M = M (1y),w = w(19) > 0 (both independent on T) such that

1T (Ol ) < Me™** for all 7 € (0, 7] and t > 0.

Theorem 2.3. Let a,c,0 > 0. Then
(a) (generation on H;) For each T > 0 the operator A™ generates a Co—group {17 (t) }+=0 on Hj.
equi-boundedness and uniform (in 7) exponential stability) Consider the family f1 =
b i-b ded d if i ial bili Consider th ly F
t) ;>0 of groups generated by on liy. Assume > v > 0. en, there exists 19 > 0 an
" d by A” H;. A od 0. Th h ] 0 and

constants M1 = M1(7y), wy = w1(79) > 0, both independent on T such that
177 ()l cary < Mie “ for all 7 € (0,79] and t > 0.

Remark 2.2. Notice that the space Hy is obtained by multiplication of elements in Hy by A'/2
(componentwise), therefore, if we assume initial data in Hs, it follows that uniform (in 7) boundedness

and stability of the dynamics remain true.



In order to characterize asymptotic behavior of the family F of the groups 77 (t) we introduce the
space H) = D(AY2) x D(AY?) and the projection operator P : Hy — HY defined as

Ho > (u, v, w) — (u,v) € HY.
With this notation Theorem 2.2 implies uniform boundedness of the sequence
IPT™ () Bl gy < Me ™8>0, (25)

where E denotes the extension operator from HY — HJ defined by E(u,v) = (u,v,0). From (2.5)
we deduce that for every U° = (ug,u;) € HY the corresponding projected solutions PT7(¢)EUY have
a weakly convergent subsequence in ]HI8 and weakly star in L°°(0, co; Hg). By standard distributional
calculus one shows that such subsequence converges weakly to U°(t) = (u’(t),u?(t)) which satisfies

(distributionally) the following limit equation

aul, + 2 Au® + 5 Auf = 0,

(2.6)
u®(0,-) = ug, ud(0, ) = u1,
which rewritten as first order system becomes
UL(t) = AU(t), t > 0,
¢ (1) (t) (2.7)
UO(O) = U(()) = (Uo,ul)T,
where
0 0 I
u —ctatA —6atA
and
A:D(A) C H) — H)
with

D(A) = {(u,v) € D(AY?) x D(AY?); u + 6v € D(A*/?)}.

Equation (2.6) is a known and well studied in the literature strongly damped wave equations. In
fact, generation of an analytic and exponentially decaying semigroup on the space D(AY?) x L?(Q)
is a standard by now result [26, 6, 5]. Less standard is the analysis on HY = D(AY2) x D(AY?),
where contractivity and dissipativity are no longer valid. This latter is the framework relevant to our

analysis.

Proposition 2.1. (a) (generation of a semigroup on HY ) Let H) = D(AY?) x D(AY?) and

a,d,¢ > 0. Then the operator A generates an (noncontractive) analytic semigroup {T'(t)},, in HY.

9



(b) (exponential stability) There exist constants My, wy > 0 such that
1T ()] gy < Moe™", ¢ > 0.

Proof. The well-posedness and analyticity of the associated generator on the space L?(2) x L?(Q) is
a direct consequence of [23] (Theorem 3B.6, p. 293) and [?] (Proposition 2.2, p. 387). Invariance
of the semigroup under the action of A'/2 implies the same result in HY, hence justifying the part
(a) of Proposition 2.1. As to the exponential stability, while this is a well known fact proved by
energy methods on the space D(A'Y/2) x L?(Q), the decay rates on HY (nondissipative case) need a
justification. In our case, this follows from the estimate in (2.5) along with weak lower semicontinuity
of ||PTT(t)EU0||§H8.
the family F, by evoking analyticity of the generator [6] along with the spectrum growth determined

The conclusion on exponential stability can also be derived independently of

condition and the analysis of the location of the spectrum (see section 2.2 below). O
Remark 2.3. Proposition 2.1 also holds with HY replaced by H{ = D(A) x D(A).

Our main interest and goal of this work is to provide a quantitative description of strong conver-
gence, when 7 — 0, of hyperbolic groups 77 (t) to the parabolic like semigroup 7'(t). Our result is

formulated below.

Theorem 2.4. (a) (Rate of convergence) Let Uy € Hy. Then there exists C = C(T, 1) such that
IPTT (1)U — T'(t) PUoll 59 < (Ui,

uniformly for t € [0, T].
(b) (Strong convergence) Let Uy € Hy. Then the following strong convergence holds

|PT7 (t)Uy — T(t)PUOHHg —0as7—0 (2.9)
uniformly for all t > 0.

Remark 2.4. Note that Theorem 2.4 pertains to uniform (in time) strong convergence on infinite

time horizon. This fact is essential in infinite horizon optimal control theory [23].

Remark 2.5. A standard tool for proving strong convergence of semigroups is Trotter-Kato Theorem
[20]. However, this approach does not apply to the problem under consideration due to the singularity
of the family of generators. A consistency requirement (convergence of the resolvents) is problematic
due to specific framework where the family of A™ becomes singular when 7 = 0. More refined approach

applicable to this particular framework will be developed.

10



The Theorem 2.4 provides the information about strong convergence of the solution «” and its

first derivative in time. Regarding the second time derivative, we have the following.

Proposition 2.2. Let Uy € Hy, then we have

V207, — 0 weakly* in L™(0, 00; L2(Q)).

2.2  Spectral Analysis and Comparison Between o(A") and o(A)

Recall that A is assumed to be a positive self-adjoint operator with compact resolvent defined on
a infinite-dimensional Hilbert space H (L2?(f2) for instance). This allow us to infer that the spectrum

of A consists purely of the point spectrum. Moreover, it is countable and positive. In other words:
J(A) = UP(A) = {Un}nEN - Rj_

and p, — co as n — oo.
We begin with the characterization of the spectrum of A, the operator corresponding to the limit

problem. See Figure 1.
Proposition 2.3. (a) The residual spectrum is empty: o.(A) = 0.

2
c
(b) The continuous spectrum consists of one single real value: o.(A) = {—} .

4]

(¢) The point spectrum is given by
op(A) = {)x € C;aN? + 0uph+ Aup =0, n e N} = {/\2, Mone N} )

where Re(\,)) € R* for alln € N and i = 1,2. Moreover, both branches are eventually real and the

following limits hold:
2

. C .
lim \) = —— and lim Al = —oo.
n—o0 1) n—o0

Regarding the spectrum of A™ we have, see Figure 2 for each 7 > 0.

Proposition 2.4. (a) The residual spectrum is empty o.(A") =0 for all T > 0.

(b) The continuous spectrum is either empty or consists of a single real value:

C2

_- if AT >0,
UC(AT): { b‘r} Zf’7 >

0 if 4" =0,

where 47 = o — A1 (b7) 7L,

11



(c) The point spectrum is given by

op(AT) = {N € C; A3+ aX? + b A + P = 0, n € N} = {07 AL7 A7 n € N} .

n *’'n

One of the branches, say )\957, 1s eventually real while the other two branches are eventually complex,

conjugate of each other and the following limits hold:

2 T

: 0,7 _ _i : 1,7y _ _l : 1Lmy
nh_)rgo AT = =2 nh_}II;oRe(An )= o andnh_>ng<)|lmg()\n )| = oc.

Figure 1: Graphical representation of 0,(A) and o.(A): the circle in red is centered at <—§, 0)
and has radius r = %. The shape of the eigenvalues is represented by the curve of black dots. Clearly,
the bigger is the radius, the bigger is number of complex roots. Nevertheless, the asymptotic behavior
of the eigenvalues are the same: when n becomes sufficiently large, all the eigenvalues are real and we

have one branch converging to —oo while the other converge to the point in the continuous spectrum

»

= <&
z = 5

The next lemma allows us to establish quantitative relation between o(A) and o(A") for small 7.
Lemma 2.5. Let n € N fized. Then, among the three roots {)\2’7, )\}{T, )\%’T}T>0 of the equation
A+ ad? + b i\ + c2un =0,
there are two converging, as T — 0, to the two roots {\L, A2} of the equation
aN? 4 Spip A\ + Ay = 0.

Proof. Write
TN 4+ X2 07 A 4 P = p(N) (@A + Spn\ + A n) + ¢ ()

12



with
1 2
p(A) = 2 [TaX + o — 76|

Tu2c?s
a2

THn
a2

qgr(\) = (o — 1)c? — 52,un] A+

and notice that

lim ¢;(\) =0 and 71_1_>I%pT(A) =1

T—0

for every . O
The above statement implies the following corollary.

Corollary 2.6. (Uppersemicontinuity of the spectrum) Let ¢ > 0 given. Then, for each 2° €
op(A) there exists § = 9. > 0 and 7 < § such that the set

{27 co(AT);|2" =20 <&}
18 monempty.

Remark 2.6. The goal of Propositition 2.4 is to localize the vertical asymptote in the spectrum
explicitly and support the later claim that, as 7 vanishes, it becomes arbitrarily far from the imaginary
axis. Notice that the proofs of Lemma 2.5 and part (c) of Proposition 2.4 (see page 32 [Section 3.6])
have some similarities of algebraic manipulation but have different meaning. The proof of part (c) of
Proposition 2.4 takes advantage of the known single-point continuous spectrum to conclude that for
n very large the third degree polynomial must have no more then one real root and then quantify the
imaginary and real parts of the complex roots. However, the proof of Lemma 2.5 makes use of the

quadratic structure of the point spectrum of A in order to conclude the expected approximation.

13



Figure 2: Graphical representation of 0,(A") and o.(A") for a 7 = 79 € (0, 1] fixed: the circle

in red is the same as in Figure 1 while the circle in green is centered at ( c? O) and has radius r = g—i.

-,
The shape of the eigenvalues is represented by the curve of black dots. The green vertical line is given
by z = —% (see Theorem 2.4). The asymptotic behavior of the eigenvalues is exactly as we described

in Theorem 2.4: as n becomes large, two branches of the eigenvalues have their respective real parts
converging to —% while their imaginary parts split into 00, and the other branch converges to the
2
C

continuous spectrum, which in this case is given by the single point z = —¢=.

Figure 3: Graphical representation of ¢,(A") and o.(A") for a 7 = 7y/10.

14



Figure 4: Graphical representation of 0,(A”) and o.(A") for a 7 = 73/100 : It is important to

observe how the “vertical” spectrum escapes to —oo as 7 becomes small.

The remaining part of the paper is devoted to the proofs of the main results.

3 Proofs

3.1 Proof of Theorem 2.2

Part I: Equi-boundedness of the groups
Let u” be the solution for (2.1) and consider the energy functional E7(¢) defined as

ET(t) = E5 (1) + ET (D),

where
T ap e, C 1/2, 7 (1\|12
By (1) = S ()13 + S 1420 ()3 (3.1)
and
b7 1/2 62 2 T C2 2 02,.)/7' 9
ET(t) = 5 |[AY? (uf (8) + a0 )|| + 5 |[ur(0) + uf (0] + o lluf (013 (3.2)
2 b 9 2 b 5 2b
The following differential identity can be derived for the functional E7(t) :
d T T, T 2
—ET () + 4 lug ()2 = 0, (3.3)

dt

where 77 = a — c27(b7)"L. The proof of (3.3) follows along the same lines as in Lemma 3.1 [19] .
The equality is derived first for smooth solution and then extended by density to the “energy” level

solutions. For readers convenience the details of the derivation are given in the Appendix. Moreover,
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for each fixed value of 7 > 0, the authors in [19] establish exponential decay (with decay rates depending
on 7) provided 7™ > 0.

We aim to prove that the family of semigroups F is equi-bounded in 7. In other words, there exists
7o small enough such that if we consider T € (0, 79], we can provide an uniform (in 7) bound for the
norm of the solutions in (Ho, || - |+0) = Hf. To achieve this, we establish first topological equivalence

of energy function with respect to the topology defined on HJ. This is given in the lemma to follow.

Lemma 3.1. Let Uy € Hy and define 19 = inf{c > 0;4™ > 0 for all 7 € (0,c]} > 0. Then there exist
k = k(r9), K = K(70) > 0 such that

ITT()UoI70 < E7(t) < K[ T7(6)Uol70, T € (0,70] (3.4)
for allt > 0.

Proof. We begin with the second inequality-as an easier one. In order to get it, we observe that from
(3.2) we have':
T T
+ —

E™(t) = 5 HA1/2 (ut + b—Tu ) LT3 bTUt , + < 27 + ) l[uf |3 + —|\A1/2u I3
b7+ c? - 2 - c? Ar ab ? -
< (555 narag+ 5 (2+ C) it o (4 S ) g+ g (14 5 )

C2 . . 2 aC*—i—bT bT . . T 02 .
(245 ) 12+ sz o (74 bf +7) 4 (i) so| g+ g (14 2 ) 1l

C2 T * T ao* + 6 6 T T
(2+ 5) | AY2uT||3 + 5 [C (To + T +7 ) + % +5} IAY 207 |13 + (1 + 5) g3

c? A\ 2o (aC* 4+ 6)d ? 9
< — 12 _ * - To A ;= _ T ,
max{2 ( + 5) 26[ (0+ 5 7 >+ 2 —&-6} 2+25}HU )70

2 where C* = C*(n, Q) is the constant that appears in Poincaré’s Inequality.

2 2

-
Uy

<

02
2
¢
)

Now the second inequality in (3.4) follows after we define

B c? A\ [, AT (aC* +6)6 1 02

For the first inequality, fix € > 0 to be determined later. Peter-Paul inequality then implies that
2 1/2, 7|2 201 41/2,,72 )
cce||AY2uf || Al AY 27| 5 ) ) e
_ 9 ti2 o 2 <c (Al/ uT,Al/ uz) and — QbT H tt”2 2 bTH tHQ < bj(uft,uZ)
(3.6)

Then we have
2

LT
5 2

2

5= |4 (s + o) + (S +5) g+ a3
2

lwe have omitted the obvious dependence on t.
2we have omitted the obvious dependence on t.
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_ﬁ §A1/272 blA1/272 20 AV 27 AY 2T 172 1 ™ c?
) +b7 | u”|3 + D) l ug |3 + ¢*( u, uy) + ||utt||2 +bT [|u t||2 (uttaut)

2 ? - b e - T c’e c? 7'02 -
> S (e - D+ (5 - 5 ) A+ 7 (1- 55 ) Il + ( (1+5) - Qb) I 1,

T T

b b
Pick an € > 0 such that ——— < ¢ < — and observe that
b7 + 2 c?

and similarly

T erc? 2 72 a [ c? 1 ~T 2 72 [ 2 1
- — d — 1) —-—==—=4+1—--)=——+1 — = +1—- - .
5 g o 0An (bf+ > 2207 2(17+ 5) 2 <bT+ >+2bT <bT+ 5) >0

Hence, picking

2b™
b7 + 2¢2

and continuing the lower bound estimate of E7(t) we have

2 2 T 2 2
c c 1 - b ce - T ce
0> 5 (15 - i+ (5 - 50 a3 (1 55) il

E =

> Cparg e —2 HA1/2 W+ —— T jn2
4 (4+70)c? +26 26+(4+T)2 it
2 62
> mi UT(t
mm{4 A+ r0)2+20 26+ 4+ }”

where we have used

bT 02 B (b7)2 52

£
- = >
2 2 42 + 207 7 (44 10)c2 + 26

and similarly

oS

c’e Tb" T
1-— | = =
b” 20T +4c2 7 26+ (4 + 10)c?

k(79) = min é o ; d (3.7)
T0) = 47 (4+70)c2 428" 20 + (4 + 79)c? '

gives the first part of the inequality in Lemma 3.1. This completes the proof of the Lemma.

Setting

Lemma 3.1 along with the identity (3.3) imply the equi-boundedness of the family F. Indeed,
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Lemma 3.2. Let Uy € Hy. For given k in (3.7) and K in (3.5), there exists a constant L; > 0
(independent on T € (0,79)) such that

1 L K
ET(t) < =

1T (#)Usl7,0 < 1Uoll7.0-

Sk
Proof. We work with sufficiently smooth solutions guaranteed by the well-posedness-regularity theory.

The final estimates are obtained via density.

Taking the L2—inner product of (2.1) with u] we obtain

T d T T T
O A uf (8)]15 = Tllug )15 - *H 715 + HAl/Qu I3 + 7 (ufy, uf) | - (3.8)

Multiplying (3.8) by 4" with using (3.1) gives
T T 1/2 2 T d T T d T T
b7 AUl (t)]]3 = AT Tlufy (D15 =T — B () =TT (ugy, uf) (3.9)
dt dt
Combine (3.9) with the identity (3.3) we obtain
dE TiE bTTA]./2 T(r 1 T (t 2_7’1 T T 3.10
L0+ 77 L BG (1) + A AP (1 =77~ DGO~ (e (310

Since 7 is very small and we assume 0 < 7 < 1, we have 77 (7 — 1)||uf,(t)||2 < 0 for all t € [0, T].

Then integrating w.r.t. time from 0 to ¢t we have
t
ET(t) +7"E5(t) +~70" / 14Y247 (s)|[3ds < ET(0) + 77 EG (0) + 47 (ufy, uf) |- (3.11)
0
From (3.3), we have EJ(t) < E7(0) and notice that

7(ufy up) o = 7w (), uf (1) = 7 (uz, w)

T T T
§Hutt( I3 + *Hut( DI + S lluall3 + Sl |3

< > [ 1(t) +E{(O)] < 2<a61:27b>E17(0).

T T T TLT ¢ 1/2, T 2 T T T T a62+7-bT T
ET(t) +97EG(t) +970 ; |AY=ui (s)||zds < ET(0) + 7" EG(0) + 2y Tl E7(0).

Then

2 v 2 bT
BT+ 27 Bf(0) < max{ 22 GEE T e )
ac
Therefore
ac® + 290 ac? 4+ b7 .
max 2 , 'O
E™(t) < E™(0) = L1E(0) (3.12)

min{1l,~77}
This means that the total energy E7(t) is bounded in time by the initial total energy. Thus the
proof is obtained. ]
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From Lemma 3.2 we conclude

Corollary 3.3. There exists a constant M > 0 (independent on 7 € (0,79)) such that

177 () ogezg) < M, Ve > 0. (3.13)

Part II: Uniform (in 7) decay rates
In order to prove the uniformity of the decay rates we use the Pazy-Datko Theorem. The first step
consists of showing the the map ¢ — HTT(t)UOHiO belongs to L'(0,00;Hp). This is the statement of

the next Lemma.

Lemma 3.4. There exists K > 0 independent on T such that
o0
| I U ods < BN < . (3.14)
0

Proof. Multiplying the identity (3.3) by 27 gives

d T T,,T
27 E1(t) + 277 [uf ()13 =0 (3.15)
Multiply (3.8) by 7™ we have

T T 1/2 d d T T

A2 (O3 =7l ()13 — 77 B 0) + 47 ) (3.16)
With (3.15) and (3.16) we get

2iETt TiETt T Tt2 bTTAl/QTt 2__7‘d 3.17
B 77 L)+ ey @I AP O = T ). (317)

Then integrating w.r.t. time from 0 to ¢t we have

t
T T T T T T T T T T T T t
2B+ B0 +7 [ [l + 1A ()] ds = 2B (0) 447 B3 (0) =77l
(3.18)

Notice that from Lemma 3.2 we have

(1+710)(L1K + k)

T |t T
(i)l < (4 70) (IT7 (T + [T6]2) < 25D 2.
Therefore,
t . V(14 70) (L1 K + k) + (210 + 7)) L1 Kk
[ [rs) 18 + 57142 5) ] as < o 1Tl
")/ ( + 7o LlK—l-k‘) 27‘0 —I—’)/TO LlKk
< e S

(3.19)
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Similarly, taking the L?—inner product of (2.1) with u” we have

bT d T T T d T T T T T T
gﬁllAmu 13 + 1A 2uT ()13 = ally; (t)HgﬂL% §Hut\H§ = 7(ug,u”) = afug,u’) (3.20)

and integrating (3.20) w.r.t time from 0 to ¢t we have

b7 t
Sl O+ [ a1 ()]s
0

b t T !
= S 2wl o [ ) 1Bds + [T 1 — m(ugu) = (e )]

0

- aM; (O£—|—T0)C*—|—]_ (LlK—{—]{Z)
<V + 220 a2 + ] Lo
kbT + ok My + b7 [(oo+ 70)C* + 1] (L1 K + k) 9
- . LA
kd + akMy + 6 |(a+ 710)C* + 1| (L1 K + k)
< ot )0+ 1] U0l = MallUole. (320
Hence, by (3.19) and (3.21) we get
e Ml + MQ 2 2
" 2ds < —————= = M . .22
| ethas < SRR = Mt < o (3.22)

Therefore, according to Theorem 4.1 ([29], p. 116) the rate w can be determined as follows: We

first chose a number p such that 0 < p < My ! then we define a number 1y = Mzp~! and choose
another number 7, such that n > ng. The rate is then given by
1
w= ~ log(Msp) > 0,
and is clearly independent on 7. The proof is thus completed. ]

3.2 Proof of Theorem 2.3

(a) Well-posedness
The well-posedness follows directly from Theorem 1.4 in [18] and the fact that on the space Hj

the standard sum norm || - || and || - ||-1 are equivalent for each 7 € (0, 1].
(b) Equi-boundedness on H] and uniform (in 7) exponential stability
Let u™ be the solution for (2.1) and consider the energy functional £7(¢) defined as
ET(t) = E7(t) + || Au™ () |I3. (3.23)

By Theorem 1.3 ([18]) the energy functional above (which is equivalent to the ||(u”,u],uf)| for
all t > 0) decays exponentially with time [for each fixed 7 > 0, provided v™ = a — ¢?7(b7)~! > 0.

As in the previous theorem, the equi-boundedness of the family F; follows from the lemma:
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Lemma 3.5. Let Uy € H; and define 19 = inf{c > 0;+™ > 0 for all 7 € (0,c|]} > 0. Then there exist
k1 = ki(10) and K1 = K1(19) such that

kI TT (U071 < E7() < Kal|ITT(1)UolZ1, 7 € (0, 70]
for allt > 0.

The proof of Lemma 3.5 as well as the conclusion of the equi-boundedness in H; capitalizes on
the estimates already derived for Hy. We shall focus on additional terms which need to be estimated
additionally.

Lemma 3.5 is obtained from Lemma 3.1 and the estimates already derived for the space Hf by
adding the term ||Au7(t)||3. This gives the inequality stated in Lemma 3.5. Recall (3.12), we will

obtain the apriori bound for £7(¢) from the relation
ET(t) = E7(t) + | Au" (1)|[3 < L1ET(0) + Sup | Au”(#)]13.

To achieve the goal, the second term needs to be accounted for. To estimate the second term we
employ the equality by taking the L?—inner product of (2.1) with the multiplier Au” and integrating

w.r.t time from 0 to ¢

bT - t - bT
e O1F + 2 [ 14w (5) s = 5 Auol

t t
o [ 1A s + [ 1AV - 7, Au) — ataf, AwT)]| (320
0 0
and by using the already obtained estimates in Hj
-
b e . e . (5 +7C: + ) (K1 + k)
O Dur @+ [ 1w (s)1Bas < 510012, + ad3va, + -2 e
_ 2k1b6™ + 2k1aMs + [T(l + 205) + 20[] (Kl + kl) HU H2
- 2k1 0 7,1
_ 2k10 + 2k1aMs + [10(1 + 2C2) + 20 (K1 + k1) 1002
~N 2](;1 0 7,1
= Ol|Ual2,. (3.25)

Rescaling ¢ allows to estimate supy||Au”(t)||, hence £7(t). Then we have

. 1, CK,
T ouls < e < () 1o

2
7,1

from where it follows that the groups are equibounded also on HJ, i.e.,
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Corollary 3.6. There exists a constant N > 0 [independent on 7 € (0, 79]] such that

C‘fK 1/2
177 (0) e < < k11> N (3.26)

As for exponential uniform decays, we shall evoke again the Pazy-Datko Theorem. This shows the

existence of uniform (in 7) decay rate with existence of K7 > 0 independent on 7 such that

Lemma 3.7. -
|17 U ds < K02, < oc. (3.27)
0

Proof. Direct from (3.25), we have
t
8AHM%M%<MWﬁ¢ (3.28)

Hence, by (3.22) and (3.24) we have

M3 + Ny

2 10|11 = Na||Uolf?,; < oo (3.29)

/nr@wmw<
0

Thus by Theorem 4.1 ([29], p. 116) the rate w can be taken as we first chose a number p such that

0<p< N2_17 then we define a number 79 = Naop~!

and choose another number 7 such that n > ng.
The rate is then given by

1
w = —5108;(1\72,0) >0,

and is clearly independent on 7. Then the proof is completed. ]

3.3 Proof of Theorem 2.4

Proof of part (a)-convergence rates .

Let 27 = u” — u® where u”™ and u” are the solutions for the problems (2.1) and (2.6) respectively
with the same initial values for u(t = 0) and u(t = 0). By taking the difference of the two problems
we can write a " —problem given by

axl + A AxT + §Ax] = —tuly, — 7P Au] i (0,T) x €,

3.30
xz7(0) = 0,z7(0) = 0. (330

Observe that since Hy is Hy subject to the multiplication by A2 where the latter leaves the
dynamics invariant and A" generates a Cyp—group in Hy, we also have A" generating a Cy—group in
Hs.

We aim to prove that
IPTT (t)Uo — T'(t) PUollz9 < 7C|Uslli,
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which is the same as showing that
1AY27 (2|13 + | A 227 ()13 < mC|| Ul

for all ¢t € [0, 7).
Step 1: Reconstruction of || A'/2z7(t)||3

We start by taking the L?—inner product of 2™ —equation (3.30) with x]. This gives

a(afy(t), 27 () + (A7 (), 2] (8)) + 6(AaT ()e, 27 (1)) = —7(upy (t), 27 () — 7 (Auf (8), 27 (1))

which can be rewritten as

ad

W | AY22T |3 + 6 AVl (4)]13 = —r(ufy(t), o (1)) — 72 (A 2u] (1), AV (1)) (3.31)

o1+ 5 4

We now integrate (3.31) with respect to time from 0 to ¢ € (0,7"] . This gives
H O3 +5 ||A1/2 "t ||2+5/ 1AY 227 (s)|[3ds

/2,7 2 T 2 2T /2,7
<§ ; HA xt(S)H2d‘S+T ; Hﬁuttt(S)llzder 5 sup |4 HOIE

t€[0,T]

where we have used the zero initial conditions of the "™ —equation and C* is the Poincaré’s constant.
Then

QT2 ? 1/2,, 7( 2, 1/2
Slzi @z + 5 A7 72702 + HA s)|[3ds

TC* - 2T
< /OH\ﬁuttt(S)H%der sup [|AY2uf ()3 (3.32)

te[0,7

This was the reconstruction we needed.

Step 2: Reconstruction of ||AY/2z](t)|13

We start by taking the L?—inner product of 2™ —equation (3.30) with Axz]. This gives

@y (1), Azf (1)) + ¢ (AaT (1), Aaf (1)) + 6(Ax] (1), Az (1) = —7(ufy(¢), Az] (1)) — 7c*(Auf (t), Az](¢))

which can be rewritten as

14L/2 TH2+ D472 4 6] AxT (1) |3 = —r(uan(t), AT (1)) — T (AuT (1), AT (1)), (3.33)

2dt| 2 dt

We now integrate (3.33) with respect to time from 0 to ¢ € (0,7]. This gives
QX AL/2, 7 (4)]|2 c? T2 ! T 2
SIAY2T (@) + G 145" (1 + 6 [ 1477 (5) s

23



72c4T

5 ! T T ! T T
<5 [ 1t + 5 [ IvriuelBas+ S5 s @l (330
0 0 tG[O,T]

Then

24T

sup || Auf (t)]13,

ol . c? - 5 [t - [t -
QA2 B3+ S AT )3+ 2 / | A7 ()]3ds < & / IV (s)|3ds +
2 2 2 Jo 0 t€[0,T]

(3.35)

where we have used the zero initial conditions of the 2™ —equation.

This was the reconstruction we needed.

¢
Step 3: Uniform (in 7) bound for / |lv/Tul,(s)|/3ds
0

Recall that the problem (2.1) is written abstractly as (see (2.4))

MU (t) = M, ATU"(t), t > 0,
(3.36)
UT(O) = Uo = (’LLo,ul,UQ)T.

In order to estimate ||\/7uf,;(t)||3, we differentiate (3.36) in time, which leads us to

M.UL(t) = M ATUT(t), t > 0,
U7 (0) = ATUp.

(3.37)

and by relabeling V™ = U/ we can further rewrite

M,V7(t) = M, ATVT(E), >0,
VT(0) = Vo = AU,

(3.38)

Now, since we are considering Uy € Hs, which means ug,u; € D(A) and uy € D(A?), we have
AUy € Hy. Therefore, by Theorem 2.2 and Remark 2.2 we get

el

- ——2
IVTuf @5 < [T OVol21 < My [1VollZy < — 0ol (3.39)

for all t € [0,7], where K does not depend on 7.
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We also obtain .
VTT/O [ug(s)ll5ds < C||Uollf,» (3.40)

where C' does not depend on 7.
Proof. Apply (3.3) to time derivatives. This gives
T
’Y/O Jufue|* < CLAY2ufy(0)* + |AY2uf (0)]% + 7lufy (0)?
From the equation read of Tuj,(0)

[luz|? + | Auo|* + [ Aus ]

4Q

7|ufy (0)]* <
This gives the conclusion in (3.40). O

Step 4: Collecting the estimates
By adding (3.32) and (3.35) and using (3.40) and remark 2.2 we conclude

1AV 22T ()3 + | AV22] ($)]13 < 7O Uollf,- (3.41)

This finishes the proof of part (a) of Theorem 2.4.
Proof of part (b)-strong convergence. This amounts to showing that given Uy € Hj and given

€ > 0 there exist § > 0 such that if 7 < § then
|PT7($)U — T(t)PU|IZg < &

for all times ¢t > 0. The strategy is prove that for any given fixed time T the above inequality is true

and then to choose a suitable T" such that for ¢ > T the energy is still bounded above by .

Step 1: Finite time. Let Uy € Hy and T" > 0. Let £ > 0 be arbitrary.

Since H is dense in Hy, if we define
g e
2(M + My)’
we can find U, € Hs such that
1Uo = UnllZg < €.
Define

13
§=6. = —
T20|UL |,

(where C' comes from Step 4 in the proof of part (a) considering U as the initial condition) and notice

that § - 0ase — 0.

25



Then, for 7 < § we estimate by using (3.13),

IPTT (t)Uo— T () PUs|[pezg) < 1PTT(8)(Uo—Uer) = T(t) P(Up—U.r) H%Ig + |PT7 () Ue~T'(t) PUs H?ﬂg
T O 325 | Uo-Uer 170 + IIT(t)II%(Hg)IIUo—Uallli,o + O U [,
< &'(M + M) + C8||Ux ||y, < e.

Step 2: Infinite time. Integrating Equation (3.31) in time from s to ¢ we have
o 2 . oy ? -
1) = SIT Q1B + S 1472701 = |7 ()15 + S 14722 1B
t t t
=8 [ 1407 (0) Bdo — 7 [ (uia(0).aT(o)do — 7 [ (A2 (0), A% (0))do
Cj 02 S . S .
< |Shr @ + G172 @] 47 [ (o) aflodo + 7 [ (4 207(0), 4 ao))do
« T C2 T ! T T
< |5t @ + G124 7 [ (VA @) + L )l

t
* / (1AY2u7 ()12 + | AY22,(0) [3]do.

Now observe that all the terms on the right hand side above (both inside and outside the integral)

are uniformly exponentially stable. Therefore, there exist positive constants L1, Lo, a, b such that
@y T 5 1/2, 7 2 > T 2 T 2
I@) < [Flet @)z + 1A ()2 | +7 [ [IVTuiu(o)lz + |27 (0)]l2ldo
S

o L
1 [TUARG @ + A 20n(0) Bldo < Lre + 2e <
S

1 € 1 eb
T, = ——In{—),—In{—)}.
s> 17, max{ a n<2L1) b n(2L2)}

Similar estimates are valid when one integrates (3.33) in time from s to ¢. This will then gives rise

as long as

to an Th .
Thus taking 7' = T, = max{T1.,T>.} in Step 1 and combining it with control of the tail of the

integral leads to the convergence in (2.9) uniformly for all ¢ > 0. This completes the proof of part (b)
of Theorem 2.4 .
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3.4 Proof of Proposition 2.2

The uniform bounds imply, among other things, that there exist z; and 29 such that

ul — z weakly* in L>°(0,T; D(A/?)),
= y ( (A7) (3.42)
V207, — 25 weakly* in L>®(0,T; L*(Q)).

An argument of Distributional Calculus shows that u}, — z; in H~1(0,T; L*(Q)) and therefore
V207, — 11224 — 0in H-1(0,T; L*(Q). Uniqueness of the limit then leads to the conclusion.
3.5 Proof of Proposition 2.3

Recall that {n tnen is the set of eigenvalues of A and since A is unbounded we can assume p, — 0o

as n — 0o. Proving the Proposition 2.3 amounts to the study of spectrum of A on the space Hg.

Lemma 3.8.

—Stn /%2 — 4o
op(A) = op(A*) = {X € C; oz)\2+5,un)\+c2un20,nEN}:{ a il acu,neN}.

Proof. Since A is a positive self-adjoint operator with compact resolvent,
o(A) =o0p(A) CRY.

The spectrum of A is countable and positive. So we assume the point spectrum is then a sequence
(1) such that p,, — 400 as n — +o00. We shall consider the operator A acting on D(A'/?) x D(A/?)

with the domain
D(A) = {(u.v) € D(AY?) x D(AY2); Pu+ bv € D(4Y?)}.

Let ¢ = (p1,92)T € D(A). We seek to the describe the values of A € C such that
Ap = Ap. (3.43)

We compute:

Mo — 0 I o1\ P2
L N S R S 2 -1 51 :
cca A —da A V2 c“a App — dam  Aps

Therefore the equation (3.43) will be satisfied if and only if

P2 = A1

and

c2Ag01 + §Aps = —aps
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which is the same as
AAp; + Mg = —aX?y;

or further

Ap) = ————p1.
LI S

The last equation means that ¢1 is an eigenvector of A and because of that must be associated with

some eigenvalue p,,. Therefore, the relation between A and p, can be easily derived to be the quadratic

equation
a2 + Spp X+ Epp =0

from where follows that

A, — _ Optn n 0% u2 — 4ac2un

2 2

We now characterize the point spectrum of A*. Keeping in mind the following facts:
(i) A is self-adjoint in H = L?(Q).
(ii) Fractional powers preserve self-adjointness.

We begin by computing A*.

Let ¢, ¢ € D(AY?) x D(AY?), o = (p1,2)" and ¢ = (¢1,42)". We have

0 I o1 (31
)xD( *0205 1A - 1A ¢2 D(AL/2)xD(AL/2)
—c2a_1Ag01 - 504—114802 (05 D(AL/2)xD(AY/2)

= (2, Y1) p(arsz) + (= Fa T Apy — b Apa, i) D(AL/2)

(3.44)

(
= (8027¢1) D(AY/2) + (9017 _C o A¢2)D(A1/2) + (@2) _5a_1A¢2)D(A1/2)
(

= (p1, —a™ i) Al/g) + (p2,¥1 — da Any) D(AL/2)
() ()
2 )\ = a7 Auy D(AL/2)xD(A/2)
((2)-00=n) (),
2 ) \ 1 —da~lA V2 A1/2)><D(A1/2)‘
0 —c*a™'4
A= ( I —6a'4A )

28
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with
D(A") = {(u,v) € D(AY?) x D(AY?), Pu + v € D(A%?)}.

We then find out the point spectrum of A*.
Let ¢ = (p1,92)" € D(A*). We seek to the describe the values of A € C such that

A o = Ap. (3.45)

. 0 —c2a'A ©1 —ca Ay,
A = = )
I —6atA v o1 — 6~ Ay

Therefore the equation (3.45) will be satisfied if and only if

We compute:

—Pa  Aps = Mgy

and

Decoupling gives:

and the last equation means that o is an eigenvector of A and because of that must be associated

with some eigenvalue p,, through the quadratic equation
aX? + S+ App =0

which implies that
op(A") = op(A),

completing the proof.
O

Part (a) then follows directly from Lemma 3.8 because we know that A € o,(A) if and only if
A € 0,(A")(= 0,(A), in our case). However, we know that if A € o,(A), so is A. Therefore, since
op(A) No(A) =0, it follows o, (A) = 0.

Now since the parameters 8, o, ¢> > 0 are fixed, we can see that op(A) is eventually real, which
means that no matter how we pick those parameters, since pu, — +00 as n — oo we will always be

able to find an index N such that from that index on all the eigenvalues will be real.
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It is also clear to see that the point spectrum of A is on the left side of the complex plane. In fact,
it follows from the formula (3.44) that in case A, is complex we have

Otin

Re(Ap) = — o

< 0.

13

For the real ones, the “ — " case of the formula (3.44) we have nothing to check because clearly

An < 0. For the “+7” case we just notice that

VO3 — dac? py, < Opn

and the strict inequality guarantees that A, < 0. Therefore, in order to describe the continuous

spectrum of A we just analyze the limit

: _(5Nn + 52,“/% — 4a62ﬂn
lim .
n—o00 2cy

Two basic limit arguments show that

—Opn +\/02uy —dac?u,

s 2 5
and
. _5Mn Y 52,“721 — 40462,“71
lim = —00,
n—00 2

2
which implies o.(A) D {—C

5 }, since o(A) is closed and o,(A) = () with —5~'¢? not an eigenvalue

2
of A. In order to complete the proof of part (b) we need to show that —% is the only element in the

2

continuous spectrum of A. To establish this we shall show that any X\ ¢ o,(A) U {—65} is in the

resolvent set of A. Let (f,g)T € D(AY?)xD(AY?). We need to prove that there exists (u,v)T € D(A)
such that
A(U, /U)T - )‘(uv U)T = (f7 g)T

After writing down explicitly the equation we obtain

Au—v=f
alv + A(Pu + 0v) = ag (3.46)

which leads to solvability of
(62 + (S)\)AU + a)\Qu = a)\f +ag + 5Af, in [D(AI/Q)]/

or equivalently
(A +Nu+aNA u=a A" f +aA g+ 5f=F (3.47)
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and further because ¢ + d\ # 0,

a\?

-1, _ (.2 -1
Frp A u=(E+NTE (3.48)

u —+

Note that F' € D(A'Y2) and we are looking for a solution u € D(A'/?). Since A~! is compact on
L(D(A'Y?)), unique solvability of (3.48) if and only if the operator

a2
I At
+ 2+ 6\
o . . a\? .
is injective. On the other hand, the latter takes place if and only if R ¢ Up(A). This is also
c

true due to the fact that A\ ¢ o,(A). In view of the above, we obtain u € D(AY/?) and therefore
v=Au— fcDAY?).

To conclude we need to assert that (u,v)T € D(A). For the latter we just notice that A(c?u+dv) =
ag—adv € D(A'/?)-as desired by the characterization of the domain of .A. The proof of the Proposition

is thus complete.

3.6 Proof of Proposition 2.4

As in the proof of Proposition 2.3, proving proposition 2.4 relies on the analysis of point spectrum
of A™ along with the asymptotics. To begin with, the point spectrum of A” and (A”)* coincide and
it is given by the set

op(AT) = 0, ((AT)*) = {A € C; 7A3 + aX? + b pp A + Py = 0, n € N},

which is a consequence of basic algebraic manipulation.
The exact same argument as for Part (a) in Proposition 2.3 shows Part (a) here.
Now, with empty residual spectrum we know that the points in the continuous spectrum, if any,

needs to be in the approximate point spectrum. By using the exact same process as in [27] (Theorem

5.2, Part (b), (b1) and (b2), p.1913 and 1914) one can show that —Z—T is an eigenvalue of A" in case
2

AT = 0 and a limit of eigenvalues in case v7 > 0. Thus —Z—T € 0.(A7) in case v > 0. We shall show

2
c
now that i coincides with the point in continuous spectrum o.(.A") in case 47 > 0. This is to say

2 2

c c
(A7) = _bT} . For this, it is sufficient to show that every A € C different from i and outside
the point spectrum of A” belongs to the resolvent set. We need to prove that there exist solution

(u,v,w)T € D(AT) As before, we consider the system:

v—u=feDAY?)
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w— v =g e D(AY?)
—7 P Au+ b Av 4 aw] — dw = h € L*(Q). (3.49)

Collecting the terms yields:

(T rE 4+ M) Au+ (N + 77 e = 7 HaA + )ASf + 7 taAg + A2f + Mg+ h,

C2

where the equation is defined on [D(AY/?))'. Since A # 0 the above can be written as

u+d\ 1)A " u = F(f,g,h) € D(AY?), (3.50)
where 3 1,12 3 2
A “ta A A
d(A,T)Z ! + 7 a_ _ T+«
Tl + Ar—1om 2+ b7
and

F(f,g,h) =7 Y aX+b)Af + 7 'adg + N2f + \g + h.

Since A~! is compact in L(D(A'?)), unique solvability [for u € D(AY?) of (3.50) is equivalent to the
injectivity of I + d(\,7)A~L. The latter is equivalent to the fact that —d(\,7) ¢ o,(A7), which in
turn is equivalent to p, + d(X, 7) # 0. This last condition is guaranteed by the fact that A\ ¢ o,(A").
Thus there exists a unique u € D(AY?) solving (3.50). Going back to (3.49) we obtain the improved
regularity v € D(AY?), w € D(AY?) and also c?u + b™v € D(A). Hence (u,v,w)’ € D(AT) as desired.
The proof of equivalence o.(A") = {—Zi} is completed.

In order to complete the proof of Proposition 2.4 it suffices to prove the part (c). Here, the aim is
to show that when 7 — 0 the hyperbolic branch of the spectrum of A7 escapes to —oo. For this we

show that for n large, the equation
A3 4+ A 4 (b7 )X + Py = 0. (3.51)

has two complex roots whose imaginary parts approach +oo.

The argument is as follows: define a number 6,, such that
’7764
fin b3

0, ~ — for n large.

We claim that

C2

W 6, =~ A7 for n large,
2
that is, for n large o + 0, is almost a root of (3.51).

Indeed, notice that (3.51) can be rewritten as
2

A% 4+ aX? + (0 )\ + A = (A + Z—T — 9n> qn(A) + 7 (N),
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where

2
0N =N+ (Y 4+ 70N+ b py — (V7 + 76,) <C — 0n>

bt
and
c? 2
7"n()\) = (’)/T + Ten) <bT — gn) + bT,LLnen
Since p,, — 0o as n — oo, we have 0,, = 0 which implies
ct ct
() & VTbTT - ’YTbTT = 0 for n large,

T 4

where we have used b” u,0, ~ — . This proves the claim made above.

b27’
As a consequence, for n large we have

2 2
A%+ A + (07 )N+ Ay & </\ + z% - en> (mQ + (Y 4+ TO)N+ b, — (77 + 70p) (ZT - 9n>> :

Therefore, for n large the two other roots of the equation (which are complex) are approximately the

two roots of )
c
TN+ (7 4+ 70N+ 0 — (47 4 76,) <b7 — 9n> :
Then, a basic result for quadratic equation yields

T en T
2Re(A\I!) = 2Re(\?) = Y 7 -1 asn— oo
T T

and

Tmg(A"1)| = [Tmg(ALY)]| — +o0 as n — oco.

The proof of part (c) is then complete.
4 Appendix

Lemma 4.1. (The energy identity) For all U] € Hy we have

d T T T
%El (t) +~ Hutt(t)H%

0. (4.1)

Proof. We first consider strong solutions with initial data in D(A"™). This implies U"(t) € Hy and
ug(t), uge(t) € D(AY?), uyy(t) € H. For these elements the following calculus is justifiable.
Notice that the expansion of E7 () is

T T T bT T C4 T
Ef(t) = §|lutt(t)||§ + 5||A1/2ut Oz + %HAU?U I3
T T 7'02 T T acQ T
+ 2 (Auf (), a7 (8)) + —— (uy (1), u] () + o lluf (1)]]3- (4.2)

bT 207
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Firs, taking the L?—inner product of (2.1) with u}, gives

d

T T T T bT T T T T
G (BI0IE + Aaauny + L IAVATIR) + QGO - Ao (0) =0, (13)

Next similarly, taking the L?—inner product of (2.1) with u] gives

d @ c?
& (rloud) + ST+ SIAC) — Tl I + A O =0, (@
62
Combining (4.3) and o (4.4), we get
d|r bT ct Tc? ac?
i [QHU;&Hg + §||A1/2u175—”% + %HAIMUTH% + ¢ (Auf,uf) + bT(uz—tv uf) + TbTHUZHg

CQT

+(a - bf)HutTt(t)H% =0 (49)

2
By (4.2) and the definition of 4™ = a — Cb—:, we obtain the identity

d T T T
B + 97l ()]lz = 0.

It is equivalent to say that

ET(t) + 17 /0 luf(s) 13ds = E(0). (4.6)

and the final conclusion is obtained by evoking density of D(.A") in H.
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