PHYSICAL REVIEW LETTERS 126, 083001 (2021)

Observation of an Electric Quadrupole Transition in a Negative Ion:
Experiment and Theory

C. W. Walter®, S. E. Spielman®, R. Ponce®, and N. D. Gibson
Department of Physics and Astronomy, Denison University, Granville, Ohio 43023, USA

J.N. Yukich
Physics Department, Davidson College, Davidson, North Carolina 28035, USA

C. Cheung
Department of Physics and Astronomy, University of Delaware, Newark, Delaware 19716, USA

M. S. Safronova
Department of Physics and Astronomy, University of Delaware, Newark, Delaware 19716, USA
Joint Quantum Institute, National Institute of Standards and Technology and the University of Maryland,
College Park, Maryland 20742, USA

® (Received 20 November 2020; accepted 15 January 2021; published 26 February 2021)

The first direct experimental observation of an electric quadrupole (E2) absorption transition between
bound states of an atomic negative ion has been made. The transition was observed in the negative ion of

bismuth by resonant (1 + 1) photon detachment from Bi~ via 3P, — 3P excitation. The E2 transition

properties were completely independently calculated using a hybrid theoretical approach to account for the

strong multilevel electron interactions and relativistic effects. The experimental and ab initio theoretical

results are in excellent agreement, providing valuable new insight into this complex system and forbidden

transitions in negative ions more generally.
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Although optical transitions between bound states of
both neutral atoms and positive ions have been exten-
sively studied for more than a century, similar transitions
between bound states of negative ions have only been
observed much more recently [I]. This difference in
discovery date is due, in part, to the fundamental nature
of negative ions: In sharp contrast to the infinite number
of bound states in atoms and positive ions, since negative
ions are not held together by a net Coulomb potential,
their short-range polarization potentials can support only
one or at most a few bound states [2,3] making possible
transitions very scarce.

The first observation of a bound-bound electric dipole
(E1) transition in an atomic negative ion was reported
only 20 years ago (in Os™) [4], and magnetic dipole (M 1)
transitions in negative ions in the optical regime had been
first observed just 4 years earlier (in Ir~ and Pt™) [5,6].
Since these initial discoveries, E1 transitions have been
observed in very few other negative ions (e.g., Ce™ [7]
and La~ [8]), and M1 transitions have been observed in
several additional negative ions [9,10]. However, pre-
vious experimental searches for electric quadrupole (E2)
transitions in negative ions have not succeeded, due to
the very small transition rates and large background
signals from continuum photodetachment [5,10]. In the
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present work, we report the first direct experimental
observation of an FE2 absorption transition between
bound states of an atomic negative ion (Bi~), together
with high-precision ab initio theoretical calculations of
the energy and rate of the transition.

Electric quadrupole atomic transitions are of great
interest due to applications including tests of fundamental
physics [11-13], optical clocks [14], and quantum infor-
mation [15], and they provide important benchmarks for
detailed state-of-the-art theoretical calculations [16]. The
properties of negative ions crucially depend on electron
correlation effects [1-3,17-19], and E2 transitions in
negative ions provide uniquely valuable opportunities to
gain insight into these subtle but important interactions.
Accurate theoretical computations are very difficult for
negative ions with complex electronic structure due to large
configuration mixing in comparison with neutrals or
positive ions [1,17].

There is even greater urgency for studying forbidden
transitions in negative ions with the advent of new cryogenic
storage ring facilities, such as DESIREE [20,21] and the
CSR [22,23], that can measure lifetimes of excited states of
negative ions over unprecedentedly long scales of hours
[21]. While most of the negative ion excited state lifetime
experiments to date have involved M 1 transitions, one recent
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FIG. 1. Energy levels for the two bound states of Bi~ and the

ground state of Bi with arrows showing the two measurements
performed: (a, red) single-photon threshold detachment from Bi~
3P, and (b, blue) resonant (1 + 1) photon detachment via the Bi~
3p, — 3P, E2 transition.

study at DESIREE measured the E2 decay of an excited
state of Pt~ [24].

The present work investigates an E2 transition in the
negative ion of bismuth both experimentally and theoreti-
cally. The hyperfine-averaged binding energy of the Bi~
(6p* 3P,) ground state relative to the Bi (6p* *S;,) ground
state was previously measured by Bilodeau and Haugen to
be 942.369(13) meV [25]. While the Bi~ fine structure has
not been previously measured, Su et al. recently reported
calculations indicating an inverted energy ordering of the
excited fine structure levels, with *P,, being bound and 3P,
unbound [26].

We performed two complementary experiments in the
present work (see Fig. 1): (1) measurement of the binding
energy of the Bi~ 3P, excited state using photodetachment
threshold spectroscopy and (2) observation of the Bi™ *P, —
3P, transition via resonant (1 + 1) photon detachment. The
observed resonance transition has |AJ| = 2; therefore, it is
strictly forbidden for E1 or M1 processes, and it must
proceed by the E2 interaction. Although there have been
previous observations of transitions in negative ions that had
both M1 and E2 contributions [9,10], to our knowledge, this
is the first absorption transition observed in a negative ion
with E2 as the lowest-order allowed interaction. The Bi~ fine
structure and E2 transition properties were completely
independently calculated without foreknowledge of the
present experimental values using a high-precision hybrid
theoretical approach to account for the strong multilevel
electron interactions and relativistic effects. The experimen-
tal and theoretical results are in excellent agreement,
providing valuable new insight into this complex system
and testing the accuracy of the theoretical approach.

Photodetachment from Bi~ was measured as a function
of photon energy using a crossed ion-beam-laser-beam

system described previously [7,27]. Negative ions pro-
duced by a cesium sputter source [28] using a cathode
packed with bismuth powder were accelerated to 12 keV
and magnetically mass selected producing ~1 nA of 2®Bi~
(the only long-lived naturally occurring isotope). The ion
beam was intersected perpendicularly by a pulsed laser
beam, following which residual negative ions were electro-
statically deflected into a Faraday cup, while neutral atoms
produced by photodetachment continued undeflected to a
multidynode detector. The neutral atom signal was nor-
malized to the ion-beam current and the photon flux
measured for each laser pulse. The spectra were obtained
by repeatedly scanning the laser wavelength and then
sorting the data into photon energy bins of selectable width.

The laser system was an optical parametric oscillator and
amplifier (LaserVision) pumped by a 20-Hz Nd:YAG laser,
giving an operating range of 5000-1300 nm (250—
920 meV) with bandwidth ~0.01 meV. Long focal length
lenses approximately collimated the beam. For the E2
transition measurement, an additional 50-cm focal length
lens about 40 cm from the interaction region increased the
intensity to drive this very weak transition. Note that
hyperfine (hf) structure is not resolvable in the present
experiments, since the laser bandwidth is on the order of or
larger than the hf splittings of Bi 4S; /2 (nuclear spin 9/2
giving four hf levels with measured intervals <0.012 meV
[29]), Bi~ 3P, (five hf levels with calculated intervals
<0.005 meV [30]), and Bi~ 3P, (no hf structure since
J = 0). Therefore, the measured threshold and transition
energies are reported as hf-averaged values.

The Bi~ photodetachment spectrum was measured
over 255-920 meV, revealing only a single threshold near
373 meV, which is due to detachment from the Bi~ 3P,
excited state to the Bi 4S5 /2 ground state. Figure 2 shows the
neutral atom signal near the observed threshold. Note that
most of the ions in the beam are in the P, ground state
rather than the 3P, excited state. Relative photodetachment
signal rates 0.5 meV above threshold in the present
experiment compared to our recent measurements of
TI~ [31] indicate that Bi~ 3P, makes up only ~0.3% of
the beam, consistent with estimates based on a Boltzmann
statistical distribution at the approximate ion source tem-
perature of ~1500 K. Also, there is a small background
signal below the 3P, threshold; since no more weakly
bound states of Bi~ are expected, this background is likely
due to a slight leakage of the optical parametric oscillator
“signal” light at a photon energy of 1.96 eV which is
sufficient to photodetach the large population of ground
state Bi~ ions in the beam.

The threshold energy for Bi~ (6p* 3P,) detachment can
be precisely determined from the data in Fig. 2 using the
Wigner threshold law [32]. In the present case, a p electron
is detached, so the cross section closely above threshold is
dominated by s-wave detachment and increases as
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FIG. 2. Measured photodetachment threshold from the Bi~ *P,
excited state to the Bi S, 2 ground state: circles, data; line,
s-wave Wigner law fit.

(E — E,)'/2, where E is the photon energy and E, is the
threshold energy. The Wigner law provides an excellent fit
to the data, yielding the detachment threshold correspond-
ing to the binding energy of Bi~ 3P, to be 373.09(4) meV.

After establishing the binding energy of the excited state,
we searched for and found the Bi~ 3P, — 3P, electric
quadrupole transition. The expected transition energy of
569.28(4) meV is given by the difference between the hf-
averaged binding energies of the Bi~ 3P, ground state
[942.369(13) meV [25]] and the Bi~ 3P, excited state
[373.09(4) meV]. Figure 3 shows the neutral atom signal
measured near the expected transition; a peak in the
signal is visible due to resonant (1 4 1) photodetachment
from Bi~ 3P, via E2 excitation of Bi~ 3P, followed by
absorption of a second photon to detach the excited state.
Observation of this resonance transition in the present
experiment was possible in part because the single-photon
detachment background signal is low due to the small
fraction of excited state ions in the beam. A Lorentzian fit
to the measured data yields the transition energy to be
569.27(3) meV, in excellent agreement with the expected
value of 569.28(4) meV based on the difference in binding
energies. The fitted peak width of 0.023(5) meV is an upper
limit rather than the natural width of the transition, because
of broadening by the laser bandwidth and unresolved hf
structure.

The measurements reported in this work provide an
excellent opportunity to test the accuracy of theory in this
complicated negative ion. We carried out calculations of
the Bi~ binding energies and the 3P, — 3P transition
energy and rate using a hybrid approach that combines
the configuration interaction (CI) and the coupled-
cluster method (CI + all-order method) [33]. This method
allows efficient inclusion of both strong valence-valence
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FIG. 3. Measured peak for resonant (1 + 1) photodetachment

via the Bi~ 3P2 — 3P0 E2 transition: circles, data; line, Lor-
entzian fit.

correlations (via the CI) and core excitations from the entire
core (by the coupled-cluster approach). The many-electron
wave function is obtained as usual in the framework of the
CI method, but the energies and wave functions of the low-
lying states are determined by diagonalizing the effective
(rather than bare CI) Hamiltonian. It is constructed using a
combination of the coupled-cluster approach that allows
single and double excitation from the entire core and the
many-body perturbation theory (MBPT). Alternatively, we
carried out identical computations constructing the entire
effective Hamiltonian using the second-order MBPT [34]
to evaluate the importance of the higher-order (HO)
corrections; we refer to such results as the CI + MBPT.

We treat Bi as a system with 3 valence electrons and a
[Xe|4£145d'%6s% core. The core is the same for the Bi~
calculation. The difference between the Bi~ and Bi calcu-
lation is in the CI part, which contains 4 valence electrons
for Bi~. There is an exponential growth in the number of
possible configurations with the addition of extra valence
electrons and care must be taken to ensure a sufficiently
large set of configurations for Bi~. The problem is
exacerbated for the weakly bound negative ion which
exhibits very strong configuration mixing. We carried
out a number of tests to demonstrate the convergence of
the results with an increasing number of configurations,
with structured multistep expansion of the configuration
sets using prior runs to establish the important configura-
tions; see Supplemental Material for details of these tests
[35]. All calculations incorporate the Breit interaction as
described in Ref. [36].

The results of the CI 4 all-order and CI 4+ MBPT cal-
culations and specific contributions to the energies are
summarized for Bi~ in Table I; see Supplemental Material
for Bi results [35]. Binding energies are shown relative to
the Bi 6p* S5, ground state. Contributions of the higher
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TABLEI. Calculated binding energies of Bi~ bound states relative to the Bi %S, /2 ground state and transition energy for Bi~ 3p, =3P,
compared to experimental measurements in meV. Contributions of the higher orders (HO) are calculated as the differences of the
CI + all-order (CI + all) and CI + MBPT calculations. QED corrections and contributions of the higher partial wave (I = 6) are listed
separately. “Extra conf.” lists the difference of the results of the large and medium CI calculations. “Final” results were obtained by
including all of these corrections in the same computation. “Diff.” and “Diff.%” are the difference between the experimental and final

calculated energies.

J Experiment CI+MBPT CI+all HO [=6 QED Extraconf. Final Diff. Diff.%

Bi~  6p* 3P 2 942.369(13) * 910.4 911.0 06 2.1 2.1 26.7 9419 05  0.05%
6p* 3P 0 373.094)° 321.2 342.6 21.3 1.0 1.4 26.0 371.0 2.1 0.6%
3p, =3P, 569.27(3) ° 589.2 568.5 -20.7 1.1 0.7 0.6 5709 -17 03%

*Reference [25], hyperfine averaged.
Present measurements.

orders are calculated as the differences of the CI + all-order
and CI + MBPT calculations. To evaluate the accuracy of
the calculations, we calculated several smaller corrections
separately. We originally ran CI+ all-order and CI+
MBPT calculations allowing excitations to all partial waves
up to [ = 5, with maximum principal quantum number n =
35 for each (relativistic) partial wave. The contribution of
the [ = 6 partial wave is listed in the column “/ = 6” in
Table I. From the extrapolations carried out for simpler
systems, we find that the contribution of all other partial
waves is on the same order as the / = 6 contribution. QED
corrections were calculated following Ref. [37]. Both of
these corrections are relatively small. Next, we increase the
number of CI configurations allowing excitations up to
23spdf18g and 22spdf18g orbitals for Bi and Bi~,
respectively, an increase from the initial 22spd18f14g
set. All single, all double, and a large subset of triple
excitations are included. These changes increase the
number of included configurations for Bi~ from 73719
to 126 168, with corresponding increase in the number of
Slater determinants from 3 090923 to 4 952 692. Finally,
we carried out a complete CI + all-order run that incorpo-
rated all corrections (QED, [/ = 6, and larger number of
configurations) simultaneously. These results are listed as
“Final” in Table I.

Our final calculated binding energy of the Bi~ 3P,
ground state is in excellent agreement with the measured
value of Bilodeau and Haugen [25], differing by only
0.5 meV (0.05%) (see Table I). We find that the binding
energy of the ground state is strongly affected by the
inclusion of more configurations but not by the inclusion of
the higher orders. This is expected since the Bi and Bi~
computations share the same core; thus, difference in its
treatment is expected to cancel to a degree. A sensitivity to
extra configurations is also expected as configuration
mixing for Bi~ is much stronger than for Bi. There is
also excellent agreement for the binding energy of the
fine structure excited state 3P0, with our calculation of
371.0 meV being within 2.1 meV (0.6%) of our measure-
ment of 373.09(4) meV. However, in contrast to the ground

state, higher orders contribute significantly (5.7%) to the
binding energy of the 3P, state and therefore affect the
3P, — 3P, transition energy. Also, our calculations indicate
that the Bi~ 3P, state is not bound, in agreement with the
calculations of Su et al. [26].

It is interesting to also explore if Po, which is isoelec-
tronic to Bi™, may be used as a homologue system to
improve prediction for the negative ion. We carried out a Po
computation with all parameters identical to Bi~ [35]. As
for Bi~, Po shows an inverted energy ordering of fine
structure levels (J = 2, 0, 1) [38], illustrating a similarity
between the neutral and negative ion systems. However, we
find that the difference between our calculations and the
experimental energies is actually larger in Po than in Bi~.
Most likely, this is due to uneven cancellation of some
omitted effects, such as core triple excitations and nonlinear
terms that tend to strongly cancel. We also find as expected
that there is much stronger configuration mixing in the
negative ion; for example, only 11 nonrelativistic configu-
rations contribute a total of 99% for the ground state of Po,
but 22 configurations are needed for Bi~. Our results
demonstrate the significant fact that an isoelectronic neutral
system cannot always be used as a homologue for a
negative ion.

The present experimental and theoretical results for the
Bi~ 3P, — 3P, E2 transition are given in Table II, together
with previous calculations. Our calculated transition energy
(570.9 meV) is in excellent agreement with our exper-
imental value [569.27(3) meV], differing by only 1.7 meV

TABLEII. Present results and previous calculations for the Bi~
3p, — 3P, E2 transition energy and upper-state lifetime.

3P2 — 3P0
Study Method ~ Energy (meV) Lifetime (s)
Present Experiment 569.27(3)
Present Theory 570.9 16.5(7)
Su et al. [26] Theory 624.0 15.20
Konan et al. [39] Theory 1100.0
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(0.3%). In contrast, the calculated transition energy from Su
et al. [26] is 54.7 meV larger than our measurement, while
the earlier calculation of Konan ef al. [39] is even farther
away. Our computations include higher-order inner-shell
electronic correlations and, therefore, are expected to be
more accurate than multiconfiguration Dirac-Hartree-Fock
calculations [26,39] for both energies and transition rates.

For the transition rate, we calculate the electric quadru-
pole 6p* 3P, —3P, reduced matrix element to be
16.30(33)eaj using the CI + all-order method. There is
only a 1% difference between the CI 4 all-order and the
CI + MBPT results, and there is a 1.7% difference between
the results obtained with medium and large sets of CI
configurations. We add these in quadrature to estimate the
final uncertainty of the matrix element to be 2%. Using the
experimental value of the transition energy, we obtain
0.0607(24) s~! for the transition rate, corresponding to a
3P, lifetime of 16.5(7) s. At first glance, the previous
calculated lifetime by Su et al. [26] of 15.20 s appears to be
fairly close to our value. However, it is important to
consider that the quoted lifetime of Su et al. was obtained
using their calculated transition energy for 3P, — 3P,
which is larger than our precisely measured energy by
~10%. Since the E2 lifetime scales inversely with tran-
sition energy to the fifth power, revising their lifetime using
our measured energy would yield an adjusted lifetime of
24.05 s, which is significantly longer than our value.
Finally, note that although our calculated lifetime of the
3P, upper state of 16.5(7) s indicates that the transition is
far too narrow (~4 x 10~!* meV) for a measurement of the
lifetime from the peak width in the present experiment,
the theoretically predicted lifetime could be rigorously
tested in storage ring experiments using established meth-
ods [21,24].

In summary, we have measured the binding energy of the
Bi~ 3P, excited state and observed its excitation from the
Bi~ 3P, ground state using resonant (1 + 1) photodetach-
ment. To our knowledge, this is the first direct observation
of an E2 absorption transition between bound states of an
atomic negative ion. Furthermore, we have confirmed the
Bi~ fine structure and the E2 character of the transition
through ab initio theoretical calculations including the
transition rate. The measured and calculated energies
are in excellent agreement, demonstrating the power of
the theoretical methods used to account for the important
correlation and relativistic effects in this complex multi-
electron system.

Similar experimental and theoretical methods can be
applied to study E?2 transitions in other negative ions that
have appropriate excited bound state structures, opening a
new avenue for investigations of forbidden transitions in
atomic systems. Such studies can be combined with the
new ability to accurately measure lifetimes of excited
negative ions over long timescales recently developed at
cryogenic storage ring facilities such as DESIREE and the

CSR to give further insight into many-body correlation
effects and decay dynamics.
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