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Quantum noise limits the sensitivity of precision measurement devices, such as laser interferometer
gravitational-wave observatories and axion detectors. In the shot-noise-limited regime, these resonant
detectors are subject to a trade-off between the peak sensitivity and bandwidth. One approach to circumvent
this limitation in gravitational-wave detectors is to embed an anomalous-dispersion optomechanical filter to
broaden the bandwidth. The original filter cavity design, however, makes the entire system unstable.
Recently, we proposed the coherent feedback between the arm cavity and the optomechanical filter to
eliminate the instability via PT symmetry [Li et al., arXiv:2012.00836]. The original analysis based upon
the Hamiltonian formalism adopted the single-mode and resolved-sideband approximations. In this paper,
we go beyond these approximations and consider realistic parameters. We show that the main conclusion
concerning stability remains intact, with both Nyquist analysis and a detailed time-domain simulation.
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I. INTRODUCTION

The detection of gravitational waves (GWs) from a binary
black hole merger in 2015 [1] opened a new window of
astronomy observation. Binary black hole systems have so
far been the most commonly measured GW sources [2,3].
The demand for extracting richer properties of the ringdown
stage [4–8], as well as other astrophysical processes that
produce pronounced gravitational waves at high frequen-
cies, e.g., the binary neutron star mergers [9–11] and core
collapse supernovae [12–14], calls for the broadband and
high-frequency sensitivity of gravitational-wave detectors.
For current advanced detectors and even future detectors,
including Einstein Telescope [15,16] and Cosmic Explorer
[17], the quantum shot noise limits the detector sensitivity
from a few hundred hertz to kilohertz [18]. Similarly,
recently proposed detectors of axionlike particles in the
Galactic halo suffer from the photon shot noise across their
sensitivity bands [19–22].

In the canonical interferometer configuration [23], res-
onant arm cavities are used to increase the relative signal
strength by effectively extending the length of the detector
via repeated reflections of the optical field. However, the
positive dispersion of the arm cavity makes the signal at
higher frequencies no longer resonant. This leads to an
inverse relationship between the peak sensitivity and

bandwidth of the detector, known as the Mizuno limit
[24]. This can be traced back to the energetic quantum limit
[25,26], which is also called the quantum Cramer-Rao
bound [27], and is therefore limited by the quantum
fluctuation of the intracavity light field [28].
One approach to broaden the bandwidth without sacri-

ficing peak sensitivity is to attach a negative-dispersion
optomechanical filter cavity to the armcavity [29],whichcan
compensate for the phase gained in the arm cavity and thus
resulting in a “white light cavity” effect. However, such a
scheme is dynamically unstable and thus an additional
stabilizing controller must be implemented. We will call
this unstablewhite light cavity scheme “uWLC” for short. In
theoriginal proposal [29], in addition to the filter cavity, there
are several auxiliary optics, either for impedancematch with
the input mirror of the arm cavity or for steering the field to
the filter, which leads to a rather complex setup.
In a later study [30], it was found that converting the

signal-recycling cavity (SRC) into the optomechanical
filter can lead to bandwidth broadening with a much
simpler optical layout, as illustrated in Fig. 1. The param-
eter regime considered [30], however, still leads to an
unstable system. We recently realized that, when the
optomechanical interaction strength is smaller than or
equal to the coupling frequency between the arm cavity
and the filter cavity, the system will be self-stabilized [31].
More interestingly, the peak sensitivity is improved
together with the bandwidth, not due to squeezing but a*xiangli@tapir.caltech.edu
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significant enhancement of the signal response. We shall
call this stably operated white light cavity scheme “sWLC”
for short. So far, the sWLC scheme has only been analyzed
using the Hamiltonian in the single-mode and the resolved-
sideband approximation [30,31], which treats the arm
cavity signal field, the mechanical oscillator, and the field
in the filter cavity as single modes, separately. The stability
issue of the system is based on the poles of the resulting
input-output relation [31]. One natural question to ask is
whether the stability and sensitivity improvement remain
valid when these approximations are removed by consid-
ering realistic parameters. Answering such a question
defines the theme of this paper.
Note that, in the low-frequency band (below 40 Hz),

quantum backaction in the main interferometer will further
restrict the sensitivity, because the radiation pressure force
from the strong field would interact with the test mass.
Throughout the paper, we will be focusing on the shot-
noise-limited sensitivity, leaving the consideration and
cancellation of backaction noise for future studies [31].
The outline of this paper goes as follows: in Sec. II, we

revisit the idealized Hamiltonian dynamics and stability
requirement and introduce the full analysis method beyond
the single-mode and resolved-sideband approximations.

In Sec. III, we solve the system dynamics in the frequency
domain. We also analyze the stability using the Nyquist
criterion and show the resulting sensitivity. In Sec. IV, we
carry out a detailed time-domain simulation and show the
agreement with the frequency-domain analysis.

II. FROM SINGLE-MODE APPROXIMATION
TO FULL ANALYSIS

In this section, we will first recap the idealized
Hamiltonian dynamics under the single-mode approxima-
tion as analyzed in Refs. [30,31] for the sWLC and also
revisit the stability requirement. We will then introduce the
analyzing framework considering the realistic setup, by
abandoning the approximations applied in the previous
treatment. The detailed analysis in the frequency and time
domain will be carried in Secs. III and IV, respectively.
The idealized sWLC mode interaction in the rotating

frame of frequency ω0, as illustrated in Fig. 2, can be
described by the following Hamiltonian:

Ĥint ¼ iℏωsðâb̂† − â†b̂Þ þ iℏGðb̂†ĉ† − b̂ ĉÞ; ð1Þ

FIG. 1. Schematics of the interferometer configuration with the
SRC as the optomechanical filter. Both the main arm cavities and
the SRC are resonant at ω0, but they have different free spectral
ranges (FSRs) due to the different cavity lengths. One of the
mirrors in the SRC acts as the mechanical degree of freedom that
is resonant at ωm0

. It couples to the signal sidebands around ω0

via the radiation pressure due to the blue-detuned SRC pumping
field at ω0 þ ωm. Note that ωm0

=ωm ≈ 1, with slight difference
caused by the optical spring effect due to the blue-detuned
pumping [will be explained later near Eq. (17)]. ITM, input test
mass; SRM, signal-recycling mirror.

FIG. 2. Idealized mode interaction structure of the optome-
chanical system illustrated in Fig. 1. (a) The sWLC scheme. Here
â represents the differential mode of the arm cavity that couples to
the GW strain h, b̂ represents the SRC (filter) mode, and ĉ
represents the mechanical mode of the suspended mirror. The
coupling between â and b̂ (b̂ and ĉ) is characterized by ωs (G).
Mode b̂ is coupled to the external ingoing field b̂in, which carries
the vacuum noise, and the outgoing field b̂out, which carries the
signal and will be read out. (b) The uWLC scheme for
comparison. In the intracavity readout scheme presented in
Ref. [29], the external fields couple to the arm cavity mode â,
rather than the filter cavity mode b̂. (c) The frequency-domain
mode structure under single-mode (for both â and b̂) and
resolved-sideband (for b̂) approximations. The parametric inter-
action b̂†ĉ† is realized by the optomechanical coupling under
blue-detuned pumping by the mechanical resonant frequency.
Note that all mode operators are defined in the rotating frame of
frequency ω0, and Ω is the sideband frequency with respect to it.
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with â; b̂; ĉ being the quantum operators of the differential
optical mode of the arm cavity, the SRC (i.e., the filter
cavity) optical mode, and the mechanical mode, respec-
tively. Here ωs is the beam-splitter-type interaction strength
between modes â and b̂, and G describes the optomechan-
ical interaction strength between mode b̂ and mode ĉ.
Considering the GW strain signal input h with coupling

strength α, as well as the coupling to the external bath b̂in
with rate γ [32], we obtain the Heisenberg equations of
motion for the three modes,

_̂aðtÞ ¼ −ωsb̂ðtÞ þ iαhðtÞ;
_̂c†ðtÞ ¼ Gb̂ðtÞ;
_̂bðtÞ ¼ −γb̂ðtÞ þ ωsâðtÞ þGĉ†ðtÞ þ

ffiffiffiffiffi
2γ

p
b̂inðtÞ; ð2Þ

with outgoing field given by b̂outðtÞ ¼ −b̂inðtÞ þ
ffiffiffiffiffi
2γ

p
b̂ðtÞ.

The above equations can be solved in frequency domain via
Fourier transform,

ôðΩÞ ¼ F ½ôðtÞ�≡
Z

∞

−∞
dteiΩtôðtÞ; ð3Þ

where Ω is the sideband frequency in the rotating frame of
frequency ω0, and ô represents â; b̂; ĉ, or b̂in;out. The
resulting solution for the outgoing field is

b̂outðΩÞ ¼
iΩðγ þ iΩÞ −G2 þ ω2

s

iΩðγ − iΩÞ þG2 − ω2
s
b̂inðΩÞ

þ i
ffiffiffiffiffi
2γ

p
ωsα

iΩðγ − iΩÞ þG2 − ω2
s
hðΩÞ: ð4Þ

Interestingly, regardless of the value of G and ωs, the
outgoing field is not squeezed, as the modulus of input-to-
output transfer function remains equal to unity. The signal
is contained entirely in the phase quadrature [33,34]
defined as Ŷ ¼ ðb̂out − b̂†outÞ=ð

ffiffiffi
2

p
iÞ. The resulting signal-

referred shot-noise spectral density when measuring the
phase quadrature is given by

ShhðΩÞ ¼
Ω2γ2 þ ðG2 − ω2

s þ Ω2Þ2
4γω2

sα
2

: ð5Þ

The sensitivity given different relations between G and ωs
is plotted in Fig. 3. One interesting case is when G ¼ ωs
where the noise spectral density vanishes at dc as the signal
response diverges,

ShhðΩÞjG¼ωs
¼ Ω2ðΩ2 þ γ2Þ

4γω2
sα

2
: ð6Þ

The system stability, as analyzed in Ref. [31], is determined
by the poles of the transfer function in Eq. (4), i.e., the
roots of

iΩðγ − iΩÞ þ G2 − ω2
s ¼ 0: ð7Þ

When the imaginary part of any root becomes positive, the
system becomes unstable. The locations of roots are
determined by the relation between G and ωs. It can be
proven [31] that,wheneverG is equal to or less thanωs, there
is no unstable root. The critical point happenswhenG ¼ ωs,
and there is a pole at dc,which is consistentwith the resulting
signal response being infinite at dc, as can be seen in Eqs. (4)
and (6). To summarize, under the idealized Hamiltonian, the
system is stable withG ≤ ωs and, at the same time, the shot-
noise-limited sensitivity will be improved. In the following
content, we will show that these features will remain intact
even after we relax the approximations applied in deriving
the idealized Hamiltonian.
In terms of the physical parameters described in Table I,

the two approximations to produce the idealized
Hamiltonian in Eq. (1) are (i) the single-mode approxima-
tions, i.e.,ΩLarm=c ≪ 1 and 2ωm0

LSRC=c ≪ 1, which treats
the arm cavity and the filter cavity as single modes, each

FIG. 3. The signal-referred shot-noise spectral density for
different optomechanical interaction strengths G. Different
curves are plotted based on Eq. (5) with the relation between
G and ωs shown near each line.

TABLE I. A list of parameters and nominal values.

Parameters Description Value

Larm Arm cavity length 4 km
Parm Arm cavity power 800 kW
TITM ITM power transmissivity 0.5%
LSRC SRC length 40 m
TSRM SRM power transmissivity 0.02
Pb Filter cavity power 6.4 kW
λ Laser wavelength 1064 nm
m Oscillator mass 10 mg
ωm0

=ð2πÞ Mechanical frequency 105 Hz
Qm Mechanical quality factor ∞a

aWe effectively remove the mechanical damping to highlight
that the system can be self-stabilized without additional damping
mechanism.
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described by annihilation operators â and b̂, and (ii) the
resolved-sideband approximation, i.e., ωm0

LSRC=c ≫ γ,
which treats the mechanical sidebands aroundω0 as a single
operator ĉ, ignoring the higher sidebands aroundω0 þ 2ωm0

that should be involved in the interaction between the blue-
detuned filter cavity and the mechanical oscillator. Note that
all the parameters ωs; G; α; γ used in Eqs. (1)–(7) are
effective parameters that can be approximately expressed
in terms of the physical parameters. Under the single-mode
and resolved-sideband approximations, the mode interac-
tion strength ωs and G can be expressed as

ωs ¼
c

ffiffiffiffiffiffiffiffiffiffi
TITM

p
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
LarmLSRC

p ; G ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

8πPb

mλωm0
LSRC

s
; ð8Þ

where Pb is the power of the filter cavity pumping field that
impinges on the mechanical oscillator. Also, the signal
coupling strength α and the SRC cavity half-bandwidth (i.e.,
the decay rate or bath coupling rate) γ are defined as

α ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ParmLarmω0

cℏ

r
; γ ¼ cTSRM

4LSRC
: ð9Þ

For the full analysis, we adopt the approach in Ref. [23]
by propagating the fields through the interferometer and
taking into account their interactions with the mechanical
degree of freedom via the radiation pressure. As all optical
elements are axisymmetric, for simplicity, the optical fields
can be treated as 1D propagating ones along the optical
axis. At each location, the optical field is represented as

ÊðtÞ ¼ ôðtÞe−iω0t þ ô†ðtÞeiω0t; ð10Þ

where ôðtÞ can represent âðtÞ and b̂ðtÞ, the slowly varying
field operators in the rotating frame of ω0 for the light
inside the arm cavity and filter cavity, respectively. We can
define sideband operators âðωÞ and b̂ðωÞ via Fourier
transform as in Eq. (3), but for a large sideband frequency
ω up to the order of ωm0

. Note that, so long as ω ≪ ω0, the
slowly varying operators in time domain and sideband
operators in frequency domain will be well defined.
The relevant fields fully describing the scheme in Fig. 1

are illustrated in Fig. 4. We will focus on the differential
mode of the two arm cavities, and the right panel of Fig. 4
shows the simplified representation considered here. We
assume both the arm cavity and the SRC are tuned such that
the cavity lengths are integer numbers times the wavelength
of the carrier at frequency ω0. Since we are looking at the
linear dynamics, the equations of motion will only involve
linear terms of the sideband operators. The Heisenberg
equation of motion is formally identical to the classical
Maxwell equation. The field operators are described by the
following set of equations:

â1ðtÞ ¼
ffiffiffiffiffiffiffiffiffiffi
TITM

p
b̂3ðtÞ þ

ffiffiffiffiffiffiffiffiffiffi
RITM

p
â2ðtÞ; ð11aÞ

â2ðtÞ ¼ â1ðt − τarmÞ þ 2ik0AarmLarmhðtÞ; ð11bÞ

b̂4ðtÞ ¼
ffiffiffiffiffiffiffiffiffiffi
TITM

p
â2ðtÞ −

ffiffiffiffiffiffiffiffiffiffi
RITM

p
b̂3ðtÞ; ð11cÞ

b̂2ðtÞ ¼ b̂4ðt − τSRC=2Þ þ 2ikbAbe
−iωm0

tx̂ðtÞ; ð11dÞ

b̂3ðtÞ ¼ b̂1ðt − τSRC=2Þ þ 2ikbAbe
−iωm0

tx̂ðtÞ; ð11eÞ

b̂1ðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffi
TSRM

p
b̂inðtÞ −

ffiffiffiffiffiffiffiffiffiffiffi
RSRM

p
b̂2ðtÞ; ð11fÞ

b̂outðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffi
TSRM

p
b̂2ðtÞ þ

ffiffiffiffiffiffiffiffiffiffiffi
RSRM

p
b̂inðtÞ: ð11gÞ

Here the round-trip delay times are defined as τarm ¼
2Larm=c and τSRC ¼ 2LSRC=c for the arm cavity and SRC,
respectively. The two cavities are pumped with frequency
ω0 and ω0 þ ωm0

, with wave vectors being k0 ¼ ω0=c
and kb ¼ ðω0 þ ωm0

Þ=c ≈ k0 (ω0 ≫ ωm0
), respectively.

The steady-state field amplitudes Aarm and Ab are given
by Aarm ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Parm=ð2ℏω0Þ
p

and Ab ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pb=2ℏω0

p
. The

mechanical motion is driven by the radiation pressure in
the presence of the blue-detuned pump field,

 x̂ðtÞ þ γm _̂xðtÞ þ ω2
m0
x̂ðtÞ ¼ F̂radðtÞ

m
; ð12Þ

where the radiation pressure F̂rad reads

FIG. 4. The fields involved in the complete analysis of the
scheme shown in Fig. 1. The right figure is a simplified version of
the left one when only looking at the differential mode of the two
arms, which is adopted in the analysis in the main text. In the right
figure, the sign convention for themirror reflectivity is also shown.
The arm cavity and the SRC length are both tuned to be integer
numbers times the wavelength of the carrier at frequency ω0.

XIANG LI et al. PHYS. REV. D 103, 122001 (2021)

122001-4



F̂radðtÞ ¼
2ℏω0A�

c

c
eiωm0

t½b̂1ðtÞ þ b̂4ðtÞ� þ H:c: ð13Þ

The displacement operator x̂ is related to the mechanical
mode operator ĉ by

x̂ðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ℏ
2mωm0

s
½ĉðtÞe−iωm0

t þ ĉ†ðtÞeiωm0
t�: ð14Þ

III. FREQUENCY-DOMAIN ANALYSIS

In this section, we will solve the system dynamics in the
frequency domain and analyze the stability using the
Nyquist criterion [35].

A. Formalism

In the frequency domain, Eqs. (11a)–(11g) can be
converted into algebra equations in the matrix representa-
tion. For the slowly varying field operators defined in
Eq. (10), we apply the time-shifting relation in the Fourier
transform of optical modes, i.e.,

F ½ôðt − τÞ� ¼ ôðωÞeiωτ for ô ¼ â and b̂; ð15Þ

to connect propagating light inside the cavities, where ω is
the sideband frequency in the rotating frame of ω0. The
Fourier transform of the mechanical mode in the filter
cavity reads

F ½e−iωm0
tx̂ðtÞ� ¼ x̂ðω − ωm0

Þ: ð16Þ

With the ωm blue-detuned pumping, the optomechanical
interaction will couple the optical sidebands at frequency
ω ¼ �Ω (Ω ≪ ωm0

) with the sidebands at ω ¼ 2ωm ∓ Ω.
As mentioned in Fig. 1, the value of ωm is slightly
difference from the mechanical resonant frequency ωm0

.
The difference is caused by the optical spring effect,

ωm ¼ ωm0
þ Pbω0

2mω2
m0
c2τb

; ð17Þ

when we consider the realistic scenario beyond the resolved-
sideband approximation. As illustrated in Figs. 5(a) and 5(b),
when there is optical spring, the parametric interaction will
be shifted by a small frequency, causing the demanded
sidebands not to be correctly coupled. As our system works
near a critical point of PT symmetry [31], the effect of a
rather small optical spring effect is fairly important and needs
to be carefully compensated.
As illustrated in Fig. 5(c), the sidebands around ω0 are

named the signal channel, and the ones around ω0 þ 2ωm
are named the idler channel. We will first treat the filter
cavity as an effective mirror, obtain the transformation
relation for signal and idler channels, as well as mixing

between the channels, and then combine it with the
circulation loop of the arm cavity. As the filter cavity is
pumped with frequency ω0 þ ωm, for convenience, we
temporarily use õðω̃Þ to represent the sidebands in the
rotating frame of ω0 þ ωm, where õ can be ã or b̃, and ω̃ is
in the order of magnitude of ωm0

. The input-output relation
of the filter cavity can be represented as follows:

FIG. 5. Coupling between the optical modes and the mechani-
cal modes represented in frequency domain. (a) Without optical
spring compensation, the parametric interaction will be shifted by
a small frequency (not to scale) which will greatly ruin the
designed filter response. (b) With optical spring compensation,
the correct sidebands are coupled. It is achieved by making the
value of blue detuning to be slightly larger than the bare
mechanical resonant frequency, as described in Eq. (17). Inset:
the best scenario for resolved sideband is to set 2ωm around half
FSRb. It will make ωm larger than γb as much as possible and, at
the same time, make the influence from the higher FSR as little as
possible. (c) The full circulation loop within the signal channel
(sidebands around ω0, represented by the red box in the upper
panel) and the idler channel (sidebands around ω0 þ 2ωm,
represented by the blue box in the lower panel). The idler
channel is ignored in the idealized Hamiltonian analysis.
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2
6664

b̃outðω̃Þ
b̃†outð−ω̃Þ
ã1ðω̃Þ
ã†1ð−ω̃Þ

3
7775 ¼ M̃filterðω̃Þ

2
6664

b̃inðω̃Þ
b̃†inð−ω̃Þ
ã2ðω̃Þ
ã†2ð−ω̃Þ

3
7775; ð18Þ

where M̃filterðω̃Þ is determined by the optomechanical
interaction and the field circulation inside the filter cavity.
Before connecting the filter cavity to the main interfer-

ometer, let us comment on the required functionality of its
transfer function in the full circulation loop. Notice that, in
the lossless case, the open-loop circulation in the arm cavity
will result in a phase delay, without harming the amplitude.
Thus, we expect the feedback gain provided by the signal
channel reflection â1ðΩÞ → â2ðΩÞ to compensate that
effect by providing the same amount of phase advance
with an amplitude 1. For the phase advance, we require
4ω0Pf=ðmωmc2TITMÞ ¼ c=Larm [29] and optical spring
compensation to correctly amplify the demanded side-
bands. For the physical parameters shown in Table I, the
optical spring leads to a shift of the mechanical frequency
by around 77 Hz. In the actual simulation, this value will be
compensated numerically to avoid any tiny discrepancy.
The influence of optical spring in the signal-referred shot
noise and stability will be analyzed in Secs. III B and III C.
The other requirement is that the amplitude of reflection to
be 1, as we want the idler channel to mix with the signal
channel as little as possible. The best scenario for that
purpose is to set 2ωm around half FSRb, as shown by the
inset of Fig. 5(b). It will makeωm ≫ γb as much as possible
and, at the same time, suppress the higher FSR from
amplifying the idler channel. In addition, we want the
mechanical loss to be as small as possible, as the filter
cavity contains a parametric process, and thus the mechani-
cal loss will ruin the reflection amplitude.
By setting ω̃ ¼∓ ωm þΩ, we can extract relevant

matrix components to compose the transformation matrices
for the optical fields outside the filter cavity,

2
6664

b̂outðΩÞ
b̂†outð2ωm −ΩÞ

â1ðΩÞ
â†1ð2ωm −ΩÞ

3
7775 ¼ M̃filterð−ωm þ ΩÞ

2
6664

b̃inðΩÞ
b̃†inð2ωm −ΩÞ

ã2ðΩÞ
ã†2ð2ωm − ΩÞ

3
7775;

ð19aÞ

2
6664
b̂outð2ωm þΩÞ

b̂†outð−ΩÞ
â1ð2ωm þΩÞ

â†1ð−ΩÞ

3
7775 ¼ M̃filterðωm þ ΩÞ

2
6664

b̃inð−ΩÞ
b̃†inð2ωm −ΩÞ

ã2ð−ΩÞ
ã†2ð2ωm − ΩÞ

3
7775:

ð19bÞ

For simplicity, we define M̃∓ ≡ M̃filterð∓ωm þ ΩÞ and
thus have

RaaðΩÞ≡

2
6664
M̃3;3

− ; 0; 0; M̃3;4
−

0; M̃4;4
þ ; M̃4;3

þ ; 0

0; M̃3;4
þ ; M̃3;3

þ ; 0

M̃4;3
− ; 0; 0; M̃4;4

−

3
7775; ð20aÞ

TabðΩÞ≡

2
6664
M̃3;1

− ; 0; 0; M̃3;2
−

0; M̃4;2
þ ; M̃4;1

þ ; 0

0; M̃3;2
þ ; M̃3;1

þ ; 0

M̃4;1
− ; 0; 0; M̃4;2

−

3
7775; ð20bÞ

RbbðΩÞ≡

2
6664
M̃1;1

− ; 0; 0; M̃1;2
−

0; M̃2;2
þ ; M̃2;1

þ ; 0

0; M̃1;2
þ ; M̃1;1

þ ; 0

M̃2;1
− ; 0; 0; M̃2;2

−

3
7775; ð20cÞ

TbaðΩÞ≡

2
6664
M̃1;3

− ; 0; 0; M̃1;4
−

0; M̃2;4
þ ; M̃2;3

þ ; 0

0; M̃1;4
þ ; M̃1;3

þ ; 0

M̃2;3
− ; 0; 0; M̃2;4

−

3
7775; ð20dÞ

where RaaðΩÞ represents the â2 → â1 reflection, TabðΩÞ
represents the b̂in → â1 transmission, RbbðΩÞ represents
the b̂in → b̂out reflection, and TbaðΩÞ represents the â2 →
b̂out transmission. Thus, the effect of filter cavity on the
optical fields can be expressed as follows:2
6664

â1ðΩÞ
â†1ð−ΩÞ

â1ð2ωm þ ΩÞ
â†1ð2ωm −ΩÞ

3
7775 ¼ RaaðΩÞ

2
6664

â2ðΩÞ
â†2ð−ΩÞ

â2ð2ωm þ ΩÞ
â†2ð2ωm −ΩÞ

3
7775

þ TabðΩÞ

2
6664

b̂inðΩÞ
b̂†inð−ΩÞ

b̂inð2ωm þ ΩÞ
b̂†inð2ωm −ΩÞ

3
7775; ð21aÞ

2
6664

b̂outðΩÞ
b̂†outð−ΩÞ

b̂outð2ωm þΩÞ
b̂†outð2ωm − ΩÞ

3
7775 ¼ RbbðΩÞ

2
6664

b̂inðΩÞ
b̂†inð−ΩÞ

b̂inð2ωm þ ΩÞ
b̂†inð2ωm −ΩÞ

3
7775

þ TbaðΩÞ

2
6664

â2ðΩÞ
â†2ð−ΩÞ

â2ð2ωm þΩÞ
â†2ð2ωm − ΩÞ

3
7775: ð21bÞ
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In the idealized analysis in Sec. II, the idler channel was
ignored under resolved-sideband limit. The full analysis
here will keep both signal and idler channels. Further
linking the filter cavity to the main interferometer, propa-
gation in the arm cavity will be considered for both
channels to form a closed-loop transfer function. GW strain
signal will be added to the signal channel in the arm cavity
and the final input-output relation takes the following form:

�
b̂outðΩÞ

b̂†outð2ωm −ΩÞ

�
¼ MðΩÞ

�
b̂inðΩÞ

b̂†inð2ωm − ΩÞ

�

þ vðΩÞhðΩÞ; ð22Þ

where MðΩÞ is a 2 × 2 matrix describing the transforma-
tion of the ingoing field to the outgoing field, and vðΩÞ is a
2 × 1 column vector describing the response of the out-
going field to the GW signal, with the vðΩÞ2;1 component
describing the signal leading into the idler channel
b̂†inð2ωm −ΩÞ. The exact expressions for MðΩÞ and
vðΩÞ are quite complicated, and in the subsection that
follows, we will use the quantum noise spectral density to
illustrate their frequency dependence.

B. Noise spectral density

The resulting noise spectral density from the full analysis
is shown in Figs. 6 and 7. In Fig. 6, the optical spring effect
is shown to play an important role in modifying the
sensitivity. As analyzed in Sec. III A, if left unattended,
the optical spring will cause an additional resonance in the
sensitivity via shifting the central frequency of signal
sidebands in the filter cavity response. After compensating
such a shift, the full analysis and the idealized Hamiltonian
analysis produce a similar result for most of frequencies,
given the same set of parameters. However, they start to
deviate at low frequencies, where the full analysis shows a
higher noise spectrum.

The deviation from idealized analysis is because of the
coupling to the idler channel at low frequencies, as shown
in Fig. 7, where a larger amount of signal will leak to the
idler channel than what is output in the signal channel.
Thus, the idler channel has a much better sensitivity at low
frequencies. We can extract the signal information con-
tained in the idler channel either by using the heterodyne
readout with the pump field at ω0 þ ωm as the local
oscillator or using an additional at ω0 þ 2ωm for the
homodyne readout of the idler channel. We will discuss
the details about the additional homodyne readout scheme
in Sec. V and show the final sensitivity by optimally
combining the two readout schemes.
As we will show in Sec. III C, the parameters in Table I

are within the stability regime. Therefore, we can indeed
obtain sensitivity improvement without sacrificing the
stability.

C. Stability analysis

In this section, we use the Nyquist technique [35] to
analyze the system stability. The criterion is a diagrammatic
approach to test the stability of a system by only using the
open-loop transfer function, even with delay.
In the idealized analysis in Sec. II, G ≈ ωs defines the

boundary for stability. Further increasing G through
increasing the pumping power of the filter cavity will
destabilize the system. In the full analysis, when the idler
channel is also included, we have a more complicated
multi-input–multi-output system. In the sideband picture,
given the two-dimensional open-loop transfer matrix
MOLðΩÞ, the real and imaginary part of the determinant
of IþMOLðΩÞ, where I is the two-dimensional identity
matrix, should not enclose the origin of the complex plain.
This is limited to the case where MOLðΩÞ does not contain
elements that have unstable poles; we therefore also need to
be careful about the point where to extract the open-loop
transfer function, even though the stability of the final

FIG. 6. The signal-referred shot-noise spectral densities from the
full analysis (red and blue) in comparison with the one obtained
from idealized Hamiltonian (red dotted curve). Compensating the
frequency shift of the mechanical oscillator due to the optical
spring effect has a significant influence on the sensitivity.

FIG. 7. The noise spectral density for the idler channel, which
can be read out by using a local oscillator at ω0 þ 2ωm0

(blue), in
comparison with the signal channel (red). At low frequencies, the
signal information contained in the idler channel is even more
than that contained in the signal channel.
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closed-loop transfer function is independent of such a
choice. We choose the interface near ITM as highlighted
by the red dashed line on the right panel of Fig. 4, where the
top part is the arm cavity and the bottom consists of the
mechanical oscillator and SRM.
The open- and close-loop transfer matrices in our case

are

MOLðΩÞ ¼ MoptðΩÞMcavðΩÞ;
MCLðΩÞ ¼ ðIþMOLðΩÞÞ−1: ð23Þ

The optomechanical transfer matrix MoptðΩÞ is defined as

MoptðΩÞ¼ eiΩτSRC=2
� T opt T optþ

ffiffiffiffiffiffiffiffiffiffiffi
RSRM

p

−
ffiffiffiffiffiffiffiffiffiffiffi
RSRM

p
−T opt −2

ffiffiffiffiffiffiffiffiffiffiffi
RSRM

p
−T opt

�
;

ð24Þ

where

T opt¼−
ffiffiffiffiffiffiffiffiffiffiffi
RSRM

p
þ ið1þ ffiffiffiffiffiffiffiffiffiffiffi

RSRM
p Þ2g2τSRCωm0

2½ΩðΩ−2ωmÞþ iγmðΩ−ωmÞ�
: ð25Þ

Similarly, the passive cavity propagation matrix is

McavðΩÞ ¼
�
T cavðΩÞ 0

0 T �
cavð2ωm −ΩÞ

�
; ð26Þ

where

T cavðΩÞ ¼
eiΩτarm −

ffiffiffiffiffiffiffiffiffiffi
RITM

p
1 − eiΩτarm

ffiffiffiffiffiffiffiffiffiffi
RITM

p : ð27Þ

In Fig. 8, we show the resulting Nyquist plot for the
nominal parameters in Table I. Because the mechanical
frequency is not an integer number of the FSR of the arm

cavity, the contour is quite complicated due to the phase
factor e2iωm0

τarm of the idler channel. Nevertheless, we only
need to check whether the origin is enclosed or not to make
a firm claim on the stability, while the complex feature
of the contour does not matter. It turns out that compensat-
ing the optical spring shift not only has a significant impact
on the sensitivity, as shown in Fig. 6, but also on the
stability. As shown in the plot on the right-hand side of
Fig. 8, with the nominal values for the parameters, the
system only becomes stable after the optical spring shift is
accounted for. This feature can be understood as follows: to
meet the PT symmetry condition, the parametric interac-
tion with the mechanical mode must be achieved by the
correct optical sidebands in the filter cavity; thus, only after
the optical spring is correctly compensated, it is possible
and meaningful to discuss the stability issue.
In Fig. 9, we further show the effect of the optomechan-

ical coupling rate G on the stability, after the necessary
optical spring compensation. Indeed, the system is stable
when G ≤ ωs, which is consistent with the idealized
Hamiltonian analysis [31].

IV. TIME-DOMAIN ANALYSIS

In this section, we perform a numerical time-domain
simulation to confirm the enhancement in sensitivity as
derived above. The purpose of remaining in the time
domain is to capture behavior that may have been lost
due to approximations used in the frequency-domain
analysis. It is also much easier for us to capture nonlinear
behavior in the time domain, as we have no need to perform
Fourier transforms in this analysis. The primary limitation
of this method is the relative lack of insight into the physics
that we can obtain, as it is difficult to “break open” the
simulation and understand the behavior of individual parts
in isolation. As such, our time-domain approach is a
powerful complementary tool to the analysis performed
thus far and not a replacement.
We will begin by considering Eqs. (11a)–(11g). The

principle of this simulation is to appropriately discretize

FIG. 8. The plots for the determinant of the open-loop transfer
matrix, given the nominal parameters. The left plot shows the
case without compensating the optical spring, while the right one
has the optical spring compensated and the contour does not
enclose the origin. The opacity of the curve is intentionally made
smaller when the magnitude of the frequency is large, which is to
highlight the relevant low frequencies.

FIG. 9. The plots for the determinant of the open-loop transfer
matrix for G ¼ ωs (left) and G ¼ 1.01ωs (right), both with the
optical spring shift compensated. For clarity, we only show a tiny
regime around the origin, but we have checked that only the right
plot has the origin enclosed when enlarged.
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the equations and enable us to evolve the system forward
in time using the knowledge of its previous state. The
mechanism through which the system steps forward and
the way to recalculate relevant quantities are at the very
heart of this simulation and, therefore, it is worthwhile to
delve into some details.

A. Discretization of equations

The first step toward the time-domain simulation is the
discretization of equations. The equations in our system can
subdivided into three distinct types. The treatment of the
full system will be made clear after the functionality of each
type is explored.
The first type of equation comprises all quantities that are

related to others in the way of time delay, for instance, the
field quantities that propagate from one optical component
to another. The general form of this type of equations reads

a2ðtÞ ¼ a1ðt − τÞ; ð28Þ

where τ ¼ L=c is the time delay caused by the propagation
across the space of distance L, with c being the speed of
light. This type of equation is discretized at time step n as

a2½n� ¼ a1½n − nd�; ð29Þ

where nd is the time step delay (steps in the past at which
the field must be evaluated). It is given by nd ¼ τ=Δt,
where Δt is the simulation time increment. This type of
equation encompasses the forward evolution of the field
quantities, whereby a field at a new simulation step can be
calculated only with reference to the previous value of
another field, which will have been calculated at their step.
The second type of equation comprises interactions of

fields at an optical component. This treatment follows a
very standard approach, where the fields at a mirror (as
defined in Fig. 10) are given by

a2ðtÞ ¼ tma4ðtÞ þ rma1ðtÞ; ð30aÞ

a3ðtÞ ¼ tma1ðtÞ − rma4ðtÞ; ð30bÞ

where rm and tm are the mirror amplitude reflectivity and
transmissivity, respectively. The discretization of these
fields is rather trivial,

a2½n� ¼ tma4½n� þ rma1½n�; ð31aÞ

a3½n� ¼ tma1½n� − rma4½n�: ð31bÞ

However, care must be taken in choosing the order to
calculate these fields, as the field quantities are all initially
unknown. The procedure for calculating these fields will be
discussed later in due course.
The final consideration is the treatment of Eq. (12). It can

be approached in many ways according to the choice of
discretization for time derivative. Based on its well-studied
nature [36], a “symmetric” approach is implemented,

 x½n� þ γm _x½n� þ ω2
m0
x½n� ¼ Frad½n�

m
; ð32aÞ

with _x½n� ¼ x½nþ 1� − x½n − 1�
2Δt

ð32bÞ

and  x½n� ¼ x½nþ 1� − 2x½n� þ x½n − 1�
Δt2

: ð32cÞ

Note that substituting the latter two equations into Eq. (32a)
allows for the x½nþ 1� term to be rearranged in terms of
quantities at previous time steps and, therefore, it can be
used to evolve the position of the mechanical oscillator
without further issue.

B. Connecting the system

After categorizing the relative equations, the next to
consider is connecting the discretized equations into a
consistent loop. The most challenging feature of the system
is the signal-recycling structure in the optical cavities, as
the signal sent “downstream” from the simulation inputs
returns and combines with the upstream signal in a
feedbacklike structure. For a system with many cavities,
the cycling of signal could become very complicated to
handle.
Considering that the signal must traverse the space

between optical components, which induces a time delay,
it allows us to break up the system into several independent
“compartments.” As the system is evolved forward in time,
when we consider fields at step n, we can rely on the values
for all steps < n that have already been calculated. This
naturally means that all terms of Eq. (28) type can be
calculated immediately. To tackle the issue with Eqs. (30),
we can treat the right-hand side quantities a1;4ðtÞ as the
“inputs” to the mirror, which are already available, as the
“outputs” or left-hand side of Eq. (28). This results in a logic
flow, as shown in Fig. 11. At the start of a new simulation
step, we calculate all the inputs of the Eq. (28) type first,
which gives all of the inputs quantities of the Eq. (30) types.
We then calculate the inputs of all Eq. (30) types, which then
affect the input fields in a neighboring compartment that
links the whole system together. Note that these links occur
at a future time step and thus do not need to be calculated
now, avoiding the trap of circular logic. This approach
greatly simplifies the calculation performed in each simu-
lation cycle. By compartmentalizing the equations in thisFIG. 10. Field interactions at a mirror.
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way, we can create several independent systems with very
few equations each. It is thus very easy to add extra
components to the system, without the need to rewrite
any existing elements in the simulation. Furthermore, the
system is well set up for optimization techniques such as
parallelization.
The key issue in our approach is the large number of

calculations to be performed, as well as the large number of
quantities that need to be stored. To suitably capture the
system behavior, the time increment in simulation needs to
be smaller than the shortest timescale of the system, which
in our case is the short cavity traversal time around 100 ns.
Although this megahertz level of sampling is far above the
frequency range of interest (1 Hz–10 kHz), it is necessary to
capture the behavior of components that affect the signal
response within that frequency band. This will lead to a lot
of waste, as we are simulating about 1000 times more data
than what we are interested in. Furthermore, we want to
simulate for at least 1 s, which consists of 10 × 106

samples, resulting in rather a lot of data for a computer
to store.
A further limitation is the requirement for integer values

of nd in the discretization of Eq. (29). For all cavities in the
system, the traversal times must be some integer multiple of
Δt. To enable the free choice of cavity lengths, particularly
when there are many cavities in the system, Δtmay have to
be even smaller than the shortest cavity traversal time. This
is not a big issue in our case as cavity number can be limited
to be two. All the optical components are separated by a

short delay time τs, except for the arm cavity with a long
delay time τa. For convenience, we can choose τa to be an
exact multiple of τs, without any loss of physical insight.

C. Step-response stability analysis

The steady-state response is the most essential in the
sensitivity analysis of the system. As the simulation loop
relies on past values of the system, initialization is required
at some finite time from which the simulation starts. To
resolve this issue, all quantities in t < 0 are set to be zero,
which corresponds to the off state. After the simulation
begins, the building-up process of the steady state leads to
an initial transient effect, which might negatively affect the
response estimate. Luckily, in our simulation, this initial-
ization takes about 0.03 s, which is sufficiently small
compared to the total run-time and will not cause any
problem.
Interestingly, the transient behavior is more of an

opportunity than a problem. The time-domain response
with custom inputs can be used to gain insight into some
aspects of the system that cannot be easily studied using the
frequency-domain approach. One such test we can perform
is to determine the stability of the system using its step
response. Inserting a constant signal from t ¼ 0 (step-
function input) to excite the system dynamics, the resulting
time-domain behavior will clearly show whether the system
is stable (settling at a constant value or a steady oscillation)
or unstable (growing indefinitely toward an infinite ampli-
tude). As shown in Fig. 12, the position response of the
mechanical oscillator in the cases with or without com-
pensating the optical spring clearly shows the stability or
instability. It further confirms the result shown in Fig. 8
that the system can be stabilized by optical spring
compensation.

D. Numerical noise spectral density

To check the consistency with the frequency-domain
approach in Sec. III B, the noise spectral density in this
time-domain simulation will be determined in a two-step
approach. The noise power spectral density in the strain
signal measurement is given by

SnhhðΩÞ ¼
SnbbðΩÞ

TðΩÞTðΩÞ� ; ð33Þ

where SnbbðΩÞ is the noise power spectral density of the
appropriate quadrature of b̂out (see Fig. 4) and TðΩÞ is the
h → b̂out transfer function. The strain noise can thus be
obtained through two separate simulations: one to obtain
TðΩÞ and another to obtain SnbbðΩÞ.
For a preliminary consistency check, we compare the

optical transfer function TðΩÞ by injecting a noiseless
random signal with a constant spectral density into the
channel of gravitational-wave strain. By measuring the

FIG. 11. Logical flowchart of the time-domain simulation.
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spectrum SbhðΩÞ of the output variable b̂out, the transfer
function TðΩÞ can be determined through the relation
between cross and power spectral density,

SbhðΩÞ ¼ TðΩÞShhðΩÞ: ð34Þ

Two simulations are implemented only with a difference in
mechanical quality factor, as shown in Fig. 13, and a great
agreement has been confirmed between the numerical and
analytical approaches. In Fig. 14 we further show the
optical transfer function of the mechanically undamped
system for both the signal and idler channels, which also
shows good agreement.
The second simulation is implemented by injecting all

relevant noises with their own spectral densities in the
absence of strain signal. This provides SnbbðΩÞ and, together
with the optical transfer function TðΩÞ obtained in the first
simulation, allows us to complete the calculation of strain
noise spectral density according to Eq. (33). The final
results of the time-domain simulation are shown in Fig. 15,
which consistently corresponds to the frequency-domain
analysis in Fig. 7.

V. OPTIMAL READOUT SCHEME

In this section, we will investigate the readout scheme to
optimally blend the outputs from the signal and idler
channels for achieving the best signal sensitivity. Note
that the approach we apply here can, in general, be used for
any correlated signals.
Consider a generic case with two noisy signals that

measure the same observable x, z̃1 and z̃2, such that

z̃i ¼ Tixþ ñi, i ¼ 1, 2, with Ti referring to the transfer
function of x to the signal and ñi being the corresponding
noise. These signals can be normalized such that
zi ¼ z̃i=Ti ¼ xþ ni.
In this case x is the gravitational-wave signal, where in

each measurement there is differing sensitivity in different
frequency bands such as that shown in Fig. 14. In the
frequency-domain representation, the normalized signals zi
can be blended together with frequency-dependent fil-
ters αðΩÞ and 1 − αðΩÞ which sum to 1 over the entire
frequency range,

FIG. 12. In-loop step response of the position of the undamped
mechanical oscillator. (a) When the pump field is offset by ωm0

only. (b) When the pump field is further offset by compensating
the optical spring. The lighter solid fill contains rapid oscillations
with the dark bounding lines representing the amplitude
envelope. Insets: enlarged views of two sections in the time
series, where the individual oscillations can be seen.

FIG. 13. Transfer functions for optical gain with optical spring
compensated. The pump-off (G ¼ 0) gain is shown in contrast to
the pump-on gain for (a) a finite mechanical quality factor of
5000 and (b) an undamped oscillator. The numerical time-domain
approach shows very good agreement with the analytical fre-
quency-domain approach.

FIG. 14. Optical gain transfer functions for the signal and idler
channels in the undamped optical-spring-compensated system.
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ZðΩÞ ¼ αðΩÞz1ðΩÞ þ ð1 − αðΩÞÞz2ðΩÞ; ð35Þ

with total noise given by nðΩÞ ¼ αðΩÞn1ðΩÞ þ
ð1 − αðΩÞÞn2ðΩÞ. The power spectrum of the total nor-
malized noise can be represented as

SnnðΩÞ ¼ jαðΩÞj2Sn1n1ðΩÞ þ j1 − αðΩÞj2Sn2n2ðΩÞ
þ αðΩÞð1 − α�ðΩÞÞSn1n2ðΩÞ
þ ð1 − αðΩÞÞα�ðΩÞSn2n1ðΩÞ; ð36Þ

with SninjðΩÞ being the noise spectrum of (i ¼ j) or
correlation between (i ≠ j) n1ðΩÞ and n2ðΩÞ. Minimizing
Eq. (36) with respect to the conjugate of the filter αðΩÞ, i.e.,
∂SnnðΩÞ∂α�ðΩÞ ¼ 0, the optimal filter can be constructed for each

frequency Ω independently,

αðΩÞ¼ Sn2n2ðΩÞ−Sn2n1ðΩÞ
Sn1n1ðΩÞþSn2n2ðΩÞ−Sn1n2ðΩÞ−Sn2n1ðΩÞ

: ð37Þ

Applying the filters to Eq. (35), we can obtain the power
spectrum of the total signal ZðΩÞ,

SZZðΩÞ ¼ jαðΩÞj2Sz1z1ðΩÞ þ j1 − αðΩÞj2Sz2z2ðΩÞ
þ αðΩÞð1 − α�ðΩÞÞSz1z2ðΩÞ
þ ð1 − αðΩÞÞα�ðΩÞSz2z1ðΩÞ; ð38Þ

whose noise power spectrum is the same as SnnðΩÞ in
Eq. (36). When there is correlation between n1 and n2, the
noise across the applied high and low pass filters αðΩÞ
and 1 − αðΩÞ can be further improved. When the cross-
correlation terms are zero, the final noise spectrumwould be
determined by the ability to create the optimal blends
between two filters, such as high-order roll off of the filters
with phase margin at the blending frequency. The advantage
of this signal postprocessing scheme is to reduce the stability
requirement if the system is operating in a closed feed-
back loop.
In the simulation discussed in Sec. IV, the signal can be

extracted from both the signal channel around ω0 and the
idler channel near ω0 þ 2ωm0

. Applying the optimal blend-
ing strategy of Eq. (37), the overall noise spectrum can take
advantage of whichever channel with the better behavior at
one frequency. As shown in Fig. 15, the idler channel
contributes more below 25 Hz, while the signal channel
dominates at higher frequencies above 25 Hz, and the
optimal blending curve follows the better one at all
frequencies.

VI. CONCLUSIONS

In this paper, we analyze in detail the realization of a
PT-symmetric interferometer [31] using an optomechan-
ical filter cavity. We go beyond the idealized Hamiltonian
analysis under single-mode and resolved-sideband approx-
imations and consider the real physical parameters in the
filter cavity setup. We prove that, after compensating the
optical spring in the filter cavity, the stability and sensitivity
improvement stated in the original proposal [31] remains
valid in the realistic settings, even when a portion of the
signal gets mixed into the idler channel.
To perform full analysis, we implement numerical sim-

ulations in both frequency and time domains. The methods
consistencies have been checkedwith both the signal transfer
function and output noise spectrum. In the frequency-domain
analysis, the system stability is confirmed using Nyquist
criteria, where the Nyquist plot with the stable parameter
setting does not enclose the origin. In the time-domain
simulation, the stability manifests itself in the transient
behavior before the system reaches its steady state, where
the stable parameter setting will not make any system
quantity go to infinity.
Considering the unavoidable leakage of the signal into

the idler channel in the actual setups, we further constructed
the blending scheme for the output of the two channels.
Applying the optimal output filter, one can take advantage
of the channel with better behavior at each frequency, to
obtain optimal sensitivity at all frequencies. Another
scheme with an auxiliary mechanical cooling beam is
under investigation, where the information in the mechani-
cal oscillator can be read out supplementally. Together with
the idler channel, they can provide more possibilities for
optimized blending readout.

FIG. 15. The normalized noise spectrum for the signal and idler
channels. The signal channel (red) recovers the same response as
the pump-off case (magenta), which is limited by the bandwidth
of the cavity at frequencies of a few kilohertz and above, which
shows there is no degradation of the signal or the bandwidth of
the cavity. The idler channel (blue) has greater sensitivity below
30 Hz. The ideal blend (black) has greater sensitivity than both
the signal and idler channels across the blend frequency range of
approximately 25 Hz (green star).
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